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Figure 2: Some examples of Chimera graphs. Left: A line diagram of a Chimera(3,3,4) graph
showing the connections between qubits. Right: The connectivity matrix for a Chimera(4,4,4)
graph. For a general Chimera(M,N,L) graph the connectivity matrix is given by

A = IM ⌦ IN ⌦

0 1

1 0

�
⌦ 1L + LM ⌦ IN ⌦


1 0

0 0

�
⌦ IL + IM ⌦ LN ⌦


0 0

0 1

�
⌦ IL

where ⌦ is the Kronecker product, In is the n⇥ n identity matrix, 1n is the n⇥ n matrix of 1’s and
Ln is the adjacency matrix for a chain of length n.

4.2 Chimera graphs

Although the D-Wave hardware is not able to realize a fully connected Ising model it is capable
of handling graph structures more general than chains or trees. The architecture is able to realize
structures from a family of graphs called Chimeras. Chimera graphs are built by interconnecting a
two dimensional grid of small bipartite graphs. This family of graphs can be described succinctly
by three parameters; a Chimera(M,N,L) graph is assembled from an M ⇥N grid of L⇥ L dense
bipartite graphs, connected as shown in Figure 2.

Although the Chimera graphs are sparse, they are non-planar and are of moderately high tree width (a
Chimera(N,M,L) graph has tree width Lmin(M,N)), which makes them difficult to sample from
in software. The current version of the D-Wave hardware implements a Chimera(4,4,4) structure,
and future generations of hardware will provide larger graphs.

5 Parameter Warping

The D-Wave hardware enables us to draw samples from graph structures which would be otherwise
intractable, but there are still some practical difficulties to overcome. This is not surprising, since
the hardware is still very new. We expect these difficulties to be resolved in time, but for the moment
they are a serious concern.

The most difficult problem we have encountered is something we call parameter warping. In order to
use the D-Wave hardware to draw samples, it is necessary to program the machine with parameters
for the desired distribution. Currently there is a systematic warping phenomenon which occurs when
we program the machine. This warping perturbs the parameters from their desired settings, so that
the distribution realized by the hardware is actually not the distribution we specify, but is instead a
nearby distribution whose parameters are slightly different. Concretely, given a distribution P (·|✓)
from which we would like to draw samples, realizing this distribution in hardware produces samples
from the nearby distribution P (·|W (✓)) for some unknown, systematic warping function W .

Computing the maximum likelihood gradients in an RBM requires evaluating expressions of the
form

ED


@

@✓
logP (D|✓)

�
= �ED


@

@✓
E(✓)

�
+ EM


@

@✓
E(✓)

�
(2)
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