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Abstract— Emerging Cyber threats with an increased 
dependency on vulnerable cyber-networks have jeopardized all 
stakeholders, making Intrusion Detection Systems (IDS) the 
essential network security requirement.  Several IDS have been 
proposed in the past decade for preventing systems from cyber-
attacks. Machine learning (ML) based IDS have shown 
remarkable performance on conventional cyber threats. However, 
the introduction of adversarial attacks in the cyber domain 
highlights the need to upgrade these IDS because conventional 
ML-based approaches are vulnerable to adversarial attacks. 
Therefore, the proposed IDS framework leverages the 
performance of conventional ML-based IDS and integrates it with 
Explainable AI (XAI) to deal with adversarial attacks. Global 
Explanation of AI model, extracted by SHAP (Shapley additive 
explanation) during the training phase of Primary Random Forest 
Classifier (RFC), is used to reassess the credibility of predicted 
outcomes. In other words, an outcome with low credibility is 
reassessed by secondary classifiers. This SHAP-based approach 
helps in filtering out all disguised malicious network traffic and 
can also enhance user trust by adding transparency to the 
decision-making process. Adversarial robustness of the proposed 
IDS was assessed by Hop Skip Jump Attack and CICIDS dataset, 
where IDS showed 98.5% and 100% accuracy, respectively. 
Furthermore, the performance of the proposed IDS is compared 
with conventional algorithms using recall, precision, accuracy, 
and F1-score as evaluation metrics. This comparative analysis and 
series of experiments endorse the credibility of the proposed 
scheme, depicting that the integration of XAI with conventional 
IDS can ensure credibility, integrity, and availability of cyber-
networks. 

 
Index Terms—Adversarial attacks, Intrusion Detection System. 

Explainable AI, cyberattacks, Random Forest Classifier. 

I. INTRODUCTION 
Technological advancement has increased the dependency 

on cyber-networks and internet resources, raising serious 
concern about the security of assets connected with this 
vulnerable cyber-world. Moreover, with the rapid increment in 
the number of devices connected to the internet, the number of 
reported cyberattacks is also increasing drastically, which 
depicts that ensuring network privacy via the installation of an 
Intrusion Detection System (IDS) is the utmost requirement of 
this digitized era as it has been proven effective against internal 
and external intruders  [1,2]. These IDS systems are responsible 
for monitoring the network traffic to segregate the malicious 
users from legitimate ones by adopting different strategies 
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including logical operations, data mining, statistical, and 
machine learning approaches [3]. Among these strategies, the 
most trusted ones are Machine Learning (ML) based IDS 
systems that primarily depend on the different types of 
classifiers such as K-Nearest Neighbors (KNN), Support 
Vector Machine (SVM), Random Forest Classifier (RFC), and 
Artificial Neural Networks (ANN). Using any of these adopted 
strategies, the purpose of all IDS is to maintain confidentiality, 
integrity, and availability of cyber-networks [2, 4].  

Undoubtedly, ML-based systems have shown outclass 
performance in several domains [5, 6]. However, these ML-
based IDS are extremely vulnerable to adversarial attacks [7, 
8]. These attacks can easily deceive conventional ML-based 
IDS by slightly modifying the data that leads toward incorrect 
predictions [9]. Such adversarial attempts have shown a 
significant reduction in the performance of IDS systems [10]. 
Therefore, modern IDS systems must consider these types of 
attacks during their development phase for ensuring the 
integrity and reliability of IDS during its critical operation of 
cyber-network analysis. 

Another challenge associated with the ML-based IDS 
systems is the lack of transparency in the decision-making 
process. Model biasness or learning of inappropriate weights 
may lead to serious consequences in many applications. 
Therefore, feature-based impact analysis or translation of 
predicted outcomes in terms of features contribution can 
enhance the trust of stakeholders. Considering these bottlenecks 
and modern challenges of the cyber domain, this paper presents 
a novel IDS based on the combination of Random Forest 
Classifier and Shapley additive explanation (SHAP). It is an 
explainable AI (XAI) tool that is used to decode the overall 
model response (global explanation) and each prediction (local 
explanations) in terms of features contribution.  

The proposed SHAP-assisted RFC framework of IDS can 
assess the credibility of predicted outcomes and ensure a high 
level of accuracy in detecting modern cyber threats. 
Furthermore, the adopted strategy makes the final decision after 
cross-validating the local explanation of predicted outcome 
with the global explanation of the SHAP framework, and 
therefore, the proposed IDS shows outclass performance on 
both test dataset and adversarial samples generated via Hop 
Skip Jump Attack (HSJA). Thus, the proposed IDS meets all 
essential requirements of modern cyber-networks by providing 
a reliable, accurate, trustworthy, transparent intrusion detection 
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framework having improved robustness against adversarial 
attacks. 

A brief introduction of the proposed IDS has been presented 
in this section, whereas the remaining paper is organized as 
follows. Section II covers the background and relevant research 
efforts that have been made in this research domain. Section III 
presents the framework of the proposed IDS and relevant details 
of its development phase. Section IV shows the performance of 
the proposed IDS on the test dataset and adversarial samples. 
Moreover, the comparison of the proposed IDS with other 
classifiers is also presented in this section, whereas Section V 
finally concludes the research paper and highlights the potential 
research domain. 

II. RELATED WORK 
This research paper focuses on the development of IDS, 

having more emphasis on the adversarial robustness of IDS and 
the trustworthiness of explainable AI. Therefore, related work 
of each aspect is separately presented in this section. 

A. XAI and Intrusion Detection System 
During the last decade, several IDS systems have been 

proposed for preventing cyber networks from malicious attacks 
[11]. Among them, ML-based IDS showed remarkable 
performance due to their capability of learning millions of 
parameters. However, these complex models, which are 
commonly referred as black-box models, are uninterpretable 
[12], whereas transparent decision-making is the utmost 
requirement of every IDS. Since a single incorrect prediction of 
IDS makes the system vulnerable to serious cyber threats, the 
XAI must be incorporated in conventional IDS for increasing 
credibility and reliability.   

Mane et al. in [13] utilized the NSL-KDD dataset and the 
DNN-based ML model for detecting network intrusions. In 
order to add transparency, they utilized five different XAI 
frameworks for demonstrating the behavior of the trained 
model. However, they did not utilize the explanation generated 
by any XAI framework for validating the credibility of 
predicted outcomes. 

Sinclair et al. in [14] extracted rules using Decision Tree and 
Genetic Algorithm (GA) for improving the performance of the 
model, whereas Ojugo et al. in [15] worked on the optimization 
of the IDS model by utilizing GA for extraction of rules. They 
concluded that instead of having one optimum rule, IDS should 
be built using a set of rules extracted via ML algorithms. A 
similar concept of rule-based IDS was also adopted by Dias et 
al. in [16] for adding transparency in the decision-making 
process.  

Similarly, Mahbooba et al. in [17] also worked on the 
explanation of each predicted outcome by extracting rules from 
the decision tree that was trained and evaluated on the KDD 
dataset. These extracted rules were only used to explain each 
predicted outcome and overall model response. However, they 
did not focus on adversarial attacks and the improvement of 
IDS using explanations provided by XAI tools. 

B. Adversarial Robustness and Intrusion Detection System 
ML-based IDS have shown outclass performance in 

enhancing cyber security. However, advanced ML models like 
Deep Neural Network decreases their capability of classifying 
normal or malicious network whenever subjected to adversarial 
attacks. Szegedy et al. in [8] developed the method of 
generating adversarial samples, commonly known as the Fast 
Gradient Sign Method (FGSM), by adding small noise to the 
actual dataset such that the introduced change cannot be 
assessed manually. As a result, the ML-based system suffers 
from incorrect classification due to such adversarial attacks. 
Similar to FGSM, several other methods were also introduced 
for generating such samples for evaluating the performance of 
ML-based systems. Researchers in the Cybersecurity domain 
also started exploring the impact of adversarial attacks on IDS, 
and developed methodologies to introduce robustness in models 
to cope up with this modern threat.  

Yang et al. in [10] evaluated their DNN-based model on 
adversarial attacks. Although their model showed 89% 
accuracy on the actual dataset, it was unable to show promising 
performance on three different types of adversarial attacks. For 
example, the performance of their model decreased to 
approximately 50% on the first two types of selected attacks, 
Zeroth Order Optimization (ZOO) attack, and Generative 
Adversarial Nets (GAN) attack, while the model showed 
compromising the performance of nearly 70% against substitute 
model attacks implemented by Authors.  Similarly, Peng et al. 
in [18] evaluated their DNN-based IDS and three other ML 
models against four different types of adversarial attacks. All 
models showed a significant reduction in accuracy during this 
evaluation, depicting that such attacks must be considered 
during the development phase of IDS. 

However, most of the research on adversarial samples have 
been done in image classification and computer vision domain, 
where different types of defense mechanism are developed by 
researchers for ensuring the protection against such attacks. 
Klawikowska et al. in [19] utilized an explanation of the model 
for improving image classification performance under 
adversarial attacks. Similarly, [20] also utilized XAI for 
leveraging the performance and credibility of classifiers and 
evaluated their approach on SVHN and CIFAR-10 datasets.   

Fidel et al. in [21] presented the XAI signatures-based 
framework for segregating the adversarial samples and normal 
network traffic. They evaluated their approach on datasets 
utilized in the image recognition domain and achieved an 
accuracy of around 97% in detecting the adversarial attack. This 
type of defense mechanism must also be introduced in cyber-
networks. Therefore, this paper proposes a novel XAI-assisted 
IDS that checks the credibility of ML-model predictions and 
ensures the outclass performance under normal and adversarial 
attacks. Furthermore, it adds transparency in the decision-
making process, enhancing user trust. 

III. PROPOSED FRAMEWORK 
The Intrusion Detection System (IDS) proposed in this paper 

utilizes the explanation provided by SHAP for leveraging the 
performance and credibility of IDS. There are two phases of this 
research- the first one is the IDS development stage which is 
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mainly utilized to develop Classifiers and Credibility Assessment 
Module (CAM). The second phase depends on the previously 
developed modules for examining malicious network traffic with 
high credibility. Furthermore, the proposed IDS development 

phase, as shown in Fig 1, is dependent on several data processing 
blocks which are separately explained in this section. In contrast, 
the IDS evaluation phase presented in this figure is explained in the 
next section

 
Fig. 1.    Development and Evaluation Phase of the proposed IDS Framework.  The IDS development phase preprocesses the CICIDS 2018 dataset and splits it 
into the train, validation, and test datasets. Train and validation split was utilized at this research phase for the development of classifiers and Credibility 
Assessment Modules. These trained modules are utilized in the IDS evaluation phase for segregating the malicious network traffic.

A. Dataset 
The dataset developed by Communication Security 

Establishment (CSE) and Canadian Institute for Cybersecurity 
(CIC) in 2018, commonly known as CSE-CIC IDS 2018, has 
been widely utilized for developing IDS as it encompasses 
various modern cyberattack vectors [22]. These attack vectors 
are available in ten different CSV files such that each file 
contains normal network traffic and categories of cyberattacks. 
Therefore, the cumulative processing of each attack file was not 
possible due to the limitation of available computational power. 
The objective of this research was to develop an IDS capable of 
making transparent and credible decisions using Explainable AI 
(XAI), which can also be achieved by processing a few CSV 
files from CICIDS 2018. Therefore, three different files and 
following six different attack vectors, as shown in Table I, were 
selected for this research: 

1. SSH-BruteForce: Secure Shell (SSH) is a widely 
adopted communication protocol for gaining remote 
access to a machine within a few seconds via an 
encrypted channel. However, an adversary can make 
several authentication attempts for gaining this remote 
access by applying all possible combinations of 
passwords until access is granted [23].                       

2. FTP-BruteForce: File Transfer Protocol (FTP) is also 
vulnerable to brute force attacks, resulting in the loss 

of valuable information and assets. These attacks can 
be automated easily without any need of excessive 
domain knowledge via available brute force attack 
tools such as Hydra, Rainbow Crack, and John the 
Ripper [24]. 

3. DoS attacks HULK: HTTP Unbearable Load King 
(HULK) attacks are critical attacks as the adversary 
sends a large amount of virtual traffic to the webserver 
in order to deprive the legitimate users of the web-
portal services [25].   

4. DoS attacks SlowHTTPTest: The Denial of Service 
attack which is specifically associated with the 
application layer, is known as a slow HTTP DoS attack 
[26]. There are several methods to create such an 
adversary for affecting the legitimate users and service 
by putting an intentional delay in response to the 
webserver. 

5. DDOS attack-HOIC: High Orbit Ion Cannon (HOIC) 
was a tool developed for testing the network which 
floods the HTTP server using script files [27]. It can 
also be utilized for affecting the web server and 
associated services. 

6. DDOS attack-LOIC-UDP: Low Orbit Ion Cannon 
(LOIC) is also a network testing tool developed by 
Praetox Technologies, capable of generating intense 
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network traffic for affecting the server [27]. It can also 
easily affect the performance of web servers.  

 
TABLE I 

DATASET DESCRIPTION 
File Name Network Traffic Total  

Count 
02-14-2018 Benign                                      

FTP-BruteForce                       
SSH-Bruteforce                        

667626 
193360 
187589 

02-16-2018 DoS attacks-Hulk                     
Benign                                      
DoS attacks-SlowHTTPTest    

461912 
446772 
139890 

02-21-2018 DDOS attack-HOIC                  
Benign                                       
DDOS attack-LOIC-UDP             

686012 
360833 
1730 

 

B. Data Preprocessing 
Data Preprocessing is extremely essential before training any 

ML model as it significantly impacts the performance and the 
associated computational time. Therefore, CICIDS 2018 
dataset was passed through several data preprocessing stages, 
as shown in Fig 2. Each stage of this process is explained in this 
section:  

 
Fig. 2.    CICIDS 2018 Dataset Preprocessing Phase. This research phase 
splits the cleansed dataset into a train-test set with a ratio of 50:50 and a train-
validation set with a ratio of 90:10, followed by the dimensionality reduction 
step. 

The first step is the data extraction stage, in which all types 
of network traffic is extracted from CSV files as Pandas data 
frame. Then these data frames are passed through the data 
cleansing stage in which all erroneous data instances having 
either infinite values or NAN were removed. Moreover, 
duplicate rows from data were also removed at this stage. This 
cleansed data is then passed through the data preparation stage 
in which string labels were converted into numerical values, 
and the timestamp column was removed so that classifier can 
decide on behalf of network traffic. After this processing stage, 
data enters into the transformation stage, where data in each 
column is normalized. This normalized data is then passed 
through the data splitter that splits the data into 50:50 train-test 
ratio and 90:10 train-validation set ratio. After that, the random 
forest classifier was initialized with default parameters was 
trained on the training dataset for reducing relatively less 
important features. Out of 78 features, the top 40 were selected 
with respect to their relative importance, and the highest 
priority ones are shown in Fig 3. 

 

 
Fig. 3. Relative Feature Importance of CICIDS 2018 dataset. 

C. Random Forest Classifier 
Random Forest Classifier (RFC) is an ensemble prediction 

technique that has been proven efficient in several classification 
and regression problems because it makes a final prediction 
based on several decision trees [28]. Moreover, a random 
selection of data nodes for constructing the decision tree 
improves the overall performance of the classifier. This 
classification performance mainly depends on the total number 
of leaves and trees such that for L number of leaves, the decision 
tree splits the feature space into L regions denoted as RL. This 
feature space is utilized for predicting the final output of a 
decision tree, which can be mathematically represented as (1) 
and (2), where the final predicted outcome depends on the 
majority votes of all trees. Therefore, the total number of leaves 
and trees are the two most important hyper-parameters of RFC 
[29] as their optimum selection during the training phase 
reflects in terms of better performance during evaluation. These 
parameters must be carefully decided because an excess 
increase in their values after a certain number results in 
increased computational complexity [30]. 

 
𝑓𝑓(𝑥𝑥) =  �𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝐿𝐿 ∗�(𝑥𝑥,𝑅𝑅𝐿𝐿)

𝐿𝐿

𝑖𝑖=1

 
(1) 

 
 �(𝑥𝑥,𝑅𝑅𝐿𝐿) = �1      𝑖𝑖𝑖𝑖   𝑥𝑥 ∈ 𝑅𝑅𝐿𝐿

0    𝑜𝑜𝑜𝑜ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
 (2) 

 
The training Phase of RFC deployed in the proposed IDS was 

carried out in two stages. In the first phase primary RFC, 
responsible for identifying all types of attacks in the dataset, 
was developed using a rigorous random search method for 
selecting the optimum hyper-parameters. 3-Fold cross-
validation was utilized to resolve overfitting issues of the 
training phase. Results obtained via the randomized search of 
hyper-parameters, as shown in Fig 4, represent that log2 
selection criteria of parameters and 40 trees are an optimum 
classification choice.   
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Fig. 4. Randomized Search of RFC Hyperparameter. Three different features 
selection criteria (auto, sqrt, and log2) were explored on the different number 
of trees. This exploration revealed that the RFC model shows improved 
performance with the logarithmic feature selection criteria and 40 trees.   

In the second phase, the training dataset was further split into 
the following three different categories, which were utilized for 
training secondary Random Forest Classifiers: 

1. Category A: Dataset containing Bengin traffic, FTP-
BruteForce, and SSH-Bruteforce attacks                       

2. Category B: Dataset containing Bengin traffic, DoS-
Hulk, and DoS-SlowHTTPTest attacks   

3. Category C: Dataset containing Bengin traffic, DoS-
HOIC, and DOS-LOIC-UDP attacks 

Each Secondary Random Forest Classifier was initialized 
with default parameters of the Scikit-learn library [31] and 
successfully achieved 99% accuracy on out-of-bag samples. 
Since each Secondary RFC had to deal with three classes, they 
achieved better classification performance with few trees as 
compared to Primary RFC. 

 

D. SHAP-based Explanation 
The proposed IDS system utilizes Random Forest as primary 

and secondary classifiers because tree-based models perform 
better than neural networks on tabular data in many applications 
[32]. Moreover, tree-based models are intrinsically 
interpretable than deep learning models, and this interpretation 
of predicted outcomes is extremely essential for building user 
trust and improving the performance of AI-based systems. In 
order to extract the local and global explanation of the proposed 
IDS, the concept proposed by Shapley in [33] is adopted, which 
is purely based on the game theory approach. Conventionally 
this theory comprises game and players, but in this case of 
explainable AI, the game is to reproduce the predicted outcome 
of the pre-trained model, and features of the dataset are players. 
Therefore, the SHAP-based explanation of AI models measures 
the impact of all features in the dataset and helps in determining 
their positive and negative contributions.  

The proposed IDS utilizes the Tree Explainer module of 
SHAP that provides fast and consistent explanations by 
reducing the complexity of SHAP calculations [32].  During the 
IDS development phase, the training dataset was passed 
through the SHAP explainer for extracting Shapley values, and 
their corresponding summary plots are shown in Fig 5, 
depicting the behavior of the top 20 key players of each attack 
class. Furthermore, colors represent the magnitude of features, 
and the x-axis represents their positive or negative impact on 
the identification of each individual class. These extracted 
features and corresponding Shapley values can assess the 
credibility of predicted outcome.

 
Fig. 5. SHAP Global Explanation of SSH BruteForce attack, FTP BruteForce attack, DoS HULK attack, DoS SlowHTTP attack, DoS HOIC attack and DoS 
LOIC-UDP attack. Top 20 features of each summary plot depict the overall behavior of the model in identifying different types of cyberattacks. These extracted 
Shapley values from the training dataset can be utilized for the credibility assessment of predicted outcomes.  
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E. Credibility Assessment Module 

The Credibility Assessment Module (CAM) is one of the most 
important parts of the proposed IDS, ensuring the credibility 
and transparency of predicted outcomes. The development of 
the CAM module requires two inputs from previous modules of 
the proposed framework. The first one is the predicted 
probability vector and the second is the array of Shapley values 
extracted from the SHAP module. For simplicity, the algorithm 
utilized in the CAM module is shown in Fig 6, depicting that 
the correlation was used for measuring the confidence in the 
predicted outcome. This confidence array flags the predicted 
outcome whenever the correlation of predicted Shapley values 
is not stronger than the correlation of the second high 
probability outcome. Furthermore, three different correlation 
methods, including Pearson, Spearman, and Kendall, were 
investigated for measuring the confidence array on the 
validation dataset. The result of their corresponding confidence 
array and accuracies is shown in Table II, representing that the 
Pearson correlation is the optimum choice for assessing the 
predicted outcome as the flagged outputs are only 2.3%. 
Reassessment of these flagged outputs via secondary classifiers 
can further improve the performance of IDS. 

 
Fig. 6. Pseudocode of Algorithm utilized in Credibility Assessment Module 

TABLE II 
CREDIBILITY ASSESSMENT MODULE PERFORMANCE ON THE VALIDATION 

DATASET  
Correlation 
 Method 

Confident 
Data Instances 

Flagged Data 
Instances 

CAM Accuracy 

Pearson 97.3% 2.7% 96.5% 
Spearman 78.5% 21.5% 83.7% 
Kendall 64.2% 35.8% 74.3% 

 

IV. EXPERIMENTS AND RESULTS 
Experimental evaluation of the proposed framework, as 

shown in Fig 1, depends on the pre-trained classifiers and CAM 
module. Whenever the predicted outcome is flagged by the 
CAM module, it is passed through secondary classifiers for 
further evaluation. Among three classifiers, one or two 

secondary-classifiers will evaluate the suspicious outcome 
based on the results of the primary RFC and CAM module. For 
instance, if primary RFC predicts FTP BruteForce class and 
CAM module predicts SSH BruteForce class as an output, then 
only secondary classifier A will reassess the data because both 
classes belong to this category. However, if the results of the 
CAM module and primary RFC belong to the two different 
categories of secondary classifiers then both will reassess the 
data and the final prediction will be based on the highest 
predicted probability.  

In order to assess the proposed framework, performance 
evaluation was carried out on the test dataset and adversarial 
samples. Moreover, they were also compared with two 
renowned classifiers. Results of this evaluation phase are 
described in this section.   

A. Performance Evaluation on Test Dataset 
Test dataset was first passed through the primary RFC for 

detecting the intrusions in the system, and its resulting 
confusion matrix is shown in Fig 7. This confusion matrix 
depicts high accuracy in five classes. However, FTP BruteForce 
class and DoS-SlowHTTP class results are not reliable. These 
results of RFC are passed through a SHAP-based explainer for 
producing corresponding Shapley values. Then CAM module 
assesses the credibility of predicted outcomes using SHAP and 
RFC results. Consequently, it flags only 4.2% data instances of 
the complete test dataset and sends them for reassessment. The 
final confusion matrix after reassessment is also shown in Fig 
7, depicting the improved performance of IDS in all classes 
with an overall accuracy of 100%. 

 

 

 
Fig. 7. (a) Confusion Matrix of Primary RFC (b) Confusion Matrix of 
Proposed IDS (c) Precision, Recall, F1-Score, Accuracy of Primary RFC and 
Proposed IDS on Test Dataset 
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__________________________________________________________________________________

Class0_Shap Training Dataset Bengin Shapley Values
Class1_Shap Training Dataset SSH BruteForce Shapley Values
Class2_Shap Training Dataset FTP BruteForce Shapley Values
Class3_Shap Training Dataset DoS HULK Shapley Values
Class4_Shap Training Dataset DoS SlowHTTPtest Shapley Values
Class5_Shap Training Dataset DoS HOIC Shapley Values
Class6_Shap Training Dataset DoS LOIC Shapley Values
Classes_Shap [Class0_Shap,Class1_Shap … Class6_Shap]
X_Validation Validation Dataset Features
Y_Validation Validation Dataset Labels
Initialize Confidence Array 
Initialize CAM_Prediction Array

For x in X_Validation:
y_pred RandomForest Predict Function on x
y_shap Store Predicted class Shapley Values
P_vect RandomForest Probability outputs
C_2nd Second Highest Probability Class from P_vect 
y_shap2 Second Highest Probability Class Shapley values

Coef1 Calculate Correlation between y_shap and Classes_Shap[y_pred]
Coef2 Calculate Correlation between y_shap2 and Classes_Shap[C_2nd]
if (Coef1>Coef2): 

Confidence.append(1); 
CAM_Prediction.append(y_pred);

else:
Confidence.append(0); 
CAM_Prediction.append(C_2nd);

end

Credibility Assessment Module Pseudocode

(a)

734993

58563

17871

217699

4106

334233

878

1620

674

5

2

2

6391

2

Benign

SSH 
BruteForce

FTP 
BruteForce

DoS 
SlowHTTP

DoS 
HULK

DoS HOIC

DoS 
LOIC-UDP

Benign SSH 
BruteForce

FTP 
BruteForce

DoS 
HULK

DoS 
SlowHTTP

DoS 
HOIC

DoS 
LOIC-UDP

Predicted Network Traffic

A
ct

ua
l N

et
w

or
k 

T
ra

ff
ic

0

0

0

0

0

0

0

0

0

0

0

0

0 0

0

0

0

0 0

0

0

0

0 0

0

0

0

0

0

0

0

0

0

0

0

100000

200000

300000

400000

500000

600000

700000

Benign

SSH 
BruteForce

FTP 
BruteForce

DoS 
SlowHTTP

DoS 
HULK

DoS HOIC

DoS 
LOIC-UDP

Benign SSH 
BruteForce

FTP 
BruteForce

DoS 
HULK

DoS 
SlowHTTP

DoS 
HOIC

DoS 
LOIC-UDP

Predicted Network Traffic

A
ct

ua
l N

et
w

or
k 

T
ra

ff
ic

735021

58567

19468

217699

10479

334233

878

42 34 5

23

2 3

(c)

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0

18 0

0

0 0

0

0

0

00

00 0

00

00

0

0

0

100000

200000

300000

400000

500000

600000

700000

(b)

0

0.84

0.86

0.88

0.9

0.92

0.94

0.96

0.98

1

Precision Recall F1-Score Accuracy

0.92

0.9 0.9

0.99
1 1 1 1

RFC Proposed IDS



2 
> REPLACE THIS LINE WITH YOUR MANUSCRIPT ID NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 
B. Comparison with other Classifiers 

The effectiveness of the proposed IDS was measured using 
precision, recall, f1-score, and accuracy. These four evaluation 
metrics, adopted for measuring the performance on the CICIDS 
dataset, can be mathematically represented as (3), (4), (5), and 
(6). These metrics were calculated on the predictions made by 
baseline Primary RFC, Proposed IDS, K-Nearest Neighbors, 
and Support Vector Machine. Comparative analysis, as shown 
in Table III represents that the proposed IDS outperforms all the 
classifiers. 

 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =  
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 + 𝐹𝐹𝐹𝐹
 

 

(3) 

 
 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =

𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹

 
(4) 

 
 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =

𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹

 
(5) 

 
 𝐹𝐹1 − 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =

2 ∗ 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ∗ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 + 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃

 

 

(6) 

  Here TP is Total Positive, TN is Total Negative, FP is False 
Positive and FN is False Negative.

TABLE III 
PERFORMANCE EVALUATION OF KNN, SVM, RFC, AND PROPOSED IDS ON TEST DATASET 

 
 
 

C. Performance Evaluation on Adversarial Attacks 
In cyber-networks, the process of bypassing a security device 

for any malicious purpose, such that the attack remains 
unidentified until an attacker achieves their objective, is termed 
as evasion. Adversarial attacks come under this category, where 
malicious samples try to disguise as legitimate network traffic 
and become a serious threat for cyber-networks and 
interconnected devices. Therefore, security devices must have 
the capability to deal with such modern threats and should be 
evaluated on such attacks before deployment.   

There are two types of adversarial attacks. One is white-box 
attacks, where an attacker has complete information about the 
implemented model, including its weight and structural 
parameters, which is usually rare. In contrast, the second one is 
known as a black-box attack, where an attacker has limited 
information and is more practical. Based on available 
information, black-box attacks are further categorized into 
score-based attacks and decision-based attacks. In score-based 
attacks, an attacker has access to the output layer, whereas 
decision-based attacks only require predicted labels of an ML 
model. 

Since decision-based attacks are practically more viable, an 
attacker can easily target an IDS using such adversarial 
attempts. In order to assess the performance of proposed IDS 
on adversarial attacks, an advanced version of black-box attacks 
by [34] was utilized. One thousand HSJA samples were 
generated via the Adversarial Robustness Toolbox [35] and 
were passed through the primary RFC model.  

Although the primary RFC model depicted reliable 
performance on the test dataset, the same model failed to detect 
attack classes in thousand adversarial samples because each 
attack was successfully disguised as benign network traffic. 
However, when the proposed IDS correlates the Shapely results 
of each individual adversarial sample (local explanation) with 

the Shapley values of the second high probability class, it flags 
the predicted outcome and sends for reassessment using 
secondary RFCs, this reassessment successfully filters out the 
malicious network traffic. Macro-Average accuracy, precision, 
recall, and F1 score of proposed IDS and Primary RFC on 
thousand adversarial samples is shown in Fig. 8, proving that 
the proposed IDS has intrinsic adversarial robustness and does 
not require any additional training for detecting such attacks. 

 

Moreover, top-twenty features extracted from the global 
explanation of the SHAP framework during the IDS 
development phase may also assess predicted class credibility. 
Fig. 9 shows the SHAP waterfall plot of an instance where the 
primary RFC classifier incorrectly classifies the SSH Brute 
Force attack as benign network traffic and Shapely features of 
two high probability classes. Since more waterfall plot features 
appear in the class other than the predicted one, the predicted 
outcome has low credibility. This manual assessment of feature 
space can be beneficial, but Shapley values correlation is a more 
reliable approach for filtering out this disguised attack.  
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The proposed IDS also helps in the validation of correctly 
predicted outcomes, as shown in Fig. 10, where the predicted 
outcome is benign network traffic with 100% probability and 
almost all features of the waterfall plot are present in the SHAP 
features space of benign class.  

 

V. CONCLUSION 
There is no doubt that technological development has 

transformed the concept of globalization into reality. However, 
this increased dependency on the vulnerable cyber-world has 

brought several challenges. Among them, cyber-attacks are a 
serious security concern. Moreover, the utilization of modern 
AI-based techniques by adversaries for their malicious purposes 
has highlighted the need for intelligent IDS systems. 
Considering this important aspect, this paper presented an IDS 
capable of identifying all types of malicious content in network 
traffic by utilizing the global explanations developed via the 
SHAP framework. Furthermore, this IDS presents the 
transparent decision-making approach by assessing model 
explanations developed during the development and evaluation 
phase for enhancing user trust and maintaining operational 
integrity. Moreover, the presented research work exhibited 
98.5% and 100% accurate results on the adversarial samples 
and test dataset, respectively. It depicts that the promising 
research domain of integrated XAI and ML-based systems must 
be explored further by analyzing more adversarial attacks and 
other AI models for devising more robust and reliable IDS. 
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