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Abstract17

The outer areas of Jupiter and Saturn have multiple zonal winds, reaching the high lat-18

itudes, that penetrate deep into the planets’ interiors, as suggested by gravity measure-19

ments. These characteristics are finally replicable in numerical simulations by includ-20

ing both a shallow stably stratified layer, below a convecting envelope, and increasing21

electrical conductivity. A dipolar magnetic field, assumed to be generated by a dynamo22

below our model, is imposed. We find that the winds’ depth into the stratified layer de-23

pends on the local product of the squared magnetic field strength and electrical conduc-24

tivity. The key for the drop-off of the zonal winds is a meridional circulation which per-25

turbs the density structure in the stable layer. In the stable region its dynamics is gov-26

erned by a balance between Coriolis and electromagnetic forces. Our models suggest that27

a stable layer extending into weakly conducting regions could account for the observed28

deep zonal wind structures.29

Plain Language Summary30

Jupiter and Saturn’s atmospheres display persistent east-west zonal jets, similar31

to Earth. These jets, extending 2,500-3,000 km and 8,000-9,000 km into Jupiter and Sat-32

urn’s interiors respectively, have been challenging to simulate. Current numerical mod-33

els struggle to replicate multiple jets, spanning all latitudes and their decay at the depths34

inferred from gravity measurements. This study explores the hypothesis that a stably35

stratified layer, located at the transition to a semi-conducting region, allows the gener-36

ation of pole-near zonal winds and their damping at depth. Using 3D numerical simu-37

lations, we model the outer 30% of the planets where the upper part convects and the38

lower part is stably stratified. We impose a dipolar magnetic field at the lower bound-39

ary and electrical conductivity increases with depth. We observe that the decay in jet40

amplitude in the stable region depends on the local strength of the magnetic forces. Deep41

within the stable region, these Lorentz forces are balanced by meridional flow, which leads42

to temperature perturbations and efficient zonal wind quenching.43

1 Introduction44

Zonal winds are alternately westwards/eastwards flows and feature across all four45

outer planets in our solar system. Those observed on the gas giants, Jupiter and Sat-46

urn, share some key characteristics. The dominating equatorial prograde flow on Jupiter47

(Saturn) spans roughly 30◦ (60◦) with an amplitude of around 100 m/s (400 m/s). This48

is flanked by a pair of slightly weaker retrograde jets and multiple jets reaching the high-49

latitude regions (Tollefson et al., 2017; Garćıa-Melendo et al., 2011). While these winds50

are weaker, they are still significantly stronger in amplitude than non-zonal flows. Jupiter’s51

northern hemisphere also features an unusual prograde jet, as strong as the equatorial52

jet, at around 21◦ latitude, introducing a strong equatorial antisymmetry into the dy-53

namics.54

Surface measurements, first from Voyager 1 and 2 (Ingersoll et al., 1981) then from55

Cassini (Salyk et al., 2006), have shown a strong correlation between the eddy momen-56

tum flux (or Reynolds stresses) and the zonal wind speed as a function of latitude. This57

confirms current theories that Reynolds stresses, which are statistical correlations of the58

components of the flow at small and intermediate scales, drive the zonal winds.59

The extent of the winds into the jovian interior has recently been constrained us-60

ing the gravity moment measurements from Juno, yielding a depth between 2, 500−3, 000km;61

around 96% of the planet’s radius (Kaspi et al., 2018; Dietrich et al., 2021; Galanti et62

al., 2021). The same investigation has also been carried out for Saturn, using the Cassini63

measurements, suggesting the winds extend to 8, 000−9, 000km depth, around 85% of64

the planetary radius (Galanti et al., 2019).65
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This is consistent with simulation-based studies where it has been found that the66

location of the flanking retrograde jets is usually coincident with the ‘tangent cylinder‘,67

here loosely defined as the cylinder aligned with the axis of rotation with a radius cor-68

responding to the depth at which jet quenching takes place. This has been found in nu-69

merical models studying both magnetic effects as a potential braking mechanism for the70

winds, with increasing electrical conductivity at depth (eg. Duarte et al. (2013)) or tran-71

sition into a stably stratified region (Wulff et al., 2022). Therefore, based on these ba-72

sic geometric observations of the dynamics we would expect the winds to penetrate deeper73

on Saturn, with its much wider equatorial jet.74

A strong prograde jet flanked by two retrograde jets in the equatorial region, out-75

side the tangent cylinder, were already reproduced in hydrodynamic simulations (Christensen,76

2002; Heimpel et al., 2005; Gastine et al., 2014). However, simulations with rigid lower77

boundary conditions did not exhibit any zonal winds inside the tangent cylinder. Mod-78

els with stress-free inner boundaries featured some high-latitude jets but failed to pro-79

vide any insights into the winds’ damping mechanism in the interior.80

In both planets the increasing electrical conductivity at depth (e.g. French et al.81

(2012)), plays a crucial role in the zonal winds’ downward propagation from the surface.82

It has been speculated that deeply penetrating zonal winds may cause the observed sec-83

ular variation (Moore et al., 2019). However, Bloxham et al. (2022) argue that a slight84

correction of Jupiter’s rotation rate provides a better explanation, in combination with85

deeper flows in the dynamo region. Furthermore, considering reasonable limits for the86

total ohmic dissipation suggests that the winds may not penetrate into the highly con-87

ducting region of Jupiter (Liu et al., 2008; Wicht et al., 2019; Cao & Stevenson, 2017).88

It was originally surmised that Lorentz forces, acting where the deep zonal flows reach89

the conducting region, were responsible for the braking of the winds. However, simulation-90

based studies such as Dietrich and Jones (2018) found that these Maxwell stresses at depth91

eradicate all large scale zonal flow above the conducting region, leading to zonal wind92

profiles with the strong flows confined to near the equator.93

Christensen et al. (2020) suggested that a combination of a stably stratified layer94

(SSL) and the magnetic effects at depth are responsible for the breaking of the zonal flows95

on Jupiter. They suggest that the winds decrease in the stable layer in accord with a ther-96

mal wind balance. The required density perturbation is caused by a meridional circu-97

lation which is affected by electromagnetic forces. Duer et al. (2021) present observa-98

tional evidence for the existence of meridional flow associated with the winds. Gastine99

and Wicht (2021) conducted a global dynamo simulation with a strong radial variation100

of conductivity, which was successful in producing winds formed and being maintained101

above the highly electrically conducting region. Recently, Moore et al. (2022) also showed102

that dynamo simulations of Jupiter including a SSL at 90− 95% radius produced dy-103

namos with a dominant axial dipole component and a similar degree of complexity as104

the measured Jovian magnetic field.105

In the context of Saturn a stable layer, shallower than the region of metallic con-106

ductivity, could help to explain both the formation of its high-latitude zonal winds and107

how they are quenched at depth, and its magnetic field. This is remarkably axisymmet-108

ric (Dougherty et al., 2018) and a stable layer at the top of its semi-conducting region109

would provide a skin-effect, reducing the smaller-scale field components (suggested by110

Stevenson (1979) and studied by Christensen and Wicht (2008); Stanley and Moham-111

madi (2008); Stanley (2010)). Furthermore, the difference in amplitude of its axial dipole112

field compared to the higher degree m = 0 components (Cao et al., 2020) indicates that113

there may be both a deeper dynamo region generating the strong dipole field, located114

between a dilute core and the helium rain layer, as well as a shallower layer adding the115

weaker latitudinally banded perturbations, operating between the helium rain region and116

a shallower, thin, stable layer.117

However, for both planets the main uncertainty in the hypothesis is the origin, lo-118

cation, depth and strength of such a relatively shallow stable layer. A helium rain layer119

(Stevenson & Salpeter, 1977), providing a potential source of compositional stratifica-120
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tion, is predicted to lie deeper than the extent of the zonal winds. In Jupiter, although121

there are some uncertainties concerning the H/He phase diagram, this would be below122

86% radius based on ab initio EoS calculations of high-pressure experiments (Hubbard123

& Militzer, 2016; Lorenzen et al., 2011; Brygoo et al., 2021). In Saturn helium immis-124

cibility may occur at around 65% radius, e.g. Morales et al. (2013). In both planets, how-125

ever, there is not only a large uncertainty with regards to the depth of a helium rain layer126

but also no good estimate for its vertical extent. For the case of Jupiter the shallower127

regions, above where a helium rain layer is thought to reside, are potentially also more128

complex, based on the accurate gravity measurements from Juno, which suggests the ex-129

istence of a shallow stably stratified region (Debras & Chabrier, 2019; Nettelmann et al.,130

2021; Debras et al., 2021), providing a potential link with the stable region associated131

with a quenching of the zonal winds.132

In Wulff et al. (2022) we used purely hydrodynamic convection models to inves-133

tigate the relationship between the degree of stratification of such a layer and the pen-134

etration of the winds, formed in the overlying convecting envelope, into the stable re-135

gion below. We found that when the degree of stratification is strong, zonal flows form136

all the way to the higher latitudes, as is observed on both gas giants, even when impos-137

ing a no-slip boundary condition at the bottom of the stable layer. Furthermore, when138

encountering the SSL, the winds are quenched and geostrophy (i.e. their invariance with139

respect to the axis of rotation) is broken. However, the decay of the jet amplitude in this140

hydrodynamic study was still too gradual with depth to fit secular variation data. Fur-141

thermore, we expect that at sufficient depth the electrical conductivity will be large enough142

for magnetic effects to play a role. Therefore, it is crucial to investigate how this will in-143

fluence both the damping of the jets in the SSL as well as their strength and latitudi-144

nal distribution in the overlying convective region. In our study we also test the concept145

of Christensen et al. (2020). In their simplified models the zonal flow was driven by an146

imposed ad-hoc force. In our models the zonal winds are driven self-consistently by the147

convective eddies, which implies that a potential feedback of the winds on the eddy dy-148

namics is also accounted for.149

2 Methods150

We simulate thermal convection in a spherical shell rotating with angular veloc-151

ity Ω · êz. The ratio of inner boundary radius, ri, to outer radius, ro, is 0.7. Only the152

upper part of the shell above 0.83ro is convectively unstable, whereas the lower part is153

stably stratified (described in detail in Section 2.3). We assume an exponentially vary-154

ing electrical conductivity rising from a negligible value at ro to a moderate value at ri155

(see Section 2.4). We impose an axisymmetric dipolar magnetic field aligned with the156

rotation axis through a boundary condition at ri, which represents a field generated by157

a dynamo operating below ri. For our systematic study we use the Boussinesq approx-158

imation (i.e. incompressible flow), although we also perform additional simulations with159

the anelastic approximation (where a radially varying background density is prescribed).160

The Boussinesq simulations are cheaper computationally and allow a wider parameter161

study. In this study, we keep all hydrodynamic parameters as well as the degree of sta-162

bility in the SSL at fixed values, but we vary the magnetic field strength and the pro-163

file of the electrical conductivity. The anelastic simulations are carried out for a subset164

of these parameters in order to confirm that the trends observed also hold in the com-165

pressible models.166

2.1 MHD Equations167

As our primary analysis focuses on simulations that use the Boussinesq approxi-168

mation, we give the governing magneto-hydrodynamic (MHD) equations here in their169

incompressible form (see Wulff et al. (2022) for the hydrodynamic equations under the170

anelastic approximation). The key features we incorporate are the radially varying mag-171
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netic diffusivity λ(r) and dTc/dr, the imposed stratification profile, where Tc is the back-172

ground temperature. As we use a constant gravity, g, the equations then simplify to:173

∂u

∂t
+ (u · ∇)u+

2

E
êz × u = −∇p+

Ra

Pr
ϑêr +

1

EPm
(∇×B)×B+∇2u, (1)

∂B

∂t
= ∇× (u×B)− 1

Pm
∇× (λ(r)∇×B), (2)

∂ϑ

∂t
+ (u · ∇)ϑ+ ur

dTc

dr
=

1

Pr
∇2ϑ, (3)

∇ · u = 0, (4)

∇ ·B = 0, (5)

where u is the velocity field, B is the magnetic field, and p is pressure. Temperature fluc-174

tuations ϑ are defined with respect to the hydrostatic reference state. We adopt a di-175

mensionless formulation where the reference length scale is the shell thickness d = ro−176

ri, where i denotes the inner boundary values and o denotes outer boundary. Time is177

given in units of the viscous diffusion time τν = d2/ν, where ν is the fluid viscosity. The178

temperature scale is normalised by the value of the gradient of the background temper-179

ature at the outer boundary |dTc/dr|o, multiplied by d (see Gastine et al. (2020) for a180

Boussinesq study involving a stable layer implemented in a similar way). The non-dimensionalised181

velocity is equivalent to a Reynolds number Re = ud/ν. The magnetic field is given182

in units of
√
ρoµλiΩ, where µ is the magnetic permeability and λ is the magnetic dif-183

fusivity which we prescribe as an analytical radial profile.184

The dimensionless control parameters that appear in the equations above are the185

Ekman number (E), Rayleigh number (Ra), Prandtl number (Pr) and magnetic Prandtl186

number (Pm). They are defined as187

E =
ν

Ωd2
, Ra =

αgd4

κν

∣∣∣∣dTc

dr

∣∣∣∣
o

, P r =
ν

κ
, Pm =

ν

λ
, (6)

where κ is the thermal diffusivity and α is the thermal expansivity. The magnetic Prandtl188

number Pm, based on a reference value of the magnetic diffusivity, is kept at 0.5. How-189

ever, the magnetic diffusivity at the lower boundary λi is varied.190

2.2 Hydrodynamic Control Parameters191

We perform our simulations at a (nominal) Rayleigh number Ra = 6× 108, Ek-192

man number E = 10−5 and Prandtl number Pr = 0.5. This yields a convective Rossby193

number of:194

Roc = E
√
Ra/Pr = 0.346, (7)

so the Coriolis force dominates over inertia.195

Some additional simulations are carried out under the anelastic approximation (see196

Wulff et al. (2022) for the governing equations), with polytropic index 2 and dissipation197

number 1, yielding a mild density stratification of ρi/ρo = 4. From Jones et al. (2009)198

and Gastine and Wicht (2012), for example, we know that the critical Rayleigh number199

increases with increasing density stratification. From the latter study we estimate that200

the increase is roughly two-fold, compared to our Boussinesq models. Therefore, to com-201

pare simulations with a similar degree of supercriticality, we double Ra for the anelas-202

tic simulations.203

The values given above are based on the full shell width d. Table 1 also lists both204

non-dimensional numbers, re-scaled to the thickness of the convective region (the outer205

∼ 57%). We also give the Rayleigh number based on the temperature (entropy for the206

anelastic cases) difference across the convective region alone, calculated from the hor-207

izontally averaged temperature (entropy) drop across the convecting region:208

Boussinesq: Ra∆ =
αg(ro − rc)

3∆T

κν
, Anelastic: Ra∆ =

αgTo(ro − rc)
3∆s

cpκν
, (8)

where rc is the bottom of the convective region.209
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Table 1. Nominal Ekman and Rayleigh numbers are based on the full shell thickness and the

surface entropy flux. Their re-scaled values, Ec and Rac, are based on the thickness of the con-

vective region dc = ro − rc ≈ 0.57. The re-scaled Ekman number for the stable region Es is also

given, based on ds = rc − ri ≈ 0.43. Ra∆ is the Rayleigh number defined by Eq. 8. As is the

value of dTc/dr (dS̃/dr for anelastic cases) in the stable region.

Sim. E Es Ec Ra Rac Ra∆ As

H 10−5 5.24× 10−5 3.15× 10−5 6× 108 6.04× 107 3.6× 107 200
B 10−5 5.24× 10−5 3.15× 10−5 6× 108 6.04× 107 2.6× 107 200
A 10−5 5.24× 10−5 3.15× 10−5 1.2× 109 1.21× 108 6.2× 107 100

Figure 1. a) dTc/dr profile (black) described in Section 2.3. The grey shaded region indi-

cates rs < r < rc while the dark grey region is fully stratified. The radial grid-point separation is

shown in orange (right y-axis). b) electrical conductivity σ = λ−1 for reference case B1.1 (blue)

and extreme cases B3.3 (green) and B4.0 (red).

2.3 Stably Stratified Layer210

The region r > rc is fully convective, whereas at r < rs the full degree of stabil-211

ity has been reached, with a transition region at rs < r < rc. This is implemented by212

prescribing an analytic background entropy gradient profile defined, using auxiliary vari-213

able χ = (r − rc)/(rc − rs), by:214

dTc

dr =

 As, if r ≤ rs,
(As + 1) · χ2 · (2χ+ 3)− 1, if rs < r < rc,
−1, if r ≥ rc.

215

This is plotted in Figure 1a). In this study we keep rc = 2.77 = 0.831ro, rs =216

2.68 = 0.804ro and As = 200 (As = 100 for the anelastic cases). Neutral stability is217

reached around 0.830ro. The ratio of the Brunt-Väisälä frequency, N , to the rotation218

rate, is:219

N/Ω =

√
RaE2

Pr
As, (9)

which is equal to 4.9, at r ≤ rs. This quantifies the effect of the restoring buoyancy force220

relative to the rotational forces and corresponds to a degree of stratification around the221

middle of the range studied in Wulff et al. (2022). This parameter is kept the same for222

the anelastic cases.223
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2.4 Magnetic Parameters224

We vary the magnetic diffusivity λ, or the electrical conductivity σ = 1/λ, in this225

study but keep all other diffusivities (ν and κ) constant. We prescribe the magnetic dif-226

fusivity to be:227

λ = λi exp

(
1

dλ
(r − ri)

)
. (10)

For the profiles where λ would exceed 107 we cap it at this value to avoid numerical prob-228

lems. The electrical conductivity scale height is dσ = dλ = [(1/λ) · dλ/dr]−1. This229

simple exponential profile gives the convenience of having a constant scale height through-230

out the shell.231

In our reference model λi = 1 and dλ = 1/ ln(108) ≈ 0.054. To investigate and232

distinguish the effects of a different local value of electrical conductivity and a different233

scale-height, we vary both dλ and λi in a systematic parameter study (see Table 2). The234

electrical conductivity profiles of the extremes of the study, B3.3 and B4.0, are shown235

in Figure 1b).236

An axial dipole field (poloidal ℓ = 1, m = 0 component) with amplitude Bdip at237

the poles is imposed as a boundary condition at ri (negative at the North pole). The other238

poloidal components and the toroidal field are matched to a field in the inner core, ob-239

tained by solving the induction equation in the inner core for a constant value λi of the240

diffusivity. At the outer boundary, ro, the magnetic field is matched to a potential field241

in the exterior. In this study we systematically vary the strength of the applied dipole,242

Bdip.243

2.5 Numerical Methods244

All simulations in this study have been computed using the MHD code MagIC (avail-245

able at https://github.com/magic-sph/magic). We use both the original Boussinesq ver-246

sion (see Wicht, 2002) and that which uses the anelastic approximation (Jones et al., 2011).247

The governing equations given in section 2 are solved, with stress-free mechanical bound-248

ary conditions at both ri and ro and fixed entropy at the outer boundary and fixed en-249

tropy flux (downward in our models) at the inner boundary. This is done by expanding250

both velocity (or ρ̃u in the anelastic cases) and magnetic fields into poloidal and toroidal251

potentials. For further details see Christensen and Wicht (2015). The potentials are ex-252

panded in Chebychev polynomials in the radial direction and spherical harmonics up to253

a degree ℓmax in the angular direction.254

We use 145 radial grid-points for all simulations in the study. We use a non-linear255

mapping function (Tilgner, 1999) to concentrate the grid-points around the transition256

from convecting to sub-adiabatic. This ensures both the boundary between the two lay-257

ers as well as the shell boundary regions are well-resolved, as illustrated in Figure 1. See258

the Appendix for details on the mapping259

For the reference case, labelled B1.1, we carried out one simulation without any260

imposed azimuthal symmetry, using azimuthal resolution nϕ = 1280 and without hyper-261

diffusivity. For the other cases we introduced a four-fold azimuthal symmetry, reduced262

the number of grid-points to nϕ = 864 and applied hyper-diffusion, where the diffusion263

parameters (thermal and viscous) are multiplied by the factor264

ν(ℓ) = κ(ℓ) = 1 +D

[
ℓ+ 1− ℓhd

ℓmax + 1− ℓhd

]β
, (11)

for ℓ ≥ ℓhd, where ℓhd = 250, D = 4 and β = 2. We verified that in the reference case265

the zonal winds formed and other features vital for our analysis did not change with im-266

posed symmetry and hyper-diffusion.267

All analysis was then based on the final stage of the simulations, which were in-268

tegrated for 800,000 time-steps after they were fully equilibrated which is around 0.2τν269

(∼ 20, 000 rotations).270
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Table 2. Simulations carried out with critical varied parameters given. The reference case is in

bold.

Simulation ρi Bdip 1/dλ σi Λ(0.8ro) Symbol

H 1 - - - - -

B1.0 1 0.25 ln(108) 1 6.04 · 10−5 +
B1.1 1 0.5 ln(108) 1 2.42·10−4 ×
B1.2 1 1 ln(108) 1 9.67 · 10−4 ◀
B1.3 1 2 ln(108) 1 3.87 · 10−3 ▶

B2.0 1 0.5 ln(108) 0.25 6.04 · 10−5 +
B2.2 1 0.5 ln(108) 4 9.67 · 10−4 ◀
B2.3 1 0.5 ln(108) 16 3.87 · 10−3 ▶

B3.0 1 0.5 ln(106) 0.25 2.80 · 10−4 +
B3.1 1 0.5 ln(106) 1 1.12 · 10−3 ×
B3.2 1 0.5 ln(106) 4 4.49 · 10−3 ◀
B3.3 1 0.5 ln(106) 16 1.80 · 10−2 ▶

B4.0 1 0.5 ln(1010) 0.25 1.30 · 10−5 +
B4.1 1 0.5 ln(1010) 1 5.21 · 10−4 ×
B4.2 1 0.5 ln(1010) 4 2.08 · 10−4 ◀
B4.3 1 0.5 ln(1010) 16 8.33 · 10−3 ▶

A1.0 4 0.25 ln(108) 1 2.18 · 10−5 +
A1.1 4 0.5 ln(108) 1 8.70 · 10−5 ×
A1.2 4 1 ln(108) 1 3.48 · 10−4 ◀
A1.3 4 2 ln(108) 1 1.39 · 10−3 ▶

A2.0 4 0.5 ln(108) 0.25 2.18 · 10−5 +
A2.2 4 0.5 ln(108) 4 3.48 · 10−4 ◀
A2.3 4 0.5 ln(108) 16 1.39 · 10−3 ▶

–8–



manuscript submitted to JGR: Planets

Figure 2. A snapshot of the azimuthal flow, uϕ, for the reference case B1.1. Both plots use

the same colour-scale with a dynamic range of ±6000, where red (blue) indicates prograde (retro-

grade) flow. a) View onto the surface of the spherical shell from the North Pole. b) Front view of

the surface flow on the left and a cut down to the bottom of the convecting layer on the right.

3 Results271

In our study we vary the strength of the imposed dipole field, Bdip, the electrical272

conductivity at the inner boundary, σi, and the conductivity scale height, dσ. The pa-273

rameters are summarised in Table 2. We explore the surface zonal wind profiles, their274

extension into the interior and the mechanisms by which they are quenched.275

3.1 Zonal Wind Distribution276

The snapshot of our reference case B1.1, in Figure 2, shows that these simulations277

reproduce one of the key features found in the measurements of the zonal flows of the278

two gas giants: a set of alternating zonal jets reaching up the high latitudes. The equa-279

torial prograde jet and its flanking retrograde jets dominate, but slightly weaker flows280

also persist up to the poles. These extend geostrophically, i.e. invariant with respect to281

z which is parallel to the rotation axis, throughout the convective region. We show the282

time-averaged, axisymmetric zonal flow for only one hemisphere of the hydrodynamic283

comparison case H in Figure 3a. Plotted on top of this is the surface profile as a func-284

tion of the cylindrical coordinate s = r sin θ, i.e. the distance from the axis of rotation.285

We observe that in case H, without either the additional magnetic forces or a mechan-286

ical rigid boundary condition which can act as a proxy for some force that brakes the287

jets, the jets are much wider and their amplitude (in this case that of the only retrograde288

jet present inside the tangent cylinder) only decreases slightly when reaching the stable289

layer. We note that a similar purely hydrodynamic simulation with a stress-free flow bound-290

ary shown in Figure 3d of Wulff et al. (2022) also shows a zonal flow pattern unlike that291

of Jupiter or Saturn, with a few strong jets inside the tangent cylinder (TC) that decay292

only weakly towards the inner boundary. The differences to the present case can be at-293

tributed to the anelastic approximation and a larger degree of stability in Wulff et al.294

(2022).295

However, Figures 3b and c demonstrate that under the influence of finite conduc-296

tivity and a large-scale magnetic field, the zonal flows develop a multiple jet structure.297
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Figure 3. Time-averaged axisymmetric zonal flow for simulations H in panel a), B4.0 in panel

b) and B3.3 in panel c) (see Table 2) with the same colour-scale as Figure 2, with range ±6000.

On top of these are plotted the respective surface wind profiles as a function of s for the hemi-

sphere shown. The thin vertical lines indicate the locations of the tangent cylinders associated

with the bottom of the convective region, TC. d) shows the average zonal flow velocity inside the

TC (defined by eq. 12), as a function of the local Elsasser number evaluated at 0.8ro. See table 2

for the symbols for each case.

Furthermore, the jets are quenched effectively in the stable layer. The two cases shown,298

B4.0 and B3.3, are the extremes in the study. In B4.0 the conductivity starts out rather299

small at the inner boundary and drops rapidly with radius. This case shows strong zonal300

winds in the tangent cylinder reaching the polar region. In B3.3 the conductivity at ri301

starts out rather large and drops more weakly with radius. Here, significant jets are still302

found at mid-latitude, but they fade out at the high latitudes. The vertical extent of the303

convective region, i.e. the depth of the stable layer, is not altered in the study so the TC304

is in the same location and the equatorial prograde jet has the same width, with the peaks305

of the flanking retrograde jets being located on the TC.306

The relation between the jet widths and jet amplitudes was confirmed to obey Rhines307

scaling well, when taking the convective region as the shell thickness (following the method-308

ology detailed in Gastine et al. (2014)). This predicts that narrower jets are also weaker.309

In order to quantify the strength of the axisymmetric zonal flow inside the tangent cylin-310
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der (TC), we define the average surface zonal flow amplitude in this region as:311

Usurf =
1

2θc

(∫ θc

0

√
⟨uϕ(ro, θ)⟩2 sin θ dθ +

∫ π

π−θc

√
⟨uϕ(ro, θ)⟩2 sin θ dθ

)
, (12)

where
√

⟨uϕ(ro, θ)⟩2 is the time-averaged, axisymmetric, rms surface zonal flow and θc =312

sin−1(rc/ro), i.e. the colatitude associated with the location of the TC at the surface.313

This definition broadly captures both the extent and strength of the zonal flow and fa-314

cilitates a comparison between all cases.315

We observe that simulations with a stronger imposed dipole field strength, Bdip,316

and those with higher electrical conductivity, σ, have weaker winds inside the TC. We317

use a local Elsasser number Λ(r) = Bdip(r)
2σ(r)/ρΩ as a proxy for the local strength318

of the Lorentz force, relative to the Coriolis force, although in this study we only explic-319

itly test the dependency on Bdip and σ. This expresses not only the radial variation of320

the electrical conductivity but also the r−3 dependence of the dipole field strength (in321

our definition we use the axial dipole field amplitude at the poles).322

In Figure 3d we therefore plot Usurf , as a function of the Elsasser number eval-323

uated at 0.8ro, i.e. in the upper part of the stable layer, just below rs. The extremes of324

our parameter sweep are Λ(0.8ro) = 1.30 · 10−5 in case B4.0, up to 1.80 · 10−2 in case325

B3.3 (see Table 2).326

The plot suggests that if magnetic forces remain insignificant near the SSL bound-327

ary, strong zonal winds can develop and be maintained in the overlying convecting re-328

gion and are independent of the magnetic effects coming into play deeper in the stable329

region. However, when magnetic effects become more pronounced in the upper part of330

the stable layer, the zonal flow inside the TC becomes somewhat more diminished, in331

particular at high latitudes. Within our parameter sweep this is not a dramatic effect.332

As our focus is on models that have strong jets inside the TC so we do not go beyond333

case B3.3. We would expect these to disappear if the semiconducting region begins at334

even shallower depths and Λ(0.8ro) is increased by even just one more order of magni-335

tude.336

3.2 Flow Amplitude Versus Depth337

Figure 4a) shows the horizontally averaged rms velocity components for the ref-338

erence simulation as a function of radius, where solid lines show the axisymmetric com-339

ponents (labelled with an overbar) and dashed lines the non-axisymmetric components340

(indicated by a prime). In the convective region, the convective flow amplitude (u′
ϕ, u

′
θ341

and u′
r) is almost an order of magnitude weaker than the rms zonal wind amplitude (the342

jet peaks themselves are even stronger). Upon reaching the SSL, radial flow components343

are quenched most effectively and amplitudes drop by almost two orders of magnitude.344

At least part of the remaining radial motion seen in figure 4 may represent wave motion345

(gravity waves, inertial waves) and no overturning motion. Right at the SSL boundary346

both the latitudinal component of the meridional flow, uθ, and the horizontal compo-347

nents of the convective flow, u′
ϕ and u′

θ, increase very slightly which may be attributed348

to the deflection of the radial flows. However, further into the SSL all other flow com-349

ponents are damped. We analyse this in more detail for the zonal flow.350

We track the jet amplitude as a function of radius in the SSL. This is illustrated351

in Figure 5a) where we show the locations of the maxima/minima of the jets inside the352

TC for simulation B1.1. This tracking is vital as the locations of the peak velocity is no353

longer z-invariant in the SSL in contrast to the convective region, as can be seen in fig-354

ure 3b and c.355

Figure 5b shows ue
ϕ along the centres of these jets (we use superscript e to denote356

the extrema of uϕ as a function of latitude). This also highlights the strong equatorial357

symmetry of these particular simulations where the northern/southern hemisphere jet358

pairs have almost identical velocity profiles. Finally, Figure 5c shows the same velocity359

profiles, with each one normalised by the respective jet velocity at rc. This plot clearly360
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Figure 4. Radial profiles of time- and horizontally-averaged a) velocity and b) magnetic

field strength (given in Λ) for the reference case B1.1. The dashed lines show the average non-

axisymmetric flow (field strength) and the solid lines are the axisymmetric parts, where colours

indicate the three components. For Bθ and Br we subtract the dipole component, of which the

average amplitude is shown by the black dotted line. The dark grey (grey) shading indicates the

(transition into the) SSL.

Figure 5. Illustration of the jet tracking method described, applied to the reference case B1.1.

a) shows the zonal flow pattern in the SSL (r < rc). The black lines show the locations of the

zonal flow extrema (denoted by superscript e) and the grey lines indicate lines of constant s. b)

shows the peak amplitudes of these 8 jets as a function of radius and in c) we normalise this by

the jet flow velocity at r = rc.
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Figure 6. a) Elsasser number as a function of depth in the SSL (r < rc) for the end-members

of each of the Boussinesq sets. b) shows the normalised jet amplitude profiles as shown in Fig-

ure 5c where a single profile is obtained for each case by averaging over all 8 jets. c) ratio of

zonal flow amplitude at 0.8ro and the jet flow velocity at r = rc, obtained from the averaged

profiles shown in b) and the remaining models omitted on this plot. See Table 2 for the symbols

for each case.

illustrates that the relative decay with depth is rather similar for all jets, independent361

of their location inside the TC.362

We average the radial profiles of all jets inside the TC, normalised by their veloc-363

ity at the bottom of the convecting region, for each case to quantify the zonal wind de-364

cay. Figure 6b compares averaged profiles for the end-member simulations of each of the365

Boussinesq sets while Figure 6a shows the respective Elsasser number profiles in the SSL.366

Profiles with identical Λ(r) (sets B1. and B2.) nearly perfectly overlap which highlights367

that the Elsasser number is the crucial parameter here; doubling the axial dipole field368

strength has exactly the same effect as quadrupling the electrical conductivity. When369

considering the other profiles shown we clearly see that in simulations with the lowest370

Elsasser numbers the decay of the zonal wind is very gradual. This is illustrated in fig-371

ure 6c where we plot the ratio of the jet amplitude at 0.8ro and the amplitude at rc, again372

averaging over all 8 jets to obtain one value per simulation. Therefore, magnetic effects373

are crucial in reducing the penetration distance of zonal winds into the SSL.374

3.3 Magnetic Field Induction375

Figure 4b shows the horizontally averaged induced magnetic field components for376

the reference case. The induced axisymmetric toroidal field is almost as strong as the377

dipole field at the lower boundary, for this case, but drops off rapidly with radius. The378

induced axisymmetric radial and latitudinal fields, ∆Br and ∆Bθ, i.e. the perturbations379

of the imposed poloidal field, are almost three orders of magnitude smaller but do not380

drop off in amplitude as sharply over the SSL.381

We investigate the difference in the induction when changing the imposed axial dipole382

field strength in Figure 7. On the left the top three plots are latitudinal profiles of uϕ,383

∆Br = Br−B
dip

r and Bϕ at 0.8ro. These are all as we may expect, with B1.3 having384

the strongest induced magnetic fields. This is due to it having the largest imposed dipole385

amplitude, eight times stronger than case B1.0 with the same conductivity profile, lead-386

ing to a larger Ω-effect. The Ω-effect describes the induction of axisymmetric toroidal387

field by the shearing of the axisymmetric poloidal field by differential rotation and has388

the two components Br∂r

(
uϕ

r

)
and Bθ sin θ

r ∂θ

(
uϕ

sin θ

)
. From this we see that the assump-389

tion that a stronger dipole will lead to a stronger induced field holds only when the sim-390

ulations with different Bdip have similar distributions of uϕ. However, in Figure 6b we391
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Figure 7. Left: Latitudinal profiles for cases B1.0 and B1.3. The top panels show uϕ and

∆Br = Br − B
dip
r on 0.8ro. The lower panels are Bϕ at 0.8ro and ri. Right: Horizontally av-

eraged, rms amplitude of the two terms in the Ω-effect for the same cases, where dashed(solid)

corresponds to B1.0(B1.3) and dark(light) blue corresponds to the radial(latitudinal) shear term.

see that the zonal wind is quenched very effectively in case B1.3, so uϕ is almost zero392

at mid-depth of the stable layer, while this only happens near the bottom in case B1.0.393

Therefore, the Ω-effect is stronger for case B1.0 than for B1.3 in the lower third of the394

stable layer and the amplitude of the induced field, Bϕ, exceeds that of B1.3 significantly,395

as can be seen in the bottom panel of Figure 7. In fact, for case B1.0 it also exceeds the396

amplitude of the imposed dipole field at the lower boundary which for this case is Br(ri, θ =397

0) = −0.25. Thus, the model, B1.0, which has the most interaction between the zonal398

flow and the electrically conducting region (i.e. over the greatest depth range) actually399

has the weakest induced field strength near the top of its conducting region.400

The morphology of the induced Bϕ field can also be better understood by compar-401

ing the contributions of the two terms that make up the Ω-effect; the radial and the lat-402

itudinal shear of the zonal wind. This is shown on the right in Figure 7, where the rms403

amplitude of the two terms has been averaged horizontally to produce radial profiles. For404

both cases, B1.0 and B1.3, the radial shear is the more dominant term throughout the405

shell. Therefore, the decay of the jets with depth produces a stronger gradient than the406

transition between oppositely flowing jets. This also leads to the induced azimuthal field407

being strongest almost exactly on the zonal wind peaks.408

3.4 Zonal Wind Truncation Mechanism409

A thermo-magnetic wind equation can be derived by taking the ϕ-component of410

the curl of the Navier-Stokes equation, then averaging over azimuth and assuming steady411

state:412

0 =
2E

s
uϕ∂zuϕ − Esus∂s

ωϕ

s
− Euz∂zωϕ + 2∂zuϕ − RaE

Pr

1

r
∂θϑ
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Figure 8. The transition region and SSL of the reference case B1.1, shown for the northern

hemisphere. All terms are zonally and temporally averaged. a) uϕ, the zonal flow, b) the vertical

gradient of the zonal flow and c) the latitudinal entropy fluctuation. The thin horizontal line

indicates rs, i.e. the bottom of the transition region into the SSL.

+
1

Pm
[∇× (j×B)]ϕ + E[∇2ω]ϕ, (13)

where ω = ∇ × u is the vorticity and j = ∇ × B. The first three terms are from the413

advection term, the fourth and fifth terms are from the Coriolis force and buoyancy, re-414

spectively. The last two terms are from the Lorentz force and the viscous force. We find415

that in our simulations, the equation can be reduced to:416

0 ≈ 2∂zuϕ +
RaE

Pr

1

r
∂θϑ, (14)

as all other terms were found to be negligible. This is shown in Figure 8b and c where417

we plot the vertical gradient of the zonal wind (first term of eq. 14) and the latitudinal418

temperature gradient (second term of eq. 14). The two are in nearly perfect balance; the419

magnetic term of the thermo-magnetic wind equation is negligibly small. As in the hy-420

drodynamic simulations in Wulff et al. (2022), the decrease of the zonal wind in the sta-421

ble layer is controlled by a thermal wind balance. The associated density perturbation422

is caused by a meridional flow. As Lorentz forces play a critical role for the penetration423

of the winds into the stable layer, this should happen via their influence on the merid-424

ional circulation. To elucidate this, we consider (as in Wulff et al., 2022) the time-averaged425

(denoted by ⟨⟩) axisymmetric, azimuthal component of the Navier-Stokes equation, given426

by:427

0 = ⟨FAd⟩+ ⟨FC⟩+ ⟨FR⟩+ ⟨F ν⟩+ ⟨FMa⟩+ ⟨FMna⟩ ;
FAd = us

s ∂s(suϕ) + uz∂z(uϕ)

FC = 2
Eus

FR = 1
s2 ∂s

[
s2u′

su
′
ϕ

]
+ ∂z

[
u′
zu

′
ϕ

]
F ν = − 1

s2 ∂s

[
s3∂s

(
uϕ

s

)]
− ∂z [∂z (uϕ)]

FMa = −1
EPm

[
1
s2 ∂s

(
s2Bϕ Bs

)
+ ∂z

(
Bϕ Bz

)]
FMna = −1

EPm

[
1
s2 ∂s

(
s2B′

ϕB
′
s

)
+ ∂z

(
B′

ϕB
′
z

)]
. (15)

This includes the: ‘advective’ force FAd, Coriolis force FC and viscous force F ν . The428

forces associated with the Reynolds stresses and the Maxwell stresses are FR, and FMa429

and FMna respectively, where the former is the contribution from the large-scale (ax-430

isymmetric) magnetic field components and the latter is from the small-scale (non-axisymmetric)431

field components.432
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Figure 9. The zonally and temporally averaged azimuthal component of the force balance,

shown for cases a) B1.0 and a) B1.3, in the transition region and SSL for one hemisphere. The

panels show the Coriolis term, FC ; Reynolds stresses, FR; viscosity, F ν ; and Lorentz forces,

FMa. The horizontal black line indicates rs, which is also roughly the depth at which Lorentz

forces become significant and FR becomes negligible. Solid (dashed) grey contours indicate posi-

tive (negative) uϕ.

We find that the advective force remains negligibly small and therefore omit it in433

Figure 9 where we show the zonal force balance. Furthermore, the Maxwell stresses aris-434

ing from the correlation of the small-scale magnetic field components, FMna, also remain435

very small, even at depth and are thus also not shown in Figure 9. This is because in436

our study the stable layer suppresses small-scale flows so effectively. The conductivity437

distribution implies that the Lorentz forces only start acting in the SSL in these simu-438

lations, where only very weak non-axisymmetric induced magnetic field components con-439

tribute.440

The first panels in Figure 9 show the Coriolis force, which is directly proportional441

to the s-component of the meridional flow. This meridional flow is driven in the convect-442

ing (not shown) and transition region, where the associated Coriolis force is balanced443

mainly by the Reynolds stresses. The Reynolds stress force is enhanced in the transi-444

tion region, by the same mechanism as in the purely hydrodynamic study (Wulff et al.,445

2022), where radial flows and also all small-scale motion is quenched (see Figure 4). There-446

fore there is a sharp drop-off in the correlation of the convective flows just below rc, lead-447

ing to large derivatives with respect to s and z (see eq. 15 for the definition of FR). The448

large Reynolds stress force is primarily balanced by the Coriolis force FC of an enhanced449

meridional circulation. Inside the SSL there is a good match of FC and the force asso-450

ciated with the Maxwell stresses, FMa. This is the essential difference to the hydrody-451

namic models where only viscosity can balance FC in this region. In the MHD case, the452

meridional flow remains significant in the SSL, so entropy perturbations are induced (see453

Figure 8) and the zonal flow can be quenched more effectively in the SSL. This is broadly454

in agreement with the mechanism proposed by Christensen et al. (2020), where the winds455

were driven by an ad-hoc force rather than self-consistently by Reynolds stresses. We456

observe that the viscous force also plays a significant role in the SSL, as the zonal flow457
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Figure 10. a) and b) show the time-averaged axisymmetric zonal flow for simulations A1.0

and A2.3 (see Table 2) with the same colour-scale as Figure 2, with range ±6000. On top of

these are plotted the respective surface profiles as a function of s for the hemisphere shown. The

thin vertical lines indicate the locations of the tangent cylinders associated with the bottom of

the convective region, TC. c) shows the average zonal flow velocity inside the TC (defined by eq.

12), as a function of the local Elsasser number evaluated at 0.8ro. See table 2 for the symbols for

each case.

velocity is decreasing rapidly. At the much lower Ekman numbers that apply to the gas458

planets, viscosity is expected to play no significant role.459

Comparing Figures 9a) and b) we first note that in case B1.3 where the dipole strength460

is increased (Figure 9b)), the Lorentz forces already begin to act in the SSL transition461

region. This illustrates how they are able to impact the structure of the zonal winds in462

the top part of the stable region. Deeper in the stable region similar meridional circu-463

lation cells develop for both models, to balance the Lorentz forces. However, they are464

shifted upwards in case B1.3 relative to B1.0. In model B1.0 the winds only reach near-465

zero amplitude near the inner shell boundary and the transition from equator-ward (pole-466

ward) flow in the high- (mid-) latitude region to oppositely flowing meridional circula-467

tion occurs close to this boundary. In case B1.3 the winds are already quenched at around468

0.74ro which is where the circulation cells are centred in this model.469

3.5 Anelastic Simulations470

For seven models with different field strengths and conductivity profiles we replaced471

the Boussinesq approximation by the anelastic approximation in order to test its impact472

on the results (sets A1. and A2. in Table 2). Qualitatively, the zonal flows formed in these473

simulations are very similar to their Boussinesq counterparts, with the strongest jets be-474

ing the prograde equatorial jet and its flanking retrograde jets, complemented by another475

four weaker jets inside the tangent cylinder (see figures 10a and b). In these simulations476

we also observed some time-variability in the zonal flow structure, similar to that dis-477

cussed in Wulff et al. (2022), which we do not explore further within this work.478

Figure 10 is the counterpart to Figure 3, showing the dependence of the rms zonal479

flow amplitude at the surface, inside the TC, on the local Elsasser number. While Λ cov-480

ers a smaller range than the Boussinesq study, the same trend is clearly seen: stronger481

winds develop in models where magnetic effects, characterised by B2
dipσ, become signif-482

icant only deeper into the stable layer.483

We also test the relationship of the local Elsasser number and the zonal wind pen-484

etration distance for these anelastic models. We use the same analytical technique de-485
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Figure 11. a) Elsasser number as a function of depth in the SSL (r < rc) for all 7 anelastic

models. b) shows the normalised jet amplitude profiles as shown in figure 5c where a single pro-

file is obtained for each case by averaging over all 8 jets. c) shows ratio of zonal flow amplitude

at 0.8ro and the jet flow velocity at r = rc, obtained from the averaged profiles shown in b). See

Table 2 for the symbols for each case.

scribed in section 3.2 and track the jet amplitudes in the stable layer. This is shown in486

Figure 11. As Figure 11a shows, the two sets A1. and A2. have the same 4 radially vary-487

ing Elsasser number profiles (with A1.1 forming part of both sets). However, in one set488

the axial dipole field strength, Bdip, is varied while in the other the electrical conduc-489

tivity profile is varied (the conductivity scale height remains the same). Figure 11b shows490

that the models with the same Λ(r) have near-to identical zonal flow decay in the sta-491

ble layer, with the zonal winds in models with a stronger imposed dipole strength or a492

greater electrical conductivity (A1.3 and A2.3 respectively) being quenched most effec-493

tively. Although the variation of the background density with radius is rather weak in494

our models, this suggests that our observations from the Boussinesq models also hold495

when there is a variable background density. Furthermore, Figure 11c, where we plot496

the ratio of jet amplitude at 0.8ro to that at rc, shows that the 1/ρ̃(r) dependency of497

the local Elsasser number leads to a more gradual damping of uϕ in these models com-498

pared to cases B1. and B2., their Boussinesq equivalents. Figure 11c has the same axes499

as Figure 6c to highlight that these models fit on the same trend line. This is possible500

for this analysis as the relative decay is evaluated, while the absolute jet amplitudes are501

difficult to compare with the Boussinesq models.502

4 Discussion and Conclusions503

We find that the amplitude and latitudinal extent of zonal flow in the convective504

region, depends directly on the amplitude of the magnetic forces near the top of the un-505

derlying stable region. If these are negligible, due to both a weak dipole field strength506

and very weak conductivity, the zonal flow at the surface develops a structure and am-507

plitude independent of the magnetic effects acting deep in the stable region below. If Lorentz508

forces are non-negligible at the bottom of the convective region, they will impact the jets509

formed above, in particular diminishing those inside the tangent cylinder (see Figures 3d)510

and 10c)).511

The penetration distance of zonal flows into the stable layer is dependent on the512

product σB2 at depth. For a fixed profile of σB2, it can be expected from Wulff et al.513

(2022) that the degree of stratification, N/Ω, also influences the damping of the zonal514

winds in the stable layer, as well as other parameters. Christensen et al. (2020) suggest515

that for a fixed σ and B, and in the limit of negligible viscosity, the combination (N/Ω)2E−1
κ516
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is relevant, where Eκ = κ/Ωd2 is an Ekman number based on the effective thermal dif-517

fusivity in the stable layer.518

When investigating the braking mechanism of the winds in the stable layer, we con-519

firm the findings of Christensen et al. (2020) and are also able to explore this further us-520

ing different models. Firstly, the quenching of uϕ in the stable layer is governed by a ther-521

mal wind balance, without magnetic winds playing a role. The temperature perturba-522

tion required to facilitate this is generated by meridional circulation in the stable region.523

Secondly, a significant toroidal field is induced due to the Ω-effect, while the induced poloidal524

field remains orders of magnitude smaller than the imposed dipole field.525

Lorentz forces only start acting in the stable region, where small-scale motions are526

very weak. Therefore they are primarily due to the correlation of the toroidal field, in-527

duced by the zonal flows, and the imposed dipole field, as the correlations of the non-528

axisymmetric field components remain negligible (in contrast to what Dietrich and Jones529

(2018) found when varying the radial conductivity profile, without a stable layer). As530

the Lorentz forces are balanced by Coriolis forces, i.e. the meridional circulation, they531

indirectly influence the damping of the zonal flows in the stable region. While viscous532

forces are not dominant in the force balance for the meridional flow, they are not neg-533

ligible either in our simulations (see Figure 9), in contrast to what may be assumed in534

the gas planets.535

More comprehensive simulations that include the dynamo region (Gastine & Wicht,536

2021; Moore et al., 2022) also showed zonal winds inside the tangent cylinder that drop537

off inside a shallow stably stratified region. Our simpler models, comprising only of the538

outer regions of the gas planets and imposing a dipolar magnetic field are computation-539

ally more economical and allow a more extensive parameter study. Therefore, we are able540

to compare the influence of varying magnetic parameters and study what factors make541

the zonal wind damping more efficient. Furthermore, in contrast to Moore et al. (2022)542

our models feature multiple zonal jets, making them more gas planet-like and allowing543

us to make a systematic study of jet formation and structure.544

A possible avenue for future work would be to introduce a more complex imposed545

field at the lower boundary, to study the influence of non-axial-dipole components of the546

magnetic field, such as intense flux concentrations, similar to Jupiter’s observed Great547

Blue Spot, on the zonal winds.548

5 Open Research549

All simulations were carried out using the 3D magnetohydrodynamic code MagIC550

which is open source and available at https://magic-sph.github.io/.551

Appendix A Radial Grid-point Redistribution552

The collocation points are redistributed by the following function:553

r =
1

2

[
α2 +

tan[λ(rcheb − x0)]

α1

]
+

ri + ro
2

(A1)

where rcheb are the Gauss-Lobatto collocation points and rcheb ∈ [−1, 1]. The three pa-554

rameters are:555

λ =
tan−1(α1(1− α2))

1− x0
, x0 =

K − 1

K + 1
, K =

tan−1(α1(1 + α2))

tan−1(α1(1− α2))
(A2)

where we use α1 = 2, α2 = −0.2.556
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