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Abstract14

The Hengill geothermal field, located in southwest Iceland, is host to the Hellisheiði power15

plant, with its 40+ production wells and 17 reinjection wells. Located on a tectonically16

active area, the field experiences both natural and induced seismicity linked to the power17

plant operations. To better manage the risk posed by this seismicity, the development18

of robust and informative forecasting models is paramount. In this study, we compare19

the forecasting performance of a model developed for fluid-induced seismicity (the Seis-20

mogenic Index model) and a class of well-established statistical models (Epidemic-Type21

Aftershock Sequence). The pseudo-prospective experiment is set up with 14 months of22

initial calibration and daily forecasts for a year. In the timeframe of this experiment, a23

dense broadband network was in place in Hengill, allowing us to rely on a high quality24

relocated seismic catalogue. The seismicity in the area is characterised by four main clus-25

ters, associated with the two reinjection areas, one production area an area with surface26

geothermal manifestations but where no operations are taking place. We show that the27

models are generally well suited to forecast induced seismicity, despite some limitations,28

and that a hybrid ETAS accounting for fluid forcing has some potential in complex re-29

gions with natural and fluid-induced seismicity.30

Plain Language Summary31

In the southwest of Iceland, the Hengill volcanic region is the seat of a geothermal32

field exploited with two power plants. The power plants provide district heating and elec-33

tricity to the capital region. The area continuously experiences small to moderate earth-34

quakes, associated to the volcanic nature of the region and to the power plant operations35

(injection and withdrawal of fluids from the underground). To better manage the risk36

posed by these earthquakes, we use statistics-based computer simulations to forecast the37

rate of earthquakes during a year-long experiment. The simulations are trained on 1438

months of data. One of the models (the Seismogenic Index) is designed to relate rate of39

earthquakes to the volumes of fluids injected and withdrawn; while the other relies on40

statistical characteristics of earthquake sequences. We show that these computer sim-41

ulations are well suited to forecast earthquake rates in the Hengill geothermal field, even42

though they have their respective limitations. The combination of the statistical seis-43

micity simulations with a term accounting for the volumes does show promising results44

in an area with complex earthquake sequences.45
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1 Introduction46

Iceland’s capital region gets most of its district heating and a third of its electric-47

ity from the exploitation of neighbouring geothermal plants (Gunnlaugsson & Ívarsson,48

2010). Located 30 km east of Reykjavik, the Hengill field hosts two major power plants49

supplying the capital region: Hellisheiði and Nesjavellir, with installed capacities of 30350

MWe plus 133 MWth and 120 MWe plus 150 MWth respectively (Hersir et al., 2009).51

Nesjavellir was commissioned in 1990 while Hellisheiði started production in 2006, with52

the subfield of Hverahlíð beginning full scale production in late 2017.53

Iceland is a seismically active country, especially along the mid-Atlantic ridge that54

crosses through the island (Jakobsdóttir, 2008). On top of this natural seismicity, the55

exploitation of deep geothermal energy can cause induced seismicity (Grigoli et al., 2017).56

In the Hengill field, numerous episodes of seismicity have been recorded since the early57

1990s with the start of instrumental catalogues in south-west Iceland (SIL network, Ice-58

landic Met Office). Both volcano-tectonic and induced sequences illuminating the field59

have been mapped to shallow depth, and the discrimination between natural and induced60

seismicity is particularly difficult in this area.61

Although relatively isolated and with a low building density, the area around the62

Hengill field has seen several large events in the last decades, including two likely induced63

events of magnitude around 4 in October 2011. The operators of the geothermal plants64

thus need tools to assess and mitigate the seismic risk posed by their injection and pro-65

duction operations. In this study, we use probabilistic models to forecast seismicity hap-66

pening in the Hellisheiði field between late 2018 and early 2021.67

Statistical models have shown some encouraging results to model induced seismic-68

ity (Király-Proag et al., 2016; Verdon & Budge, 2018; Mancini et al., 2021), although69

these models do not account for coupled processes in the subsurface. We use two differ-70

ent classes of statistical models developed for very different use cases: Seismogenic In-71

dex, developed for injection-induced seismicity; and Epidemic-Type Aftershock Sequence72

(ETAS) models that are widely used for natural seismicity modelling. The Seismogenic73

Index is a simple yet robust model that relies on a linear relationship between volume74

rate and seismicity rate, and has proven its reliability in numerous induced seismicity75

sequences (Mignan et al., 2021, 2017). Recent work showed that its parameters can be76

updated in near real time during stimulations (Broccardo et al., 2017; Mignan et al., 2019;77
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Broccardo et al., 2019). The Epidemic-Type Aftershock Sequence relies on several em-78

pirical observations, from the Gutenberg-Richter power law to Omori’s law for aftershock79

decay. ETAS models are at the forefront of operational earthquake forecasting (Marzocchi80

et al., 2014; Nandan et al., 2021).81

We try to answer a few questions: How do Seismogenic Index-type models tailored82

to induced seismicity compare to ETAS based models adapted from natural to mixed83

seismicity with fluid forcing term compare? How do these models perform in forecast-84

ing the seismicity, retrospectively? What can these models tell us about the seismicity85

in the Hengill geothermal field?86

2 Geological context87

The Hellisheiði geothermal field is located in south-west Iceland, 30 km east of Reyk-88

javik. The field is nested between three volcanoes: Hengill to the north, Hrómundartin-89

dur to the north-east, and Grænsdalur to the east. Mount Hengill was last active around90

2000 years ago, while Hrómundartindur was last active circa 10,000 years ago, and Græns-91

dalur has been extinct for 300,000 years (Jousset et al., 2011; Foulger & Toomey, 1989;92

Sánchez-Pastor et al., 2021). The area forms the junction of three tectonic systems: The93

Reykjanes Peninsula oblique rifting system (RP), the South Iceland Seismic Zone (SISZ)94

and the West Volcanic Zone (WVZ) (Tomasdóttir, 2018).95

The geothermal reservoir is a water dominated fractured system, comprising basaltic96

lava layers, hyaloclastites series and dyke intrusions (Snaebjonsdottir et al., 2018; Franz-97

son et al., 2005), with and average porosity of 10 % (Gunnarsson et al., 2011). Only the98

southern area of Hverahlíð presents a different composition with mostly lava series. The99

formation temperature averages between 220 and 250 °C at 1000 m b.s.l. (Gunnarsson,100

2013). The produced fluid is a water-steam mix ranging in temperature between 240 and101

320°C.102

The area is characterised by the Hengill fissure swarm, which strikes 30 °N form-103

ing a graben structure around 40 km in length (Saemundsson, 1992). Extensional struc-104

tures (normal faults) and eruptive fissures are a common occurrence (Steigerwald et al.,105

2020), as well as strike-slip faults oriented N-S associated with the SISZ.106

The field has seen a major volcanic uplift event between 1994 and 1999, with up107

to 8 cm of inflation, close to 100.000 earthquakes recorded with a largest magnitude of108
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ML 5.5 (Blanck et al., 2021; Jakobsdóttir, 2008). Two earthquakes of magnitude 6 have109

been recorded in 2008 in the eastern part of the field, reactivating strike-slip faults (Decriem110

et al., 2010). Following the late 1990s uplift event, subsidence has been observed since111

the mid 2000s (Ducrocq et al., 2021), coinciding roughly with the commission of the Helli-112

sheiði power plant in 2006.113

2.1 Areas of interest114

We selected four areas of seismological interest, based on the spatial clustering in115

the COSEISMIQ catalogue. These areas are highlighted by the coloured boxes in Fig-116

ure 1.117

Figure 1. Distribution of injection and production wellheads in the active geothermal area.

The regions highlighted by boxes are areas of specific seismological interest. The grid lines show

the space discretisation for the forecasts.
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2.1.1 Production areas118

The Hengill field produces a water-steam mixture at an average rate of 38Mton/year119

(for the 2012-2015 period, Juncu et al. (2017)). The production occurs in 40+ wells lo-120

cated in two distinct areas: The central Hellisheiði field, and Hverahlíð, a sub-field to121

the south.122

Hellisheiði The main production area of the Hellisheiði field has not been as-123

sociated with much seismicity since the end of the volcanic event in 1999. The drilling124

of the production wells since 2001 in the area did not trigger seismicity (except for well125

HE-08). However, since 2009 and the end of drilling, there has been sustained levels of126

seismicity, with some seismic swarms happening intermittently (Hjörleifsdóttir et al., 2021).127

The area is however rather quiet during our period of interest and is thus not looked at128

in detail in this study.129

Hverahlíð Hverahlíð is located in the south of the Hengill region and is consid-130

ered a subsystem of the Hellisheiði. It hosts the most powerful wells of the Hengill field131

and is associated with a shallow 2-3 km deep low velocity anomaly (Sánchez-Pastor et132

al., 2021). The area is also characterised by a relative abundance of strike-slip faults linked133

to the SISZ, making the area likely even more permeable than the rest of the field (Franzson134

et al., 2010). The drilling of the production wells in Hverahlíð was not associated with135

seismicity except for well HE-21 in 2006. The production in the area started in fall 2017,136

coinciding with an increase in the seismicity which remains elevated as the production137

continues (Hjörleifsdóttir et al., 2021).138

2.1.2 Reinjection areas139

The reinjection of spent fluids in a geothermal field is mandated for multiple pur-140

poses: To sustain reservoir pressures, avoid subsidence and reservoir compaction, enhance141

the natural recharge of the system, improve thermal extractions along flow-paths, and142

comply with environmental regulations (Axelsson, 2012). In Hellisheiði, the reinjection143

occur mostly in two clusters of wells (Húsmúli and Gráuhnúkar) with a few other rein-144

jection wells scattered within the production areas.145

Gráuhnúkar Gráuhnúkar is the first dedicated reinjection of the Hellisheiði field,146

and is located in the south-west of the region. The six injection wells were commissioned147
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between 2006 and 2008, and are continuously used for reinjection purposes since then148

(Hardarson et al., 2010). The formation temperature is much higher than expected with149

temperatures reaching up to around 300 °C. The start of reinjection in Gráuhnúkar did150

not lead to an alarming increase in the seismicity rate, which remained low until the in-151

jection rate was increased in mid-2011. Since 2011, the seismicity has been low to mod-152

erate and seems to correlate with the injection rates and take off when the 300 L/s mark153

is reached (Flóvenz et al., 2015; Ritz et al., 2021).154

Húsmúli The drilling of the eight wells in Húsmúli started in 2007 and contin-155

ued until mid-2011. The reinjection started systematically in five of the wells in Septem-156

ber 2011 (although some injection had been done in one of the wells since 2009; (Hardarson157

et al., 2010; Gunnarsson et al., 2015)). Seismicity started during the drilling operations,158

linked to repeated circulation losses, and remained very high during the first nine months159

of reinjection until the injection rates were reduced (Hardarson et al., 2010; Gunnars-160

son, 2013; Ágústsson et al., 2015; Kristjansdottir et al., 2021; Ritz et al., 2021). During161

the first year of reinjection, a 2 cm uplift was observed in Húsmúli (Juncu et al., 2018).162

A shallow (∼3km) deflating source has been observed in the late 2010s, potentially linked163

to the localised fluid extraction and circulation (Ducrocq et al., 2021).164

2.1.3 Ölkelduháls area165

Ölkelduháls is located to the east of our region of interest. It is characterised by166

surface geothermal manifestations like hot springs and fumaroles probably linked to the167

residual heat of Hrómundartindur volcano. A high velocity anomaly at depths 2-4 km168

has been identified (Jousset et al., 2010). In 1995, an exploratory well was drilled in the169

area, and two more have been drilled since but are not active. Ölkelduháls is very close170

to the center of the late 1990s volcanic uplift (estimated between 5 and 6 km depth), ex-171

perienced subsidence between 2006 and 2017 and was at the center of the an inflating172

source mapped in 2017-2018 with up to 12 mm vertical displacement (Ducrocq et al.,173

2021). These deformation cycles are not well understood but have been theorised to be174

the results of either irregular magmatic intrusions or hydrothermal fluid migrations (or175

a combination of both with different layers seeing different fluids intrude or migrate). Ölkel-176

duháls is the only region that is not highlighted because of its suspected induced seis-177

micity, but quite some seismicity is recorded in the area178
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3 Data179

3.1 Seismic catalogue180

The seismic data was acquired as part of the COSEISMIQ project (http://www181

.coseismiq.ethz.ch/en/home/) during which the Hengill region was instrumented with182

a small aperture seismic array between December 2018 and February 2021. Multiple cat-183

alogues were created with different quality thresholds and relocation techniques. Here184

we use the high quality catalog with relative relocation (Grigoli et al., 2022). This cat-185

alogue contains about 8500 events distributed in a 35 × 30 km area centered around the186

Hellisheiði power plant (Figure 2).187

Figure 2. Distribution of seismicity in the Hengill geothermal field from 01.12.2018 to

31.01.2021, COSEISMIQ high quality hypo-DD relocated catalogue (Grigoli et al., 2022). Dot

size is proportional to the magnitude, colour coded by time of occurrence. The dashed area in the

main panel shows the active Hellisheiði geothermal area we focus on.

The b-value and magnitude of completeness of the catalogue are estimated jointly188

using a method proposed in the literature by Clauset et al. (2009); Mizrahi et al. (2021a).189

We assume the magnitude of completeness (Mc) to be constant both in time and space190
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in the area of interest and test different values of Mc, calculating for each Mc the cor-191

responding b using the maximum likelihood approach (Marzocchi & Sandri, 2003). We192

then check whether the observed cumulative magnitude distribution function is plausi-193

ble to be a realisation of the fitted Gutenberg-Richter (GR) law as follows. The cumu-194

lative distribution function (CDF) corresponding to the fitted discretised power law is195

compared to the observed cumulative distribution function using the Kolmogorov-Smirnov196

distance (KS-distance). The probability pMc
of observing a KS-distance of at least DMc

197

from a sample randomly drawn from a discretised GR power law is estimated through198

the simulation of 10,000 of such random draws. pMc
is defined as the fraction of simu-199

lated samples for which the KS-distance is at least DMc
. The smallest Mc for which this200

probability is greater than or equal to 0.1 is considered to be the magnitude of complete-201

ness of the catalogue. From this analysis we conclude that the magnitude of complete-202

ness of the catalogue is 0.3 and that the b-value is equal to 0.93 (Figure 3).203

Figure 3. Statistical analysis of the catalogue

3.2 Hydraulic data204

The Hellisheiði geothermal field counts 17 active reinjection wells and around 45205

active production wells at all times (Figure 1). These wells are directional wells for the206

most part, but we only have access to the wellhead coordinates for the production wells.207

The wellhead coordinates are used as proxy for the feedzone locations.208

Injection and production rates obtained from the power plant operator (Reykjavik209

Energy) are distributed in a symmetrical bi-variate Gaussian distribution around the well-210

head to account for fluid migration in the subsurface with daily granularity.211
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Figure 4. a) Distribution of cumulative compound volumes at the end of the experiment. b)

Temporal evolution of the compound volume in the areas of interest.

It is worth noting that this isotropic distribution of the volumes is only a coarse212

proxy and doesn’t exactly match with the areas of seismological interest (Figure 4). In213

particular, the volumes distributed in Gráuhnúkar are offset to the north-west compared214

to the seismic cluster. The wells in Gráuhnúkar actually strike south-east, and line up215

pretty well with the seismicity cluster highlighted by the box in Figure 4 (Hjörleifsdóttir216

et al., 2021; Ritz et al., 2021).217

4 Models218

Two families of models are implemented: a Seismogenic Index type and a class of219

Epidemic-Type Aftershock Sequence models.220

4.1 SI - Seismogenic index model221

This model is based on a purely empirical relationship between the injected vol-

ume and the seismicity, and contains a set of parameters describing the geological and

seismological characteristics of the targeted site. Various versions exist in the literature

after the pioneering work of S. Shapiro’s group (Shapiro, 2018). Other forms account,

for example, for the injection rate rather than the injected volume, as well as for an ex-

ponential decay of the seismicity after shut-in (Mignan et al., 2017; Broccardo et al., 2017).

The proposed model follows the approach by Broccardo et al. (2017), providing a deter-

ministic forecast. The expected number of events Nexpected follow the relationship:

Nexpected,m≥Mc
= Vinj/prod10afb−bMc (1)

–10–



manuscript submitted to JGR: Solid Earth

where Vinj/prod is the compound injected and produced volume, afb the activation feed-222

back (in m-3), and b the b-value of the Gutenberg-Richter power law. This underground223

activation feedback afb is the a-value of the Gutenberg-Richter power law normalised224

by the injected volume such that afb = a − log10(V ), and is also know as the seismo-225

genic index in the poroelastic context (often noted Σ; Shapiro et al. (2010); Dinske and226

Shapiro (2013)). This parameter has also been interpreted as resulting from geometric227

operations on a static stress field produced by a change in the volume in the underground228

(Mignan, 2016). For simplicity, we refer to the model as the ’Seismogenic Index’ and the229

productivity parameter afb as the activation feedback, and do not assign any specific phys-230

ical meaning beyond that of fluid-earthquake productivity factor.231

Equation 1 can be translated into an equation to determine the seismicity rate for

active phases as:

λ(t,m > Mc) = V̇ (t) · 10afb−bMc (2)

In this model, the linear relationship between V̇ (t) and λ(t,m > Mc) derives from the232

linear relationship between injection rate and overpressure, and neglects potential tem-233

poral changes in injectivity (Mignan, 2016). Note that this equation has been extensively234

tested on injection-induced sequences, but not on the production phase (Broccardo et235

al., 2019; Mignan et al., 2017), although the classical Seismogenic Index approach is has236

been extended to production cases (Shapiro, 2018).237

We do not account for post-injection phases and the associated seismicity decay238

- as modelled by Mignan et al. (2017) - as the Hengill field is in constant operation, both239

for production and injection.240

4.1.1 Parameter estimation241

For the estimation of the parameters of the Seismogenic Index model, Mc is taken242

from the catalogue, while afb and b are optimised for each cell by minimising the log-243

likelihood function (Equation 3). The Maximum Likelihood Estimate is modified from244

Broccardo et al. (2017) to only account for active injection and/or production phases.245
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lnL(D|θ) =
N(afb − bMc)

log(e)
+

N∑
n=1

ln(V̇ (tn))− V (t) · 10afb−bMc +N · ln(b)

+N · ln(ln(10))− b · ln(10) ·
N∑
n=1

mn −N · ln(10−bMc − 10−bMmax)

(3)

This data-driven cell by cell approach allows the model to assume that the under-246

ground feedback parameter afb varies spatially within the area of interest. Supplemen-247

tary Figure S1 gives an impression of the ability of the model to fit to the data by show-248

ing the difference between the recorded and expected events during the learning period.249

The Seismogenic Index model fits very well in the Húsmúli, Hellisheiði, and Hverahlíð250

regions, where there are both volumes injected and/or produced and seismic events. The251

model is not able to fit anything in Ölkelduháls as there are no injection or production252

activities. The fit in Gráuhnúkar is good in the eastern part where the volumes are present,253

but unsatisfactory to the west where there are no volumes distributed.254

In this current state, the Seismogenic Index model is deterministic by nature and255

carries the assumption that induced seismicity can be described as a Poissonian process.256

From the optimised parameters, we calculate the mean rate of seismicity in the cell at257

this given time and extrapolate a poissonian distribution from it to be able to make a258

probabilistic comparison of the forecast to the recorded seismicity.259

4.2 ETAS - Epidemic-Type Aftershock Sequence models260

ETAS models (Ogata, 1988) view seismicity as a combination of background and

triggered earthquakes. Background earthquakes result from tectonic forces or anthro-

pogenic factors such as fluid injection and/or production. These background earthquakes

can trigger a cohort of aftershocks which can then trigger their own aftershocks and so

forth. In its simplest from the ETAS model describes the conditional seismicity rate of

magnitude m events, λ(t, x, y,m|Ht), at any location (x, y) and time t as

λ(t, x, y,M |Ht) = [µ+
∑
i:ti<t

g(mi, t− ti, x− xi, y − yi)] · βe−β(m−Mc) (4)

where µ is the background intensity function, which may or may not depend on space261

or time, Ht is the history of the process up to time t, and g(m,∆t,∆x,∆y) describes the262

rate of aftershocks triggered by an event of magnitude m, at a time delay of ∆t and a263

spatial distance (∆x,∆y) from the triggering event, defined as:264
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g(m,∆t,∆x,∆y) =
k0 · ea(m−Mc) · e−∆t/τ(

(∆x2 + ∆y2) + d · eγ(m−Mc)
)1+ρ · (∆t+ c)1+ω

, (5)

see Nandan et al. (2021) and Mizrahi et al. (2021b).265

This kernel combines the fertility law which describes the number of events directly266

triggered by an event of magnitude mi as k0e
a(mi−Mc), the time-based kernel contain-267

ing the exponentially tapered Omori-Utsu law for aftershock decay, and an isotropic power-268

law spatial kernel. Note that it is implicitly assumed that the completeness magnitude269

Mc coincides with the magnitude of the smallest event which is capable of triggering other270

events.271

4.2.1 Calibration of parameters272

To calibrate the parameters of the ETAS model, we apply the Expectation-Maximisation273

algorithm (Veen & Schoenberg, 2008). In this iterative algorithm, one starts with a ran-274

dom initial guess for each of the parameters that need to be calibrated. The expecta-275

tion step and the maximisation step are repeated, updating the current estimation of the276

parameters, until the difference between the parameters of two iterations falls below a277

desired threshold. In the expectation step, the probabilities pij that event ej was trig-278

gered by event ei, the probability pindj that event ej is independent, the expected num-279

ber of background events n̂, and the expected number of directly triggered aftershocks280

l̂i of each event ei, given the ETAS parameters of the current iteration, are estimated281

as282

pij =
gij

µ+
∑
k:tk<tj

gkj
, (6)

pindj =
µ

µ+
∑
k:tk<tj

gkj
, (7)

and283

n̂ =
∑
j

pindj , (8)

l̂i =
∑
j

pij . (9)
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Here, gkj = g(mk, tj−tk, xj−xk, yj−yk) is the rate of aftershocks of event ek at284

the location and time of event ej . With these definitions, the independence and trigger-285

ing probabilities are proportional to the contribution of background and aftershock trig-286

gering terms at any given time and location.287

In the Maximisation step, the ETAS parameters are optimised to maximise the com-288

plete data log-likelihood, and these optimised parameters are used in the next iteration289

of the Expectation step.290

4.2.2 Issuing a forecast through simulations291

Once the ETAS parameters are calibrated based on the training catalogue, a fore-292

cast is issued by simulating 100,000 possible continuations of this training catalogue. This293

includes the simulation of aftershock cascades of the events in the training catalogue, and294

the simulation of background earthquakes which fall into the forecasting period plus their295

cascades of aftershocks. A detailed description of the simulation algorithm is given in296

Mizrahi et al. (2021a). Training as well as simulation are done for the full region of the297

catalogue, although they are evaluated only in the active geothermal area (Figure 2). This298

ensures that aftershock triggering which goes beyond the borders of the relatively small299

active area is still captured by the model.300

Based on the simulated catalogues, the likelihood p(k) of k events to occur in a spa-301

tial cell of interest during the forecasting period is then given through the empirical dis-302

tribution as303

p(k) =



n(k)
100,000+1 if n(k) > 0

1
m0·(100,000+1) if n(k) = 0 and k ≤ 100

0 otherwise,

(10)

where n(k) is the number of simulations for which k events are observed, m0 is the num-304

ber of values k between zero and 100 for which n(k) = 0. To avoid zero probabilities305

for values of k that do not appear in the simulations, i.e. n(k) = 0, this definition of306

p(k) includes a water-level probability for all k ≤ 100.307
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4.2.3 ETAS variants308

The four ETAS variants applied in this study differ only in their formulation of the309

background seismicity term.310

4.2.3.1 ETAS-0 In the most basic variant, ETAS-0, µ is considered constant in311

space and time during parameter calibration. This means that the background term which312

determines independence and triggering probabilities in Equations (6-7) is the same for313

all events, irrelevant of where and when they take place.314

For the simulation of catalogue continuations, the background seismicity term is315

space-dependent. While the number of simulated background earthquakes during the fore-316

casting period is simulated from the constant parameter µ, their locations are simulated317

by randomly drawing locations of earthquakes in the training catalogue, weighted by their318

probability of being a background event, and adding a distortion drawn from a Gaus-319

sian distribution with mean 0 and σ = 0.5 km.320

4.2.3.2 Varying background rate The second ETAS variant considered in this study321

uses a space-varying background term µ(x, y) during model calibration. In each itera-322

tion of the Expectation-Maximisation algorithm, µ(x, y) is calculated as323

µ(x, y) =
1

T
·
∑
j

pindj · k(∆xj ,∆yj), (11)

where k(∆xj ,∆yj) is a Gaussian kernel with bandwidth σ = 0.5 km applied to324

the distance (∆xj ,∆yj) of event ej to the location (x, y), and T is the time length of the325

training catalogue. This model corresponds to the flexible ETAS model with free back-326

ground described by Mizrahi et al. (2023).327

4.2.3.3 ETAS with fluid forcing ETAS-type models have been used in induced328

seismicity contexts (Bourne & Oates, 2017; Mena et al., 2013), generally in regions with329

low natural background seismicity where the calibration could focus on induced earth-330

quakes only. However, fluid-driven seismicity has distinct spatio-temporal characteris-331

tics from tectonic-loading driven seismicity and requires its own parameters when we want332

to model complex areas with both induced and natural seismicity.333
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For single-well injections, Bachmann et al. (2011) introduced an external forcing334

on the background rate linearly proportional to the injection rate, and found this model335

to perform better than the standard ETAS in a pseudo-forecasting experiment of the hy-336

draulic stimulation in Basel (Switzerland). More recently, the same approach has been337

applied to a hydraulic fracturing context with promising results (Mancini et al., 2021).338

We here introduce an ETAS variant ETAS-f with the background term

µ(x, y, t) = µtect + ι · V (x, y, t), (12)

which, in addition to the tectonic background rate µtect, comprises a fluid background339

rate µfluid = ι ·V (x, y, t) which is proportional to the compound volume (sum of pro-340

duced and injected volumes) V (x, y, t). The independence (or background) probability341

pindj defined in Equation (7) can be split into a tectonic and a fluid part342

ptectj =
µtect

µ(x, y, t) +
∑
k:tk<tj

gkj
, (13)

pfluidj =
µfluid

µ(x, y, t) +
∑
k:tk<tj

gkj
, (14)

and analogously the expected number of background events is the sum of the ex-

pected number of tectonically triggered and fluid triggered background events, n̂tect and

n̂fluid. The new parameter ι[ events
m3 ] can be calibrated in the Maximisation step of the

expectation-maximisation algorithm as

ι̂ =
n̂fluid∫∫∫

R,T V (x, y, t) dx dy dt
. (15)

When a forecast is issued for this ETAS-f model, two types of background earth-343

quakes are simulated, tectonic and fluid-induced ones. Both types of background events344

can trigger cascades of aftershocks. The number of induced earthquakes simulated in a345

given cell on a given day is determined by the compound volume of that cell on that day.346

Note that this is based on the assumption that the planned compound volume for that347

day is already known at the time the forecast is issued, which is a reasonable assump-348

tion for short enough forecasting horizons and in a geothermal field with stable exploita-349

tion conditions like Hellisheiði. The locations of simulated induced earthquakes within350

a cell are generated using a uniform spatial distribution inside the cell for which the vol-351

ume is given.352
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This modification of the ETAS model can be applied to the standard ETAS ver-353

sion as well as the version with spatially varying (tectonic) background seismicity. This354

yields a total of four variants of ETAS: ETAS-0, ETAS with varying background, ETAS-355

f, and ETAS-f with varying background.356

Note that this formulation of ETAS with fluid forcing is based on several simpli-357

fying assumptions. No difference is made between injected and produced volume, the ef-358

fect of fluids on seismicity is assumed to be immediate and only valid on the current fore-359

casting horizon, induced seismicity is assumed to be proportional to compound volume,360

etc. If this simple approach produces promising results, these assumptions can be revis-361

ited in future studies and a more realistic formulation of the fluid-induced term can be362

applied. In particular, production and injection could be split into two terms to better363

account for the differences in physics behind the triggering of induced events in the dif-364

ferent settings.365

4.3 Model comparison framework366

Evaluating the performance of a model to reproduce or forecast induced seismic-367

ity is not an easy task, but is a necessary step to the implementation of ensemble mod-368

elling with model-specific weights (Király-Proag et al., 2018). Different classes of mod-369

els have intrinsic assumptions that make it difficult to do direct comparison, in partic-370

ular in the statistical or stochastic expression embedded in the models. Guidelines have371

been proposed to standardise the evaluation of models, in particular the ’Induced Seis-372

micity Testbench’ (Király-Proag et al., 2016), and the guidelines developed by the Col-373

laboratory for the Study of Earthquake Predictability (CSEP, https://cseptesting374

.org/).375

Each model provides a forecast consisting of a probability distribution of the num-376

ber of earthquakes for each time and spatial bin. To evaluate and rank model performance,377

we use a probabilistic score: The log-likelihood, which is the natural logarithm of the prob-378

ability of the model matching the recorded number of events in the time and space bin.379

For each time bin, the log-likelihood is summed up over the spatial cells to obtain the380

’score’ of the model at this forecasting horizon. The log-likelihood is then accumulated381

over time into the cumulative spatial joint log-likelihood to show the evolution of the fore-382

casting performance and compare models.383
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We use the Information Gain to measure the predictive performance of a model com-384

pared to that of a reference model (Kagan & Knopoff, 1987). In this study, the standard385

version of ETAS is used as the reference model. The Information Gain is calculated as386

the difference of the log-likelihoods of the models, and is positive when the model per-387

forms better than the reference model and vice-versa.388

ETAS models provide a full probability distribution of the expected event number389

per spatial cell as described in Equation (10). In the case of the Seismogenic Index, we390

assume a Poissonian distribution with the forecast number of event as the mean λ of the391

distribution.392

4.4 Forecasting framework393

The pseudo-prospective forecasting experiment runs between December 2018 and394

the end of January 2021, the period being covered by the COSEISMIQ high-quality re-395

located catalogue. The first 14 months are used as a learning period to train the mod-396

els (1.12.20218 - 31.1.2020). We then perform daily forecasts for 365 days (1.2.2020 - 31.1.2021).397

After each forecasting horizon, the day is added to the calibration data-set (Figure 5).398

The area of interest is centered around the production region of Hellisheiði and en-399

compasses the reinjections regions of Húsmúli and Gráuhnúkar, as well as the produc-400

tion sub-field of Hverahlíð. We discretise the space in 0.005 °latitude × 0.005 °longitude401

spatial bins. The forecasts are issued for each spatial and temporal bins.402

Figure 5. Schematic illustration of the pseudo-forecasting experiments
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Figure 6. Cumulative spatial joint log-likelihood and cumulative number of recorded events

above completeness in the active region.

5 Results & Discussion403

5.1 General performance of the models404

We evaluate the absolute and relative predictive performance of the models over405

a one year period. Figure 6 shows the cumulative spatial log-likelihood in time for each406

model for the active region. This metric evaluates the consistency of the models with407

the observations, with a log-likelihood closer to zero indicating a better model perfor-408

mance. All models exhibit a somehow jagged behaviour during periods of higher seis-409

mic intensity, which is expected. All models typically give higher likelihood to small event410

numbers than large event numbers, and thus periods with high seismicity rates will gen-411

erally have more negative log-likelihoods than quiet periods. The Seismogenic Index is412

quite competitive with the ETAS models until October 2020, when it plunges down and413

is unable to explain a sudden increase in seismicity, that the ETAS models manage to414

accommodate. The cumulative number of events presented in Figure 6 only shows the415

events recorded during the forecasting period, to account for all the recorded seismic-416

ity, and does not include the 1093 events above completeness recorded during the learn-417

ing period.418

In Figure 7, we compare the different ETAS variants and the Seismogenic Index419

to a reference model, by visualising their cumulative information gain over time with re-420

spect to the standard version ETAS-0. It is worth noting that the vertical scale of the421
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figure is cut-off at -600, but that the Seismogenic Index’s information gain plunges all422

the way down to -2900 by the end of the forecasting period. The Seismogenic Index per-423

forms quite well in the beginning, outperforming all ETAS models. Its downfall comes424

in October 2020, as the first high-intensity period takes place with sudden high rates of425

seismicity that the model cannot accommodate. The version of ETAS with fluid forc-426

ing outperforms the standard ETAS model by the end of the forecasting experiment, show-427

ing that in a geothermal area with active injection and production, accounting for the428

volumes does improve the forecasts. However, the gain is limited for most of the study429

period until October 2020 which sees a shift in the baseline seismicity rate with height-430

ened activity in the reinjection area of Húsmúli. On the other hand, the varying back-431

ground versions of ETAS don’t perform as well as the standard version of ETAS. Pos-432

sibly, the formulation of the varying background seismicity used here is not well-suited433

to describe a complex field like the present one. Giving too much flexibility to the back-434

ground part of seismicity can make the model wrongly interpret local phenomena or fluid-435

induced seismicity as variations in background seismicity rate. In future studies, the band-436

width σ determining the spatial smoothing in Equation (11) could be calibrated as a hyper-437

parameter, or a different type of smoothing could be tested to obtain better performance.438

Figure 7. Cumulative information gain of ETAS and Seismogenic Index models calculated

relative to ETAS-0. The vertical scale is cut-off at -600, but the Seismogenic Index pluges all the

way down to -2900 by the end of the forecasting period.
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5.2 How do models perform in the subregions of interest?439

We evaluate the models in four separate subregions of specific seismological inter-440

est by summing the log-likelihoods within the boundaries of each region.441

Ölkelduháls is not a region with active injection or production so the Seismogenic442

Index Model does not give any forecast for the region (Figure 8 top right panel). 73 events443

were recorded during the learning period, and 69 events are recorded during the fore-444

casting period. In this subregion, the standard ETAS yields the most performant fore-445

cast, closely followed by ETAS with varying background rate (Figure 9 top right panel).446

It it not surprising that the versions of ETAS-f under-perform in this subregion as there447

should be no influence of the fluids. This also further supports the idea that the bad over-448

all performance of ETAS with varying background is due to the model interpreting the449

influence of fluid injection and/or production as variations in the background.450

Figure 8. Cumulative log-likelihood and cumulative number of recorded events above com-

pleteness by subregion.

Hverahlíð sees a similar pattern, with standard ETAS remaining the most well-suited451

model (Figure 8 bottom right panel). The area is relatively seismically active with 224452

events recorded during the learning period, and 282 events are recorded during the fore-453

casting period. The poorer performance of ETAS-f models in the subregion suggests that454

for production areas, the cumulative extracted volume is not a good proxy for the seis-455
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micity rate. Induced earthquakes in production areas (for oil and gas or geothermal en-456

ergy) are often a response to reservoir compaction caused by long-term production. Hver-457

ahlíð has been in full operation since in late 2017, so these long-term effects are unlikely458

to be already visible. The area was also not associated with particular vertical displace-459

ment in an geodetic data and InSAR between 2015 and 2018 by Ducrocq et al. (2021).460

In the future, we will investigate other metrics to account for fluid production, for ex-461

ample including a proxy term for poroelasticity and/or pore-pressure instead of a cou-462

pling with produced volumes per day.463

In the reinjection areas, the results are more contrasted. Gráuhnúkar only sees mod-464

erate seismicity at rather smooth rates (Figure 8); 99 events were recorded during the465

learning period, and 117 events are recorded during the forecasting period. The evolu-466

tion of the relative performance of the Seismogenic Index is quite interesting, as it out-467

performs all models for the first half of the forecasting period, before taking a dive in468

July 2020 when an increase in the seismicity rate in the region happens (Figure 9). In469

the Gráuhnúkar area, ETAS-0 and ETAS with varying background perform better than470

the versions with fluid forcing despite the injections being significant with roughly 12,000471

m3/day injected (Figure 4). The seismicity is known to be associated with the injections472

as the area was quiet beforehand (Flóvenz et al., 2015; Ritz et al., 2021). We would ex-473

pect that ETAS-f picks up the injection-induced characteristics, however, the injections474

have been sustained since 2006 at very similar rates, which could explain how ETAS in-475

terprets the low-level seismicity as background, as our learning period doesn’t cover pre-476

injection periods.477

Húsmúli on the other hand, is the main seat of seismicity in the whole region; 579478

events were recorded during the learning period, and 1110 events are recorded during479

the forecasting period (8 top left panel). The reinjection in Húsmúli is mixed with pro-480

duction at the eastern border of the area, with compound volumes varying between 30,000481

and 40,000 m3/day (Figure 4). The area is known for its reactivity to injection changes482

(Gunnarsson et al., 2015; Ritz et al., 2021), which is confirmed in the models with ETAS-483

f outperforming all other models. The area also sees drastically varying rates of seismic-484

ity with three high-intensity events in October 2020, November 2020, and January 2021,485

when seismicity rates surpass 75 events per week. In this later part of the forecasting486

period, all advanced ETAS models see a stark change in their predictive capabilities and487

start performing better than ETAS-0 (Figure 9 top left panel). These periods of high488
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seismic intensity are the ones that see the Seismogenic Index’s performance plummet (Fig-489

ure 9 is cut-off at -600, but by the end of the forecasting period, the Seismogenic Index’s490

log-likelihood accumulates down to -4100).491

Figure 9. Information gain by subregion for the Seismogenic index and the different ETAS

models calculated relative to ETAS-0.

Figure 7 shows the Seismogenic Index as the best performing model for the first492

half of the year of forecasting. However, the only areas where this is highlighted in Fig-493

ure 9 is Gráuhnúkar, where the performance is marginally better than the ETAS mod-494

els. This means that outside of our areas of interest (and in the cells where there is in-495

jections and/or production), the Seismogenic Index performs quite well compared to the496

ETAS models.497

5.3 Adaptability to rapid seismicity rate changes498

We now focus on the Húsmúli reinjection area that sees semi-periodic bursts of seis-499

mic activity which do not seem to be linked to changes in the injection rate, tempera-500

ture or well-split (Figure 10-a). The origin of these high-intensity periods of seismicity501

in unclear, they could be induced, linked to the volcanic activity of the region or to the502

rift (personal communication S. Krisjánsdóttir). In this section, we investigate how fast503

models are able to adapt to the new baseline seismicity during these high-intensity events.504
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Figure 10. a) Weekly number of events recorded in Húsmúli (moving average with 1 day

increment) and injection rate in the area. b-d) Evolution of the ETAS models parameters. e)

Seismogenic index parameter evolution. The grey areas highlight the high-intensity periods. f)

Spatial distribution of the seismicity during the high-intensity periods overlaid on the cumulative

volume map.

ETAS parameters interpretation The branching ratio η represents the share of505

events categorised as triggered aftershocks. Shifting from ETAS-0 to a varying background506

rate leads to more events being classified as background, thus the lower branching ra-507

tio (Figure 10-c; Mizrahi et al. (2023)). Similarly, the ETAS-f model allows for more events508

to be classified into their two background categories (natural and fluid-induced), lead-509

–24–



manuscript submitted to JGR: Solid Earth

ing to an even lower base value of the branching ratio η. The effects of the free background510

and the additional fluid-background term add up to make ETAS-f with varying back-511

ground the model with the lowest branching ratio of the class.512

The tectonic background term µtect (given as number of events per km2 per day513

in Figure 10) also shows this effect of increasing classification into ’background’ with model514

complexity, with ETAS-0 at the lowest global values, ETAS-f with a significant increase515

in its base value due to the added fluid-background term which gives the model more516

flexibility to interpret events as background earthquakes, and the ETAS models with vary-517

ing background at the highest base values of µtect (mean value on the active area, Fig-518

ure 10-b) because they give the most flexibility to this term. If we look at the evolution519

of the background term in time, we notice a general decrease as the learning period length520

increases. Mizrahi et al. (2021b) proposed that this downwards trend denotes that longer521

learning periods allow models to reveal more long-term earthquake interaction and af-522

tershock sequences, leading to more events being classified as ’triggered’ as the forecast-523

ing experiments progress. This general trend of µtect is interrupted by bursts of seismic524

activity in the field, as highlighted by the grey areas marking the ’high-intensity peri-525

ods’ in Húsmúli. All ETAS models see an increase in the background rate to accommo-526

date this new temporary baseline seismicity rate. The relaxation of µtect after the high-527

intensity periods is slow and seems to follow the general decreasing trend that we inter-528

pret as being due to the lengthening of the learning period.529

During the high-intensity periods, the branching ratio for all models increases to530

accompany the increase in background seismicity rate. However, this increase is only tem-531

porary for the ETAS versions without fluid-forcing and η quickly recovers to its pre-high-532

intensity-period levels, whereas the ETAS-f models see a much slower recovery of η with533

a permanent change in the parameter resulting from the high-intensity period. These534

shifts in µtect and η suggest that all ETAS models accommodate the high-intensity pe-535

riods by producing more background events that are also produce more aftershocks.536

For the ETAS-f class, the fluid-background term µf (also given as number of events537

per km2 per day in Figure 10) combines the scaling factor ι (Equation 12) with cumu-538

lative compound volume. While ι defines the seismicity induced by a unit volume, µf539

gives the rate of fluid induced events given the compound volume in the forecasting pe-540

riod. The free background version of ETAS-f shows higher base values of the fluid-background541
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term, mirroring the higher values of µtect. The evolution of µf shows a non-systematic542

behaviour (Figure 10-d). The first and third high-intensity periods show an increase in543

the productivity of fluid driven events, which is what we expect ETAS-f models to do544

to adapt to increasing seismicity rates in an area with active injection and/or produc-545

tion. However, the second high-intensity period shows a sharp drop of µf , maybe sug-546

gesting that ETAS-f models try to explain this change in the seismicity with tectonic events.547

When looking at the high-intensity periods on the map (Figure 10-f), the first and third548

events cluster to the north where less fluids are distributed while the second high-intensity549

period clusters on the edge of the most heavy reinjection region, closer to the injection550

wells. This might suggest that peripheral regions can be more sensitive to fluid during551

certain periods, while the center of the area has so much fluid injected/extracted con-552

tinuously that ETAS-f models can’t explain a sudden increase of seismicity with a change553

of productivity of a unit of fluid, thus a drop in µf down to its base value at the start554

of the second high-intensity period.555

In the Ölkelduháls area the split background terms and set-up with the entire re-556

gion used for training lead to the background terms in the case of ETAS-f being larger557

than for the standard ETAS. This calibration on the entire region also leads the trigger-558

ing kernels to be different for ETAS-0 and ETAS-f, which drives the models to assign559

events as ’background’, ’triggered’ or ’induced’ differently. Thus, even in areas without560

fluids, ETAS-f provides a different forecast than ETAS-0. If the ETAS-f model had been561

trained only in Ölkelduháls, ETAS-0 and ETAS-f would yield the exact same forecast.562

Supplementary Figure S2 shows the evolution of the parameters describing the af-563

tershock distribution in time and space for all models of the ETAS class.564

Seismogenic Index parameter evolution The average value of the productivity pa-565

rameter afb increases in time to accommodate the change in seismicity rate (Figure 10-566

e). Figure 11 shows a break down of the change of afb in time in the three subregions567

where fluids are injected and/or produced. The activation feedback is much higher in568

the reinjection regions and Hverahlíð production area than the average shown in Fig-569

ure 10-e, highlighting the regions as seats of seismicity. The value of afb is quite stable570

in Hverahlíð, where the production rate and seismicity rate are relatively constant dur-571

ing the forecasting experiment (Figures 4 and 8). On the contrary, in the injection re-572

gions of Gráuhnúkar and Húsmúli, where both the seismicity and injection rates have573
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a more jagged behaviour, the value of afb sees sharp increases to try to accommodate574

the changing rate of seismicity. The case of Gráuhnúkar in particular shows that these575

’spikes’ in afb are followed by a slow healing phase during which the parameter is grad-576

ually lowered.577

Figure 11. Evolution of the activation feedback in time during the forecasting experiment by

subregion.

If we compare the fluid scaling factor ι for ETAS-f models and the Seismogenic In-578

dex’s afb as analogous ’seismic productivity per unit volume’ terms, we notice a simi-579

lar relative increase in the first half of the forecasting period. However, the fluid produc-580

tivity terms show different reactions to the high-intensity periods. The Seismogenic In-581

dex model only has this parameter to adapt to the fast changes in the seismicity rate,582

while ETAS-f models are able to explain the shift in seismicity rate with other param-583

eters for example assigned them as background or naturally triggered events.584

6 Discussion585

All the models used seem well suited to modelling seismicity in the Hengill geother-586

mal field, although they show their respective limitations in specific subregions or fol-587

lowing unexpected and abrupt changes in the seismicity rate.588

However, the set-up of our pseudo-forecasting experiment also reveals some of its589

limits. First of all, the modelled period needs to match the length of operations in the590

field to provide a complete picture of the processes. As we saw in the Gráuhnúkar area,591

a 14 months training period on a reinjection in operation since 2006 with stable seismic-592

ity and injection rates can lead to a misattribution of the induced seismicity as background593
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by ETAS-f models. The choice of the learning and forecasting periods was dictated by594

the high quality seismic catalogue, however, it would be interesting to run a much longer595

term experiment that encompasses pre-reinjection times to see if ETAS-f models pick596

up on the onset of the injection-induced seismicity.597

Following up on this point, the discrimination between induced and natural seis-598

micity that ETAS-f models allow has not been fully explored. In particular, one could599

look at the attribution of aftershock sequences to induced or natural events. So far, the600

use of both ETAS and Seismogenic Index models only tell us broad information, for ex-601

ample, the case of Ölkelduháls, which must be a natural sequence (or induced by nat-602

urally occurring fluids) as no injection or production is taking place in the vicinity.603

Another important aspect of induced seismicity mitigation methods relies on link-604

ing modelling results to hazard and risk calculations (Broccardo et al., 2019; Schultz et605

al., 2021, 2022). In this work, we stopped on the level of forecasting seismicity rates and606

did not venture further, however, we do plan to expand to hazard and risk in future work.607

6.1 Future improvements to the models608

Seismogenic Index model In this study, we used the most simple implementation609

of the Seismogenic Index possible, and could likely improve its performance in two ways.610

First, by improving the way how to account for the uncertainties of the model param-611

eters replacing the Poissonian assumption by a method sampling from the parameter space612

around the optimised model parameters and defining a confidence interval around them613

(Rinaldi & Passarelli, 2021). Furthermore, as suggested by Broccardo et al. (2017), a Bayesian614

optimisation approach using prior-distributions of the model parameters gathered from615

past induced seismicity cases in geothermal exploration sites, would be advantageous for616

two reasons: First, a model using the Bayesian theorem would automatically give a pseudo-617

poissonian probabilistic output in form of a posterior distribution in terms of e.g. seis-618

micity rate. Secondly, such a model would be able to give a forecast also for cells that619

do not present an event during the training phase, contrary to the currently implemented620

version. Secondly, the distribution of volumes in space can be widely improved, taking621

into account the field anisotropy driven by faults and fractures, as well as well direction-622

ality. Supplementary Figure S3 shows an example of circular versus elliptical Gaussian623

distribution to account for well direction and faults in the Húsmúli region. These results624
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show that the distribution of volumes improves the performance of the Seismogenic In-625

dex by about 5% by accounting for a first order of subsurface anisotropy.626

ETAS models In this work, we tested different variations of ETAS, from the stan-627

dard implementation to a version with fluid-forcing. However, this is only the beginning628

as many more things could be implemented into ETAS to increase its predictive skill in629

complex systems. For example, we saw that the ETAS-f class seems promising for rein-630

jection regions but performs poorly in production regions. Production induced seismic-631

ity is known to be linked to poroelastic stress changes (Segall, 1989; Zbinden et al., 2017).632

We want to introduce a proxy for poroelasticiy in ETAS to account better for this phe-633

nomenon. This ETAS-poroelasticity would need to be tested separately on production634

regions, to emancipate ourselves from the noise of reinjection-induced seismicity and nat-635

ural seismicity present in the Hengill field ((Goebel et al., 2017; Segall & Lu, 2015)).636

In our current implementation, we distributed the volumes without accounting for637

the faults and geological unit adding anisotropy to the underground. We however have638

hydro-geological models at our disposal both for the Húsmúli reinjection area and Hengill-639

wide field (TOUGH2 models provided by Reykjavik Energy; Ritz et al. (2021)). These640

models could be coupled to ETAS (and to the Seismogenic Index model) into a hybrid641

model to give ETAS and the Seismogenic Index model a more realistic representation642

of the flow rate and volume distribution in the field. Such models with high-resolution643

local information on the fluid flow could help support operators in the well-sitting pro-644

cess. Indeed, the combination of a calibrated fluid- and heat-flow model with seismic-645

ity forecasting models provide a rare insight to decide on the development of production646

and injection areas while combining productivity information and a proxy for the seis-647

mic risk.648

Other models Beyond ETAS and Seismogenic Index models, we could test other649

statistical models in a similar pseudo-forecasting framework. For example, we could de-650

sign an extremely simple model like "the rate that one will observe in the forecast is the651

same as the average in the last X weeks", and use it as a reference model instead of com-652

paring all models to ETAS-0.653

Purely statistical description of earthquakes in time and space are however limited654

as they do not account for the physical mechanisms behind induced seismicity. These655

mechanisms include static and dynamic stress transfer, the frictional properties of faults,656
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as well as changes in pore pressure which are fundamental to explain induced events. Physics-657

based models able to describe aftershock triggering (e.g. Coulomb models; King et al.658

(1994); Catalli et al. (2016)) could be useful in complex contexts like Hengill. Physics-659

based model range from the simpler with analytical solutions for pore-pressure to more660

advanced ones like rate-and-state or models incorporating elements of poroelasticity. This661

last point would be interesting to compare in the production area of Hverahlíð where we662

saw that using the produced volume as a proxy is not very successful. Hardebeck (2021)663

notes a general under-performance of Coulomb-Rate-and-State models relative to ETAS664

models, but argues that incorporating heterogeneities in background conditions into phys-665

ical forecasting models may be key in improving their performance. This conclusion is666

supported by Mancini et al. (2019), which however argues that stress-based models which667

consider secondary triggering mechanisms (stress changes, earthquake interactions) can668

preform similarly to ETAS in complex sequences.669

7 Conclusion670

The complexity of the seismicity in the Hengill geothermal field, with natural and671

induced events, as well as sudden periods of high-intensity activity, makes it an inter-672

esting but challenging testing ground for forecasting models. As we’ve seen, the Seismo-673

genic Index and ETAS models are well suited to forecasting the seismicity in the field674

and its different subregions, although the former can only produce a forecast in active675

injection and/or production regions. In such a complex geothermal field, the Seismogenic676

Index model performs similarly or better than ETAS models as long as the rate of seis-677

micity remains relatively stable. As soon as an abrupt change in the seismicity rate oc-678

curs, the Seismogenic Index model perform significantly worse than any ETAS model.679

One major advantage of ETAS models lay in their ability to forecast natural seismicity,680

which allows them to fit data even in areas where no fluids are injected (as seen in Ölkel-681

duháls).682

Although there are still routes to explore to improve individual models, as high-683

lighted in the Discussion section, the respective strengths of the models could be har-684

vested by using an ensemble modelling framework. The concept to combine different mod-685

els to obtain more robust forecasts and limit the individual model’s biases, has been widely686

tested in recent years with all sorts of forecasting models (Marzocchi et al., 2012; Llenos687

& Michael, 2019; Bayona et al., 2021; Király-Proag et al., 2018; Dempsey & Suckale, 2017;688
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Mizrahi et al., 2023). Such an approach with ETAS and Seismogenic Index-type mod-689

els could prove useful as near-real-time tools in areas experiencing induced seismicity like690

Oklahoma or near the Groningen gas field in the Netherlands.691

Hydraulic data is often difficult to stream in real time and might not be available692

with fine enough granularity to be useful for forecasting exercises. ETAS-0 does not re-693

quire this input of fluids to yield forecasts. In the event that injection and/or produc-694

tion rates are available in real-time, ETAS with fluid forcing performs slightly better than695

standard ETAS and could easily be run in parallel to a Seismogenic Index model in an696

operational forecasting tool.697
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