Futuristic deep learning algorithm for long term solar power prediction
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ABSTRACT

Prediction of solar output power is a valuable research work for analyzing photovoltaic(PV) power. This study develops a futuristic deep-learning algorithm that predicts solar power output. The solar output data is collected in real-time for a series-parallel combination of PV systems with a 1 KW capacity that is available in our laboratory. The collected data is pre-processed via, initialization, normalization, and validation for accurate prediction. The normalization process is used to create the data set needed to fill in the missing values. The k-nearest neighbor (KNN) algorithm and the interpolation method are used to fill in the missing value. Then, the data is validated using a newly proposed deep long short-term memory (DLSTM) algorithm for solar output power prediction. Also as a new approach, the DLSTM algorithm and a recurrent neural network (RNN) are combined with the capture of time-series data in the validation process to improve the prediction accuracy. To prove its superiority, the proposed DLSTM-RNN model is compared with other exciting models, like the artificial neural network (ANN), long-short-term memory (LSTM), and recurrent neural network (RNN). All the models are trained and tested using three different activation functions viz Sigmoid, ReLU, and tanh with different epoch values. Finally, the accuracy is evaluated in terms of different performance error indexes, such as the basic error index (BEI) and the promoting percentage error index (PPEI).
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1. INTRODUCTION
[bookmark: _GoBack]Solar energy can be directly used in residential, commercial, and industrial applications. Solar power provides a solution to the crucial problem of energy production during environmental changes. Solar energy production is based on developing photovoltaic (PV) modules. Solar energy has many benefits, including no emissions, lower electricity costs, easy maintenance, a long lifespan, and high efficiency. The increase in PV energy systems and the production of electricity in daily life are balancing the demand for energy. However, the power output varies due to climatic changes and the intensity of the sun, so balancing the energy demand is very challenging. The primary determinants of PV module output are solar illumination, temperature, wind speed, and relative humidity[1].
	Solar illumination and temperature are the main variables that have a direct impact on a PV module's output. If the temperature rises by 1°C for an hour or so, the PV module efficiency is severely impacted. Solar illumination is affected by things like clouds, the shading of a tree, a building, and birds[2]. If the abnormal condition is examined and action is immediately taken to reduce the risk, the output power can be increased. Prediction methodology is one of the key processes for effectively and accurately increasing output. The prediction methodology leads to a 25% increase in benefit and a decrease in generation cost [3]. As a result, one of the most significant sources in the solar system for increasing power generation is solar power output prediction. 
	They are divided into various categories, including short-, very-, and long-term prediction methods. It is difficult to make long-term predictions about the power output due to climate change, but the power output of the PV module plays a significant role in solar power prediction. 	The prediction can be made using both the historical dataset and the real-time dataset. The dataset mainly showed the change in the climate. The historical dataset is significantly impacted by solar parameters, including solar illumination, surface temperature, relative humidity, and wind speed. Because of the non-linearity of weather data and climatic change, predictions based on historical data will continue to guide inaccurate performance [4]. Real-time data monitoring is better suited to resolving hazards for solar output power prediction and to obtaining the effective predicted consequence. The approach based on soft computing methodologies enables us to make accurate predictions. Methodologies can be broadly divided into two categories: traditional methods and machine learning (ML) methods. The ML approach is more suitable for prediction. The ML techniques are divided into various categories. In this regard, the deep learning (DL) methodology is preferable for forecasting, particularly for solar output power prediction. The prediction of solar output power in this paper makes use of both individual and hybrid deep neural network algorithms.

1.1. LITERATURE SURVEY AND ITS METHODOLOGY
	An accurate forecast of solar output power generation is crucial for the transmission and distribution of electricity. It strikes a balance between consumer needs and reducing energy waste. Four [43] distinct categories of prediction exist i) physical model; ii) statistical model iii) artificial intelligence technology and iv) hybrid model. A powerful prediction technique should be applied to produce precise results. The four different types of prediction methods are depicted in Fig. 1 and briefly illustrated. 
[image: D:\3rd\litsurvey.tif]
Fig.1. Typology for four types of prediction methods
[bookmark: _heading=h.gjdgxs]Physical method: This technique has the capacity to transform atmospheric energy into electrical energy [5]. This model is executed using the PV module mathematical equation, and only the global illumination value is needed. It is very challenging to predict the solar output power when the model includes multiple parameters. The accuracy of the prediction effect is unstable when there is a constant change in weather conditions, which makes it difficult to predict the PV outcome [6].
Statistical approach: The historical environment[7] is largely used to generate the PV prediction. This method was primarily created for stochastic time series methods, and it is not appropriate to forecast PV results as a measure of global illumination[6]. This methodology uses a number of models, including the auto-regression moving average (ARMA)[8], auto-regression integrated moving average (ARIMA)[9], auto-regression moving average model with exogenous inputs (ARIMAX)[10], regression model[11], and exponential smoothing model[11].
Artificial intelligence (AI): In general, it can be used to find solutions to everyday issues, such as forecasting. A few of the well-known methods for  the prediction that can be found in the literature are fuzzy logic (FL) [12], artificial neural networks (ANN) [13], genetic algorithms (GA) [14], support vector machines (SVM)[15], and machine learning (ML)[16]. The most widely used AI techniques today for predicting PV output power generation are machine learning techniques. Compared to other algorithms, it produces reliable and accurate results. They come in a variety of forms, including the K-nearest neighbor algorithm (KNN)[17], decision trees and random forests (DT/RF)[17], deep learning (DL)[18,19,47], and support vector regression (SVR)[20]. For accurate prediction, nearly one million values from the dataset are needed. Therefore, the deep learning algorithm, which comes in a variety of forms, is better suited for making predictions. These include recurrent neural networks (RNN) [21], long short-term memories (LSTM) [22,34], convolution neural networks (CNN) [23], deep neural networks [24], and gate recurrent units (GRU) [25].
Hybrid model:  This model combines two or more algorithms. Through the incorporation of individual algorithms, this kind of combination improves overall prediction accuracy. Individual algorithms are unable to meet the demand for more precise PV power prediction. Thus, a variety of hybrid model combinations have been developed, including genetic algorithm-ANN [14], analog ensemble (AnEn)-ANN [26], FL-ANN [27], ANN-physical method [28], wavelets transform (WT)-artificial intelligence (AI) techniques [29], time-delay neural network (TDNN)-ARMA [30], WT-partial swarm optimization (PSO)-SVM [31], ARMA-nonlinear auto regression NLAG) [32], generative adversarial networks (GAN)-convolution neural networks(CNN)[33], ensemble memory-feed forward neural network (ELSTM-FFNN) [35] and LSTM-CNN as well as CNN-LSTM [36]
	Most researchers focused on the four different categories mentioned above in their earlier research. In [12], the outcome is put into practice for the prediction of global solar illumination using fuzzy logic. In [13], the main emphasis is on using an artificial neural network algorithm to predict the solar illumination value. The hourly solar illumination data is forecast using the SVM algorithm [15], which focuses primarily on dimensionally condensing the data. The one-dimensional CNN [23] algorithm used to forecast PV power includes three factors solar illumination, temperature, and PV system output. The RNN algorithm[21] is used to forecast solar illumination data, and the output is largely dependent on the input data. Five LSTM models are implemented in [34] with temperature, humidity, cloudiness, and illumination as their four parameters. In [22], they used the LSTM with a reduced error of 93% to predict the PV power output for 1.5 hours in the future.
	These particular algorithms that were just mentioned in the previous sentence are those that are specified for prediction. They only perform short-term forecasts using variables like solar illumination, temperature, humidity, and cloudiness. The data for the essential parameters are gathered based on the historical data set (i.e., open-source data set). The prediction is primarily used to analyze how renewable energy is integrated into commercial, residential, and industrial facilities. In those situations, the analysis should not use short-term prediction. Such algorithms need a huge number of data points. However, there aren't many data values in these short-term prediction techniques. As a result, the prediction's accuracy is compromised, and the predicted result does not meet the demand.
	Therefore, a hybrid model is presented in order to achieve high accuracy and efficiency. The GA-ANN algorithm is utilized in [14]. They mainly concentrated on predicting AC output power. The GA algorithm is used in order to predict the AC output power. The data is assessed using the ANN algorithm. The ANN-AnEn hybrid algorithm [26] is used in another work to forecast power generation. The estimated short-term photovoltaic power using 4450 photovoltaic power plants collected data for nearly 72 hours. The FL-ANN hybrid algorithm is used in [27] to forecast solar power output. In that case, the ANN algorithm is used for pre-processing, and the FL toolbox is used to extract the prediction results. Forecasting solar PV power for various seasons is established using a combination of WT-AI techniques [29]. The hybrid of ARMA-TDNN [30] is used to forecast time series for solar radiation values. The ARMA is not appropriate for the nonlinear curve in this research work. Therefore, the TDNN is employed to solve the ARMA-generated nonlinear problem. In [31], a hybrid model (WT-PSO-SVM) was created for the purpose of forecasting short-term power for a real microgrid (MG) PV system. This model combines partial swarm optimization, wavelet transforms, and support vector machines. The GAN-CNN [33] hybrid model was created for solar PV forecasting using data from 33 geographically dispersed weather stations. The ELSTM-FFNN[35] model is suggested for both very short-term and short-term forecasting with increased accuracy. In order to combine the various LSTM models, FFNN is used in the demonstration of the ELSTM. In [36], a brand-new hybrid algorithm built on LSTM-CNN/CNN-LSTM is implemented. They are then employed to forecast PV power using the fundamental variables. These hybrid algorithms work by using short-term methods.
	These techniques segment the time series [48,49]methodology-based short-term prediction method for solar PV power generation. The predicted outcome is more accurate when the hybrid method is used. The majority of research efforts are concentrated on the short-term prediction method. The short-term prediction method involves making predictions based on data from a specific day or month. As a result, it is unable to take into account all of the data from a year. These works make assumptions about the missing data and data from the midnight generation. The accuracy of the prediction is mismatched because it is not used creatively. All of the aforementioned research projects take into account time series based on fundamental solar power station parameters. Most of the earlier research work has eliminated it when the data is missing or generated at midnight. Therefore, the pre-processing data was not properly utilized, leading to a prediction mismatch. Also, most researchers focused on the historical data set for the training and testing of the results. Because of the unstable weather, the historical data set cannot be used to generate useful results.
	Table 1 compares various outcome predictions and analyses that have been published in the literature. The main focus of the prediction outcomes is the short-term prediction methods for both individual and hybrid algorithms. They used the fundamental parameters with the historical data set, and the result was confirmed using various error types. Due to the short-term prediction method's inability to strategically analyze the unusual issues, when comparing the error from the predicted outcomes, an unusual variation of problems arises at the error output. Additionally, due to unwanted noisy data, the over-fitting issue arises during the training and testing of the data set.  


 
Table 1 Comparison of different prediction methods.
	Ref. no.
	Model used
	Performance type
	Predicated output
	Error indexes
	Objective
	Disadvantage

	[34]
	LSTM-RNN
	Day-ahead forecasted
	Solar irradiation
	MAE, RMSE and correlation coefficient (CoR)
	To improve the accuracy for a particular day.
They specified the overfitting problem but it is not effectively used. So, the accuracy cannot reach the target.
	1) The training and testing data set have been taken very limitedly.
2) Approximately they reached 95.4% accuracy.
3) The mentioned error type is slightly high.

	[43]
	Physical-constrained LSTM (PC-LSTM)
	Hourly day-ahead based regression model
	PV power generation (PVPG)
	MAE, MSE and R2 score
	Performed for increasing the higher accuracy for PVPG.
They trained the data with available constrain only.
	1) The described error type is considerably high.
2) They have used different solar plants but with limited data. Deep learning cannot able to predict the outcomes with limited data set.

	[27]
	ANN-fuzzy logic
	5-min. forecasted
	Solar irradiation
	MAPE
	To minimize the forecasted error for improving accurate forecasting.
	1) They have compared the single error type and the single error value is high.

	[42]
	Deep RNN-LSTM
	Month
	Aggregate power load and PV output power
	RMSE, MAE, MAPE, Pearson correlation coefficient (PCoR)
	To improve solar power utilization.
They predicted solar and load forecasting.
	1) The stability of the power system is not improved.
2) The error is also high.


	[22]
	LSTM
	Hourly day-ahead
	solar irradiation
	MAE, RMSE, MAPE and SDE
	Evaluated to display for multiple outputs simultaneously.
The historical data set is used for predicting the basic parameters.
	1) The algorithm is not contracted for the prediction when the weather condition changes.

	[23]
	CNN
	1 hour, 1 day and 1 week
	Illumination, temperature and wind speed
	MAE, RMSE, and MBE
	To improve the accuracy of forecasting in different performance types.
	1) The CNN algorithm cannot able to predict the small variation in peak power.
2) The algorithm is verified with less number of error types.

	[36]
	LSTM-CNN
	Half-year data
	PV power prediction
	MAE, RMSE, MAP, SDE, PMAE, PRMSE, PMAPE and PSDE
	Shown that the hybrid model predicts well compared to a single model.
	1) The algorithm used the old historical dataset.
2) The mentioned error is not effectively reduced.



	According to the literature review, this research work employs a deep long short-term memory with a recurrent neural network (DLSTM-RNN) model to predict long-term solar output power using real-time data. In this research work, the collected data is first processed viz: initialization, normalization, and validation. This is called pre-processing. The initialization disseminates the real-time solar output power data and normalization begins. Normalization is used to fill in the missing data using the KNN algorithm with the interpolation method. In that case, after the KNN algorithm has been used to determine which data is missing, the output is extracted using the interpolation method. Second, the DLSTM-RNN methodology is used to validate using the solar output power of the normalization. Fig. 2 illustrates this process.
[image: ]
Fig.2 Basic block diagram for this research work
	Due to over-fitting, the proposed RNN model has the potential to crash the results as well. It can restore the prior data. However, the traditional RNN model's conflicts can be handled by the DLSTM network. So, by creating the DLSTM network, the over-fitting issue is resolved. The proposed algorithm includes Sigmoid, ReLU, and tanh activation functions. The activation function is trained using different epoch values of 5, 10, and 15. ANN, LSTM, and RNN are some of the existing algorithms that are used to evaluate the proposed algorithm. Finally, the results are discussed while taking into account different performance error indexes, such as basic error indexes (BEI) and promoting percentage error indexes (PPEI).

2. MATERIAL AND METHODS
2.1. Experimental data summary
This Section describes the PV module configuration, the data description, and the error indexes. The PV module setup is utilized to gather real-time data sets. Using the interpolation technique and the KNN algorithm, the missing data is filled in. Different types of error indexes are used to validate the outcomes.

2.2. PV module setup
The real-time data is collected at the Thiagarajar College of Engineering in Madurai. In that case, the PV module is connected to a microgrid and set up in a series-parallel configuration. They are situated at a latitude of 9.8821°N and a longitude of 78.0816°E. As shown in Fig.3, the monocrystalline PV modules are arranged at a 35-degree angle and have a combined 1 KW rated power. The power output of the installed solar energy systems is tracked from April 2018 to September 2021. The input source for this research work is the total amount of solar output power generation (in kW).
[image: ]
Fig.3 Experimental setup and outcomes of the PV output power
The data on solar output power generation ranges from a minimum value of 0.01 kW to a maximum value of 1 kW. The power generation is typically available from 6.00  to 19.00. Although this time is taken generally, the generation time also varies with the seasons based on sunrise and sunset. Solar power is generated based on the factors governing solar illumination. The solar illumination value is changed according to the sun direction and the solar output power also changes consequently.

2.3. Data description
The data collection period runs from April 2018 to September 2021. The data is measured every second on a 24-hour basis. In Fig. 4, a line diagram representing the data gathered is displayed. In that, the information is provided based on the total amount of solar output power generated, emphasizing time (sec). The dataset contains both the values from the midnight generation and the missing values[37]. A few of the specific structures where the missing values can be found include long stretches of time between missing values, in-between missing values, and two or three continuous missing values. The long gaps in the missing values occur on July 10th, 2018, September 19th and 24, 2018, and August 10th and 18th, 2018. The missing value occurs between June 2018 and August 2018 and again between June 2019 and October 2019. There are some places where there are two or three missing values. The KNN algorithm with the interpolation technique is used to find the missing values. The KNN algorithm initializes the input data, and the interpolation method is applied to extract the values for the missing data.
[image: C:\Users\HP\Downloads\line diagram (1).JPG]
Fig.4 Line diagram for data collection
The KNN algorithm shows the missing values.  The values that were observed are represented as NumPy arrays (np. array). Interpolation is used to sum the data, and smoothed value data is then substituted. A few missing values are replaced at a specific time in Fig. 5.
[image: ]
Fig.5 After interpolation
2.4. Performance indexes
In this research work, some evaluating factors are addressed to estimate the proposed and existing models [28,36,38,39]. They are MAPE(mean absolute percentage error), PMAPE (promoting percentage MAPE), MAE (mean absolute error), NMAE (normalized MAE), WMAE (weighted MAE), EMAE (enveloped-weighted MAE), RMSE (Root mean square error), PRMSE (promoting percentage RMSE), SDE (standard deviation of error) and PSDE (promoting percentage SDE). The simple mathematical formulation includes the following names for the basic error-index (BEI) types: MAPE, MAE, NMAE, WMAE, EMAE, MSE, RMSE, and SDE. Based on the output of BEI types, the PMAPE, PRMSE, and PSDE are computed.
The monitored solar output power data is the basis for the MAPE, which is created as shown in Eq. 1. Actual solar output is represented by Pc, while predicted solar output is represented by Pp. Eq. 2 is the MAPE promoting percentage.
………………(1)
……………(2) 
        According to Eq. 3, the MAE represents both the actual and predicted solar output power. The normalized and weighted MAE is recognized in Eq. 4 and 5. The n represents the total number of hours in a day. The enveloped-weighted MAE is highlighted in Eq. 6.
……..(3)
……….(4)
.………..(5)
………..(6)
	According to Eq. 7, the root mean square error (RMSE) is calculated using actual and predicted power values. The promotion percentage of the RMSE  rate is represented by Eq. 8. The SDE and the promoting percentage of SDE are then represented by Eq. 9 and 10, respectively.
…………(7)
……………(8)
………….(9)
……………..(10)

3. PROPOSED METHODOLOGY
This Section provides a description of the proposed DLSTM-RNN working model and learning process technique.

3.1. Overview of the proposed algorithm
The RNN model that is described in the published literature [21,40,41] has some drawbacks. In this research article, RNN and DLSTM are combined for improved performance. The RNN model has generally been investigated using an artificial neural network in which the model is linked between units and has a ring-like structure [40]. Through the use of the ring structure, the previous time step is remembered. The RNN model contains the input and output values based on the previous time step. Then, it can be expressed as,   
…………(11)
where f is the activation function, w1 and w2 contain time step weight parameters, ds and k(s-1) are the respective input and output, b is the bias parameter, and Y is the time step output. Fig. 6 displays the RNN architecture. The RNN model finds it challenging to collapse (or disappear) the results due to a back-propagation process. The RNN model has just one hidden layer. As a result, processing will take longer and performance will be worse [64].
[image: D:\3rd paper\RNN articture.JPG]
Fig. 6 RNN architecture
To address this problem, the RNN model employs the DLSTM technique. Since there is only one layer in the RNN model, it is unable to predict the outcomes with accuracy. Therefore, the DLSTM based on the regression process can soften the performance [42-44,34]. The DLSTM model includes a regression process because the data sets are displayed as a time-series sequence. In the conventional LSTM model, there is only one hidden layer made up of memory blocks. The blocks are represented by the input gate, forget gate, and output gate, which are connected by a layer. Three fundamental types are present in the LSTM model: input, forget, and output gates. The input gates establish the value of the input after pre-processing the actual data, and the forget gates are employed to omit the irrelevant data. Finally, the output gate is employed to set the output in accordance with the input. In the memory block, the current work is stored. A single LSTM system can be multiplied into multiple LSTM structures, as shown in Fig. 7 (a single LSTM is added four times to create a multiple LSTM layer or deep LSTM layer).
………(12)
Where f is an activation function, w is referred to as the weight parameter, b is the bias parameter, and Ys-1 and Xs are defined as the output and input for the DLSTM network, respectively.
[image: C:\Users\HP\Downloads\LSTM archiecture.JPG]
Fig. 7 Single LSTM system model
The forget gate (Fs) will be used to remove unwanted data. Therefore, based on the equations below, the input gate (is) will update the performance.
……….(13)
………..(14)
e, 

…………..(15)
………..(16)
Where bc is the updated bias parameters, wc is the updated weight parameters, is is the training process with activation function(f) using weight(w) and bias(b) parameters, Nc is the new vector value, cs-1contains previous time step value, and Nc represents the new trained value, respectively.

3.2. Learning process for the proposed algorithm
The combined model performs better than the component models.  This study employs the regression-based DLSTM-RNN algorithm.  An RNN model includes an optimizer method, one hidden layer, and a learning technique. The RNN model has both forward and backward processes. The forward process offers a single hidden layer and executes input based on the previous time step. The process of computing the weight obtained from the RNN model is known as back-propagation through time (BPTT). In the RNN model's more sensitive training mechanism, even the input data is deleted.
So, the DLSTM network is trained with the RNN model in the proposed work. The DLSTM network is executed based on the learning process of basic LSTM parameters, activation function, epoch values, and with an optimizer technique. The DLSTM network is also mainly based on a memory block. When the input data is a feat in the model, the memory block is used to store the data. After learning the input data, the learned output is transferred to four hidden layers.  The four hidden layers are specified by a large number of neurons. The Forget Gate is used to delete unwanted information [45]. Then the learning output is monitored by using the activation function. The different types of activation functions for the DLSTM model are implemented and executed. Then, the Adam optimizer is performed, which can find the outcomes effectively and with a flexible learning rate. Finally, the different numbers of the epoch combination are also addressed in this work. In which training epoch can achieve the accurate predict values with a little amount of error. Fig. 8 shows the block diagram for the proposed framework. In that diagram, the input is fed into the model with the data pre-processing. Then, the DLSTM model is used to extract the input data and the RNN model is used to predict the outcomes based on the input data. Finally, the proposed algorithm is evaluated with different error indexes.
[image: ]
Fig.8 Overall Block diagram
4. RESULTS AND DISCUSSION
4.1. Exploration of data
This section explains the training and testing specifications for validating the results are shown along with the simulation input for the dataset following normalization. The parameter range of the proposed DLSTM-RNN model is also discussed in this section.

4.1.1. Specific data collection
Experimental data on the PV output power of the entire system was collected between 2 April 2018 and 21 September 2021, with a 24-hour resolution. The DLSTM-RNN model is trained using data collected from 2 April 2018, 15:16 to 31 December 2020, 23:59. Then the testing data is comprised of the data over 1st January 2021, 00:00 to 21st September 2021, 23:59. The proposed DLSTM-RNN model is trained and tested using the pertinent (normalization) dataset. The predicted solar output power is then derived from the fitted data. The 2D spectrogram graph for the real input dataset is shown in Fig. 9(a), and the normalized simulation of the input dataset is shown in Fig. 9(b).
[image: ][image: ]

(a)	                                                                       (b)
Fig.9 (a) 2D spectrogram graph for actual input dataset (b) Simulated input dataset after normalization
4.1.2. Parameter set
The models are executed in Python 3.7 using Keras on a TensorFlow backend that is executed on a GPU processor [46]. The TensorFlow software is used in this research to represent the millions of real-time data points. As a result, the data values are executed without any restrictions. The parameters and ranges mentioned in the proposed model are shown in Table 2.
Table 2 Parameters for the proposed model
	Parameter
	Range

	Number of hidden layers
	[4]

	Types of neurons
	[LSTM (hidden layers), Dense]

	Number of neurons
	[100 (for each hidden layers)]

	Activation function
	[Sigmoid, ReLU, tanh]

	Optimizer
	[Adam]

	Epochs
Batch size
	[5,10,15]
[32]


According to Table 2, there are four hidden layers. The proposed model specifies two types of hidden layers: LSTM and dense (deeply connected neural networks). It is designed to reduce gradient disappearance. The LSTM is composed of four hidden layers, with the dense layer serving as the output layer. In layer 1, there are 100 neurons, and in layer 2, there are 100 neurons. The final two layers, 3 and 4, each have 100 neurons. In order to assess the prediction accuracy, the hidden layers are operated on using various activation function types and epoch values. There is one neuron in the dense layer. The dense layer is represented by the final output layer's desired size value. A fully connected layer (also known as a dense layer) must be present between the hidden layer and the final output layer for the DLSTM-RNN model to produce the desired output size.

4.2. Evaluation of results
This section explains the prediction of solar power output. The long-term prediction method is demonstrated in this research work. Sigmoid, ReLU, and tanh are the three different activation functions that are used to train and test each model. The results are assessed using various error index types, different prediction days, and comparisons to prior research.
In the proposed DLSTM-RNN model, the DLSTM network has four hidden layers, and one dense layer is used to train the model. The dropout is additionally fed into each hidden layer to lessen the problem of over-fitting. Although the traditional LSTM model can still stipulate a good prediction result, a long-term prediction method is represented in this research work. That details the millions of data values. In order to reduce the workload while training the data values, the DLSTM network, which is based on the regression process, is taken into consideration with four hidden layers.
Table 3 DLSTM model summary
	Layer (type)
	Output shape
	Parameter

	lstm_1 (LSTM)
	(None, 60, 100)
	40800

	Droupout_1 (Dropout)
	(None, 60, 100)
	0

	lstm_2 (LSTM)
	(None, 60, 100)
	80400

	Droupout_2 (Dropout)
	(None, 60, 100)
	0

	lstm_3 (LSTM)
	(None, 60, 100)
	80400

	Droupout_3 (Dropout)
	(None, 60, 100)
	0

	lstm_4 (LSTM)
	(None, 100)
	80400

	Droupout_4 (Dropout)
	(None, 100)
	0

	Dense_1 (Dense)
	(None, 1)
	101



Table 3 lists the number of hidden layers along with the values of the training set. "None" stands for batch size, "60" for a range of output shapes, and "100" for the total number of neurons visible in the single hidden layer. The training data values for the first layer are 40800 with 100 neurons, followed by 80400 with 100 neurons for the second LSTM layer, 80400 with 100 neurons for the third LSTM layer, 80400 with 100 neurons for the fourth LSTM layer, and 101, which is indicated before the output, for the last dense layer. A total of 362501 data values are available for processing. To reduce the over-fitting issue, the dropout is specified for each hidden layer. The DLSTM network is trained using the specified values for the training data. The output is then extracted using the RNN model.
The proposed DLSTM-RNN model is contrasted with the existing models (ANN, LSTM, and RNN) to highlight its advantages. The proposed model, as well as the existing models, are both trained using various activation functions at various epochs. Based on various error analysis techniques, the proposed DLSTM-RNN model's output is examined.

4.2.1. Exploring basic error indexes (BEI)
The basic error index (BEI) is examined in evaluation of BEI using different activation function, with a variety of type indexes, such as MAPE, MAE, NMAE, WMAE, EMAE, MSE, RMSE, and SDE, using three different activation functions, such as Sigmoid, ReLU, and tanh with three different epoch values, respectively.

4.2.1.1. Evaluation of BEI using Sigmoid activation
Table 4 contrasts the proposed and existing models using the Sigmoid activation function for epoch values of 5, 10, and 15.
Table 4 Comparison of BEI indices: Sigmoid activation function
	Model
	Epoch/
Error
	MAPE
(%)
	MAE
	NMAE
	WMAE
	EMAE
	MSE
	RMSE
	SDE

	
ANN
	5
	0.0261
	0.0237
	0.0231
	0.0227
	0.0224
	0.0098
	0.0989
	0.0221

	
	10
	0.0211
	0.0210
	0.0295
	0.0290
	0.0287
	0.0112
	0.1058
	0.0289

	
	15
	0.0239
	0.0225
	0.0221
	0.0217
	0.0214
	0.0102
	0.1009
	0.0213

	
LSTM
	5
	0.0230
	0.0231
	0.0249
	0.0248
	0.0247
	0.0125
	0.1118
	0.0248

	
	10
	0.0237
	0.0236
	0.0235
	0.0233
	0.0232
	0.0131
	0.1144
	0.0231

	
	15
	0.0246
	0.0244
	0.0243
	0.0239
	0.0237
	0.0125
	0.1118
	0.0238

	
RNN
	5
	0.0300
	0.0910
	0.0914
	0.0912
	0.0911
	0.0916
	0.3026
	0.1030

	
	10
	0.0279
	0.0913
	0.0912
	0.0910
	0.0911
	0.0279
	0.1670
	0.0911

	
	15
	0.1083
	0.0977
	0.0935
	0.0920
	0.0915
	0.0406
	0.2014
	0.0913

	
DLSTM-RNN
	5
	0.0150
	0.0145
	0.0146
	0.0140
	0.0141
	0.0021
	0.0447
	0.0143

	
	10
	0.0140
	0.0140
	0.0139
	0.0136
	0.0137
	0.0019
	0.0435
	0.0135

	
	15
	0.0142
	0.0141
	0.0140
	0.0139
	0.0140
	0.0020
	0.0447
	0.0138


[image: ]
Fig. 10 3D histogram graph for BEI of Sigmoid activation function with different epochs
Fig. 10 displays the basic error index of the Sigmoid activation function for various epoch values. In comparison to the RNN model, the ANN and LSTM models have lower error rates. In the basic RNN training model, back-propagation is included. So, at epoch 15, the over-fitting issue has appeared. Compared to the other models, the RNN has a high error-index. 
The proposed DLSTM-RNN model states that they are subject to minimum error indexes, which are evaluated against various models. The proposed algorithm employs the dropout to lessen error output because the DLSTM for regression base cell develops a function over a predetermined period of time. In the evaluation, Epoch 10, in particular, yields positive results for the proposed model. Fig. 11 presents the proposed model graph for the Sigmoid activation function with 10 epoch.
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Fig.11 DLSTM-RNN model of Sigmoid activation function with 10 epoch

4.2.1.2. Evaluation of BEI using ReLU activation function
In Table 5, the BEI for ReLU activation function at various epochs is displayed. In particular, Fig. 12 shows the BEI of the ReLU activation function at various epoch values.
Table 5 Comparison of BEI indices: ReLU activation function
	Model
	Epoch/
Error
	MAPE
(%)
	MAE
	NMAE
	WMAE
	EMAE
	MSE
	RMSE
	SDE

	
ANN
	5
	0.0225
	0.0228
	0.0221
	0.0220
	0.0218
	0.0058
	0.0761
	0.0216

	
	10
	0.0212
	0.0212
	0.0211
	0.0212
	0.0210
	0.0055
	0.0741
	0.0210

	
	15
	0.0293
	0.0285
	0.0280
	0.0282
	0.0279
	0.0066
	0.0812
	0.0211

	
LSTM
	5
	0.0228
	0.0228
	0.0227
	0.0226
	0.0227
	0.0055
	0.0741
	0.0228

	
	10
	0.0227
	0.0242
	0.0247
	0.0228
	0.0227
	0.0056
	0.0748
	0.0227

	
	15
	0.0227
	0.0226
	0.0227
	0.0229
	0.0228
	0.0054
	0.0734
	0.0226

	
RNN
	5
	0.0351
	0.0290
	0.0273
	0.0282
	0.0259
	0.0050
	0.0707
	0.0248

	
	10
	0.0288
	0.0257
	0.0247
	0.0237
	0.0243
	0.0057
	0.0754
	0.0230

	
	15
	0.0215
	0.0191
	0.0202
	0.0195
	0.0191
	0.0048
	0.0692
	0.0190

	DLSTM-RNN
	5
	0.0154
	0.0154
	0.0154
	0.0155
	0.0157
	0.0022
	0.0469
	0.0155

	
	10
	0.0152
	0.0153
	0.0156
	0.0151
	0.0152
	0.0019
	0.0435
	0.0154

	
	15
	0.0149
	0.0151
	0.0152
	0.0156
	0.0155
	0.0021
	0.0458
	0.0153


[image: ]
Fig.12 3D histogram graph for BEI of ReLU activation function with different epochs
The existing model is equally trained and provides normal error values. However, the over-fitting issue is present in the existing model and affects the RMSE error at the ReLU activation function. The proposed model can be trained with different epoch values and perform well because DLSTM lessens the over-fitting problem. In that, 15 epochs are effectively trained. However, MAPE is not enclosed with a minimum error in the 15th epoch. Most of the other error indexes correspond to the lowest error values. Therefore, 15 epochs have been selected as the ideal training period for the proposed algorithm. Fig. 13 displays the DLSTM-RNN model of the ReLU activation function for 15 epochs.
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Fig.13 DLSTM-RNN model of ReLU activation function with 15 epoch

4.2.1.3. Evaluation of BEI using tanh activation function
The proposed and existing models for the tanh activation function are expressed in Table 6 with various epoch values. Fig. 14 specifically displays the basic error index for the tanh activation function for various epoch values.
Table 6 Comparison of BEI indices: tanh activation function
	Model
	Epoch/
Error
	MAPE
(%)
	MAE
	NMAE
	WMAE
	EMAE
	MSE
	RMSE
	SDE

	
ANN
	5
	0.0251
	0.0248
	0.0246
	0.0245
	0.0244
	0.0069
	0.0830
	0.0243

	
	10
	0.0242
	0.0241
	0.0240
	0.0241
	0.0240
	0.0046
	0.0678
	0.0211

	
	15
	0.0221
	0.0218
	0.0219
	0.0217
	0.0218
	0.0041
	0.0640
	0.0211

	
LSTM
	5
	0.0229
	0.0228
	0.0229
	0.0228
	0.0228
	0.0054
	0.0734
	0.0226

	
	10
	0.0228
	0.0227
	0.0228
	0.0227
	0.0226
	0.0057
	0.0754
	0.0212

	
	15
	0.0230
	0.0227
	0.0224
	0.0225
	0.0228
	0.0055
	0.0741
	0.0227

	
RNN
	5
	0.0256
	0.0274
	0.0266
	0.0247
	0.0259
	0.0035
	0.0591
	0.0249

	
	10
	0.0693
	0.0216
	20.1444
	22.9026
	20.7426
	0.0213
	0.1459
	19.0378

	
	15
	0.0245
	0.0231
	0.0238
	0.0228
	0.0219
	0.0032
	0.0565
	0.0230

	DLSTM-RNN
	5
	0.0171
	0.0169
	0.0174
	0.0170
	0.0172
	0.0023
	0.0479
	0.0171

	
	10
	0.0167
	0.0168
	0.0169
	0.0168
	0.0169
	0.0022
	0.0469
	0.0167

	
	15
	0.0165
	0.0166
	0.0167
	0.0169
	0.0170
	0.0021
	0.0458
	0.0166


[image: ]
Fig.14 3D histogram graph for BEI of tanh activation function with different epochs
The tanh activation models using ANN and LSTM work as expected. However, because the RNN models explode during the training process due to over-fitting, epoch 10 in the RNN model dramatically increases the error values. This value therefore carries a higher risk for training. Training continues as normal since the threshold length of the proposed model is less sensitive than that of the other existing models. The proposed model's 15 epochs perform well. However, when compared to the other two activation functions, the tanh activation function does not perform as well as predicted. The DLSTM-RNN model of the tanh activation function for 15 epoch is shown in Fig. 15.
[image: ]
Fig.15 DLSTM-RNN model of tanh activation function with 15 epoch

4.3. BEI: Comparison of activation functions
The DLSTM-RNN model's BEI comparison is shown in Fig. 16 (a). The BEI is made up of the MAPE, MAE, EMAE, WMAE, NMAE, RMSE, SDE, and MSE. They receive training with various epoch values (5, 10, and 15) and different activation functions (Sigmoid, ReLU, and tanh). In particular, the best result in this research work is the Sigmoid activation function with 10 epochs of the basic error index for the proposed algorithm, as shown in Fig. 16(b). This is because, when compared to other training functions, the over-fitting issue is significantly reduced, and the prediction accuracy is increased.
[image: D:\third\outputs\downloadBEI.png][image: D:\third\outputs\download_BEI.png]
(a)				(b)
Fig.16 Basic error-index comparison (a) DLSTM-RNN model for different activation function with different epoch (b) DLSTM-RNN model for Sigmoid activation function with 10 epoch

4.4. Investigating promoting percentage error indexes (PPEI) 
The promoting percentage error index (PPEI) highlights the promoting mean absolute percentage error (PMAPE), promoting root mean square error (PRMSE), and promoting standard deviation error (PSDE) [36, 38,39]. The main focus of the error index is on different combinations that can improve the accuracy of the prediction result. The output of the BEI, which is covered in section 3.3, is used to execute these error indexes. The execution is based on the various combinations like: ANN, LSTM, and RNN versus the proposed DLSTM-RNN model. This PPEI is computed using Eq. 2, 8, and 10, which are given in Section 2. The PPEI is investigated in this work using various activation functions (Sigmoid, ReLU, and tanh) with various epoch values (5, 10 and 15).

4.4.1. Evaluation of PPEI using Sigmoid activation function
Firstly, the Sigmoid activation function is trained with 5 epoch values to show the various combinations based on the existing models versus the proposed model. The PMAPE, PRMSE, and PSDE values for the ANN versus DLSTM-RNN model are 0.4252%, 0.5480%, and 0.3529%, respectively. For the LSTM versus DLSTM-RNN models, the PMAPE, PRMSE, and PSDE values are 0.3478%, 0.6001%, and 0.4233%, respectively. The RNN versus DLSTM-RNN model yields results for PMAPE of 0.5%, PRMSE of 0.8522%, and PSDE of 0.8611%, respectively. The Sigmoid activation function is then trained over a period of 10 epochs. The values of 0.3364% (PMAPE), 0.5888% (PRMSE), and 0.5328% (PSDE), respectively, are determined by the ANN versus DLSTM-RNN model. The PMAPE, PRMSE, and PSDE values for the LSTM and DLSTM-RNN models are 0.4092%, 0.6197%, and 0.4155%, respectively. The values for the RNN and DLSTM-RNN models are 0.4982%(PMAPE), 0.7395% (PRMSE), and 0.8518% (PSDE), respectively. Finally, 15 epoch are used to train the Sigmoid activation function. The PMAPE, PRMSE, and PSDE values are specified by the ANN versus DLSTM-RNN model as 0.4058%, 0.5569%, and 0.3521%, respectively. The PMAPE, PRMSE, and PSDE values for the LSTM verses DLSTM-RNN models are 0.4308%, 0.6001%, and 0.4201%, respectively. The PMAPE, PRMSE, and PSDE values obtained from the RNN versus DLSTM-RNN model are 0.8707%, 0.7780%, and 0.8488%, respectively.
As shown in Table 7, the proposed model is performed and compared one to one against the existing model using the Sigmoid activation function with three different epoch values. Relevantly, the LSTM versus DLSTM-RNN combination outperforms the other representative model in terms of Sigmoid activation of 10 epoch. In the ANN versus DLSTM-RNN and RNN versus DLSTM-RNN combinations, there were a disproportionately large number of error values. A 3D ribbon graph with various epoch values is shown in Fig.17 for the PPEI of the Sigmoid activation function.
Table 7 Comparison of PPEI indices: Sigmoid activation function
	Model
	Epoch/
Error
	PMAPE %
	PRMSE %
	PSDE %

	
ANN versus
DLSTM-RNN
	5
	0.4252
	0.5480
	0.3529

	
	10
	0.3364
	0.5888
	0.5328

	
	15
	0.4058
	0.5569
	0.3521

	
LSTM versus
DLSTM-RNN
	5
	0.3478
	0.6001
	0.4233

	
	10
	0.2675
	0.3779
	0.2122

	
	15
	0.4308
	0.6001
	0.4201

	RNN versus
DLSTM-RNN
	5
	0.5000
	0.8522
	0.8611

	
	10
	0.4982
	0.7395
	0.8518

	
	15
	0.8707
	0.7780
	0.8488
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Fig.17 3D ribbon graph for PPEI of Sigmoid activation function with different epochs

4.4.2. Evaluation of PPEI using ReLU activation function
The PPEI of the ReLU activation function for various epoch values is shown in Table 8. The ReLU activation function trained with 5 epochs for different model combinations is exposed to the error indexes of PMAE, PRMSE, and PSDE. The PMAPE, PRMSE, and PSDE values obtained from the ANN versus DLSTM-RNN model are 0.3155%, 0.3834%, and 0.2817%, respectively. The values of the LSTM versus DLSTM-RNN models are 0.3245% (PMAPE), 0.3668% (PRMSE), and 0.3194% (PSDE), respectively. The PMAPE, PRMSE, and PSDE values for the RNN versus (DLSTM-RNN) model are 0.5612%, 0.3363%, and 0.3742%, respectively. Then, using 10 epoch values, the ReLU activation function is trained. The PMAPE, PRMSE, and PSDE values for the ANN versus DLSTM-RNN model are 0.2823, 0.4126, and 0.2655, respectively. The results of the LSTM versus DLSTM-RNN model are 0.3296% (PMAPE), 0.4182% (PRMSE), and 0.3215% (PSDE), respectively. The RNN versus DLSTM-RNN model has error values of 0.4714% (PMAPE), 0.4225% (PRMSE), and 0.3304% (PSDE), respectively. The ReLU activation function is then trained over 15 epochs. The values of 0.4914% (PMAPE), 0.4642% (PRMSE), and 0.2748% (PSDE), respectively, are evaluated by the ANN versus DLSTM-RNN model. The results of the LSTM versus DLSTM-RNN model are 0.3436% (PMAPE), 0.4073% (PRMSE), and 0.3230% (PSDE), respectively. RNN versus DLSTM-RNN models, respectively, have PMAPE values of 0.3069%, PRMSE values of 0.3713%, and PSDE values of 0.1947%.
As previously mentioned, the analysis of the ReLU activation function with various epoch values is done. In particular, the combination of the LSTM versus DLSTM-RNN model performs well in the 10 epoch for ReLU activation function trainees when compared to other incorporated models. The error values specified by the ANN versus DLSTM-RNN and RNN versus DLSTM-RNN differ significantly.  A 3D ribbon graph of the ReLU activation function for PPEI is shown in Fig. 18 with various epoch values.
Table 8 Comparison of PPEI indices: ReLU activation function
	Model
	Epoch/
Error
	PMAPE %
	PRMSE %
	PSDE %

	
ANN versus
DLSTM-RNN
	5
	0.3155
	0.3834
	0.2817

	
	10
	0.2823
	0.4126
	0.2655

	
	15
	0.4914
	0.4642
	0.2748

	
LSTM versus
DLSTM-RNN
	5
	0.3245
	0.3668
	0.3194

	
	10
	0.3296
	0.4182
	0.3215

	
	15
	0.3436
	0.4073
	0.3230

	
RNN versus
DLSTM-RNN
	5
	0.5612
	0.3363
	0.3742

	
	10
	0.4717
	0.4225
	0.3304

	
	15
	0.3069
	0.3713
	0.1947
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Fig.18 3D ribbon graph for PPEI index of ReLU activation function with different epoch

4.4.3. Evaluation of PPEI using tanh activation function
The tanh activation function is displayed in Table 9 along with various epoch values. The tanh activation function is first trained over five epochs. The values of 0.3187% (PMAPE), 0.4228% (PRMSE), and 0.2962% (PSDE), respectively, are determined by the ANN versus DLSTM-RNN model. The PMAPE, PRMSE, and PSDE values for the LSTM versus DLSTM-RNN models are 0.2433%, 0.3474%, and 0.2532%, respectively. RNN versus DLSTM-RNN models, respectively, have PMAPE values of 0.3320%, PRMSE values of 0.1895%, and PSDE values of 0.3132%. The tanh activation function is then trained over a period of 10 epochs. The values specified by the ANN versus DLSTM-RNN model are 0.3099% (PMAPE), 0.3082% (PRMSE), and 0.2085% (PSDE), respectively. The PMAPE, PRMSE, and PSDE values for the LSTM versus DLSTM-RNN models are 0.2122%, 0.3779%, and 0.2675%, respectively. The PMAPE, PRMSE, and PSDE values for the RNN versus DLSTM-RNN models are, respectively, 0.7590%, 0.6785%, and 0.9991%. Finally, 15 epoch are used to train the tanh activation function. Values of 0.2533% (PMAPE), 0.2843% (PRMSE), and 0.2132% (PSDE), respectively, are determined by the ANN versus DLSTM-RNN model. The PMAPE, PRMSE, and PSDE values for the LSTM versus DLSTM-RNN models are 0.2826, 0.3819, and 0.2687, respectively. The PMAPE, PRMSE, and PSDE values for the RNN versus DLSTM-RNN models are 0.3265%, 0.1839%, and 0.2782%, respectively.
When executing the 15 epoch, the LSTM and DLSTM-RNN combination outperforms the other combinatorial models. A small number of incorrect values are present in the ANN versus DLSTM-RNN and RNN versus DLSTM-RNN comparisons. A 3D ribbon graph with various epoch values is shown in Fig. 19 for the PPEI of the tanh activation function.
Table 9 Comparison of PPEI indices: tanh activation function
	Model
	Epoch/
Error
	PMAPE %
	PRMSE %
	PSDE %

	
ANN versus DLSTM-RNN
	5
	0.3187
	0.4228
	0.2962

	
	10
	0.3099
	0.3082
	0.2085

	
	15
	0.2533
	0.2843
	0.2132

	
LSTM versus DLSTM-RNN
	5
	0.2532
	0.3474
	0.2433

	
	10
	0.4092
	0.6197
	0.4155

	
	15
	0.2826
	0.3819
	0.2687

	
RNN versus DLSTM-RNN
	5
	0.3320
	0.1895
	0.3132

	
	10
	0.7590
	0.6785
	0.9991

	
	15
	0.3265
	0.1839
	0.2782
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Fig.19 3D ribbon graph for PPEI of tanh activation function with different epochs

4.4.4. PPEI: Comparison of activation functions
Fig. 20. (a) displays the promotion percentage of error indexes (PPEI) following testing of the various model combinations using three distinct activation functions with varying epoch values. In this situation, the LSTM versus DLSTM-RNN combination performed better than the LSTM because it can address the over-fitting problem, which ANN and RNN models cannot. The Sigmoid, ReLU, and tanh activation functions are used to evaluate the three different PPEI indexes (PMAPE, PRMSE, and PSDE). When compared to the Sigmoid and ReLU functions, it is determined that the tanh activation function is not a useful model for the prediction. Due to issues with over-fitting, the data set collapsed during training. The data set trained using the Sigmoid function predicts the solar output power more precisely than the ReLU function, as shown in Fig. 20.(b).
[image: D:\third\outputs\downloadPPEI.png][image: D:\third\outputs\download_PPEI.png]

(a)							(b)
Fig.20 PPEI comparison (a)DLSTM-RNN model for different activation function with different epoch (b) DLSTM-RNN model for Sigmoid activation function with 10 epoch

4.5. Output variations
The difference in output between actual and predicted values is depicted in Fig. 21.(a). The variation developed as a result of the execution of the real dataset values in various models. The proposed model performs well, while the existing models are unable to predict outcomes with any degree of accuracy.
The accuracy of the existing model and the proposed model are displayed in Fig. 21.(b). Due to the over-fitting issue, the existing algorithms show a wide deviation. So, the accuracy of the prediction outcome is affected. The proposed DLSTM-RNN model has an accuracy of 98% compared to the ANN model's variance of 83%, the LSTM model's correlation of 95%, the RNN model's variation of 90%, and the model's accuracy of 95% for the LSTM model. It is evident that the proposed model only contains a small deviation because the over-fitting issue is not significantly worse here. Therefore, when compared to other models, the DLSTM-RNN model has high prediction accuracy.
[image: ][image: ]
(a)				(b)
Fig.21 (a) Difference between actual and prediction values (b) Accuracy between existing and proposed model

4.6. Comparison of results with existing articles
Table 10 contrasts the proposed DLSTM-RNN model with earlier studies that are mentioned in the literature with regard to different error indexes. In order to increase accuracy, the long-term prediction method is used in this work for training and testing across millions of data sets. Furthermore, over-fitting is prevented by the characteristics of the hybrid DLSTM-RNN model. Because of this, the proposed DLSTM-RNN model outperforms the other models, and as a result, the DLSTM-RNN model's solar output power prediction accuracy is high.
[bookmark: _heading=h.30j0zll]Table 10 Error index comparison with previous research works
	Model
	MAPE (%)
	MAE
	PMAE
	PRMSE
	PMAPE
	PSDE
	MSE
	RMSE
	MBE
	SDE
	CoR
	PCoR
	R2
	NMAE
	WMAE
	EMAE

	LSTM-RNN [34]
	-
	4.66%
	-
	-
	-
	-
	-
	8.83%
	-
	-
	92.38%
	-
	-
	-
	-
	-

	PC-LSTM[43]
	-
	0.0295
	-
	-
	-
	-
	0.0426
	-
	-
	-
	--
	-
	0.910
	-
	-
	-

	ANN-fuzzy logic [27]
	-
	46.3%
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	DRNN-LSTM[42]
	7.43%
	2.365
	-
	-
	-
	-
	-
	2.987
	-
	-
	-
	0.925
	-
	-
	-
	-

	LSTM [22]
	0.062
	0.327
	-
	-
	-
	-
	-
	0.709
	-
	0.689
	-
	-
	-
	-
	-
	-

	CNN [36]
	-
	0.328
	-
	-
	-
	-
	-
	0.341
	0.328
	-
	-
	-
	-
	-
	-
	-

	LSTM-CNN [23]
	0.042
	0.221
	24.830%
	10.390%
	25.000%
	6.204%
	-
	0.621
	-
	0.635
	-
	-
	-
	-
	-
	-

	ANN [13]
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	1% and 2%
	7% and 13%
	-

	DLSTM-RNN
	0.0140
	0.0140
	0.2675%
	0.3779%
	-
	0.2122%
	0.0019
	0.0435
	-
	0.0135
	-
	-
	-
	0.0139
	0.0136
	0.0137



5. CONCLUSION
In this study, a new DLSTM-RNN model is used to predict the solar output power using data across almost 4 years. The supremacy of the proposed model is demonstrated by comparing its prediction to that of other models (ANN, LSTM, and RNN).  The performance is examined based on the various error indexes. The error indexes include the basic error indexes and promotion percentage error indexes. Both error indexes are assessed over 5, 10, and 15 epochs using various activation functions (Sigmoid, ReLU, and tanh). As can be seen from the results, the proposed DLSTM-RNN model performs well in terms of 98% accuracy, which is crucial for predicting the solar output power. The best results are obtained using the Sigmoid activation function in epoch 10 for both error indexes. Under various weather conditions, the proposed model also accurately predicts solar output power.  In future work, the proposed model might be run with fewer generation data points.
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NOMENCLATURE

	DL
	Deep learning

	KNN
	K-nearest neighbor

	DLSTM
	Deep long short term memory

	RNN
	Recurrent neural network

	ANN
	Artificial neural network

	LSTM
	Long short term memory

	BEI 
	Basic error index

	PPEI
	Promoting percentage error index

	PV
	Photovoltaic 

	ML
	Machine learning

	ARMA
	Auto-regression moving average

	ARIMA
	Auto-regression integrated moving average

	ARIMAX
	Auto-regression moving average model with exogenous input

	AI
	Artificial intelligence

	FL
	Fuzzy logic

	GA
	Genetic algorithm

	SVM
	Support vector machine

	DT/RF
	Decision trees and random forests

	SVR
	Support vector regression

	CNN
	Convolution neural network

	DNN
	Deep neural network

	GRU
	Gate recurrent unit

	AnEn
	Analog ensemble

	WT
	Wavelet transform

	TDNN
	Time-delay neural network

	PSO
	Partial swarm optimization

	NLAG
	Nonlinear autoregressive

	GAN
	Generative adversarial networks

	ELSTM
	Ensemble memory

	FFNN
	Feed forward neural network

	PVPG
	PV power generation

	MAE
	Mean absolute error

	RMSE
	Root mean square error

	CoR
	Correlation coefficient

	R2
	R-squared

	MAPE
	Mean absolute percentage error

	PCoR
	Pearson correlation coefficient

	SDE
	Standard deviation of error

	MBE
	Mean bias error

	PMAE
	Promoting percentage MAE

	PRMSE
	Promoting percentage RMSE

	PMAPE
	Promoting percentage MAPE

	PSDE
	Promoting percentage SDE

	NMAE
	Normalized MAE

	WMAE
	Weighted MAE

	EMAE
	Enveloped-weighted MAE

	Pc
	Actual solar output power

	Pp
	Predicted solar output power

	ExMAPE
	MAPE output from existing model

	PrMAPE
	MAPE output from proposed model

	n
	Total number of hours in a day

	ExRMSE
	RMSE output from existing model

	PrRMSE
	RMSE output from proposed model

	ExSDE
	SDE output from existing model

	PrSDE
	SDE output from proposed model

	Y
	Output value

	f
	Activation function

	W
	Weight parameter

	ds
	Input values with time step 

	k(s-1)
	Restructure of output values with time step 

	b
	Bias parameter

	Ys-1
	Updated output value 

	Xs
	Input value

	bc
	Updated bias parameter

	wc
	Updated weight parameter

	cs-1
	Previous values with time step 

	Nc
	New vector value 

	Nc
	New trained value 

	BPTT
	Back-propagation through time

	GPU
	Graphics processing unit

	Adam
	Adaptive moment estimation

	ReLU
	Rectified linear activation function

	tanh
	Hyperbolic tangent function

	dense
	Deeply connected neural network layer

	epoch
	European parallel operating system based on chorus
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