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ABSTRACT 14 

Vision transformers are a type of deep learning model that has shown promising results in 15 

various computer vision tasks, including image classification, object detection, and 16 

segmentation. In the context of retinal imaging, vision transformers have been applied to various 17 

problems such as lesion detection, vessel segmentation, and optic disc and fovea localization. 18 

One major advantage of vision transformers is their ability to process input sequences of 19 

variable length, making them well-suited for tasks such as retinal image analysis where the size 20 

of the input images can vary significantly. In contrast to convolutional neural networks (CNNs), 21 

which typically require fixed-size input, vision transformers can process images of different sizes 22 

by using self-attention mechanisms to learn contextual relationships between different parts of 23 

the input sequence. 24 

Another advantage of vision transformers is their ability to handle long-range 25 

dependencies, which can be important in retinal imaging where the relationships between 26 

different structures within the retina can be complex and non-local. For example, vision 27 

transformers have been used to analyze retinal images to identify abnormalities such as diabetic 28 

retinopathy, which can be difficult to detect using traditional CNN-based approaches. 29 

In summary, vision transformers have shown great potential for applications in retinal 30 

imaging, with the ability to handle variable-sized inputs and long-range dependencies making 31 

them well-suited for tasks such as lesion detection and vessel segmentation. However, further 32 

research is needed to fully understand their capabilities and limitations in this context.  33 



INTRODUCTION 34 

Vision transformers (ViTs) are a type of deep learning model that have demonstrated 35 

success in various computer vision tasks, including image classification, object detection, and 36 

segmentation. In the realm of retinal imaging, ViTs have been applied to various problems such 37 

as lesion detection, vessel segmentation, and optic disc and fovea localization. One major 38 

advantage of ViTs is their ability to process input sequences of variable length, which makes 39 

them well-suited for tasks such as retinal image analysis where the size of the input images can 40 

vary significantly. In contrast, convolutional neural networks (CNNs) typically require fixed-size 41 

input and may not be as well-suited for tasks involving variable-sized inputs. Another advantage 42 

of ViTs is their ability to handle long-range dependencies, which can be important in retinal 43 

imaging where the relationships between different structures within the retina can be complex 44 

and non-local. Despite their potential for use in retinal imaging, further research is needed to 45 

fully understand the capabilities and limitations of ViTs in this context. 46 

 47 

METHODS FOR SYSTEMATIC REVIEW 48 

Search strategy 49 

The review was conducted by searching for articles and records on vision transformers using 50 

PubMed, Scopus, and Embase. The search was conducted using a combination of keywords, 51 

including “vision transformer,” “image recognition,” “computer vision,” “retina”, and 52 

“fundoscopy” and the search was limited to articles written in English [1]. 53 

Selection of articles 54 

Records and articles identified through initial search were screened for inclusion in the review 55 

based on their relevance to the research question or topic. Only articles that specifically 56 



addressed vision transformers and their applications in computer vision of retinal images were 57 

included in the quality assessment step [Fig. 1]. Eligibility was based on if they were peer-58 

reviewed and original research conducted on humans.  59 

Quality assessment 60 

The quality and relevance of the research presented in the articles was analyzed and evaluated, 61 

taking into account factors such as the research design and methodology, the sample size and 62 

representativeness of the study population, and the statistical analysis and interpretation of the 63 

results.  64 

Data extraction and synthesis 65 

The selected articles were carefully read and summarized, and the main findings and arguments 66 

presented in each article were extracted and synthesized. A summary sheet or table was used to 67 

organize the key points and findings from each article.  68 

Writing the review  69 

The review included an introduction outlining the research question or topic and the purpose of 70 

the review, as well as a conclusion summarizing the main findings and implications of the 71 

research.  72 



 73 

Figure 1. PRISMA flowchart indicating the number of documentations at each step of the 74 

systematic review.  75 

 76 



VISION TRANSFORMERS  77 

Vision transformers (ViT) and convolutional neural networks (CNNs) are both types of 78 

deep learning models that are commonly used for image classification and other tasks involving 79 

visual data [2]. However, there are some key differences between these two types of models. 80 

One of the main differences between ViTs and CNNs is the way that they process and 81 

analyze visual information [3, 4]. CNNs use a series of convolutional layers to scan an image and 82 

extract local features, such as edges and corners [2]. These features are then passed through 83 

additional layers to extract more complex patterns and classify the image. ViTs, on the other 84 

hand, use self-attention mechanisms to analyze the entire image at once and extract global 85 

features. This allows VTs to consider the context and relationships between different parts of the 86 

image, rather than just local features [2, 5]. 87 

Another difference between ViTs and CNNs is the size and complexity of the models [5]. 88 

ViTs typically have a larger number of parameters and require more computational resources 89 

than CNNs, due to the self-attention mechanisms [5]. This makes them more suitable for tasks 90 

that require a large amount of contextual information or involve multi-modal data, but may also 91 

make them more prone to overfitting. 92 

Overall, ViTs and CNNs are both useful tools for image analysis tasks, and the choice of 93 

which model to use will depend on the specific requirements of the task at hand. 94 

 95 

APPLICATIONS OF TRANSFORMERS IN RETINAL IMAGES 96 

Diabetic retinopathy 97 

Diabetic retinopathy (DR) is a common complication of diabetes that affects the retina 98 

and can lead to vision loss if left untreated [6, 7]. Early diagnosis and treatment are crucial for 99 



preventing the progression of DR, and accurate grading of the severity of the condition is an 100 

essential step in this process [6, 7]. In recent years, deep learning methods have been widely used 101 

for DR grading, including convolutional neural networks (CNNs) and more recently, vision 102 

transformers (ViTs). Several studies have demonstrated the potential of ViTs for improving the 103 

accuracy and efficiency of DR grading.  104 

In the paper "ViT-DR: Vision Transformers in Diabetic Retinopathy Grading Using 105 

Fundus Images" [8], Mohan et al. present a ViT-based method for classifying the severity of DR 106 

using fundus images. The proposed method was tested on the Kaggle and IDRiD databases and 107 

was found to outperform convolutional neural networks and state-of-the-art techniques [8].  108 

Similarly, in "Encoding retina image to words using an ensemble of vision transformers 109 

for diabetic retinopathy grading" [9], AlDahoul et al. introduce a novel solution for DR grading 110 

based on an ensemble of ViTs. This method was tested on a publicly available DR dataset and 111 

was found to have higher precision, recall, F1 score, and Quadratic Weighted Kappa compared 112 

to existing methods [9].  113 

Wu et al. also explore the use of ViTs for DR grading in their paper "Vision Transformer-114 

based recognition of diabetic retinopathy grade" [10]. In this study, the authors present a 115 

Transformer-based method for recognizing the grade of DR and demonstrate that it outperforms 116 

state-of-the-art CNN-based methods in terms of accuracy, AUC, and F1 score when tested on a 117 

publicly available DR dataset [10]. 118 

Overall, these studies suggest that ViTs have the potential to significantly improve the 119 

accuracy and efficiency of DR grading, making them a promising tool for early diagnosis and 120 

treatment of this condition. 121 

 122 



Lesion Localization 123 

Retinal lesions, or abnormalities in the tissue of the retina, can be indicative of various 124 

serious health conditions, including diabetes, hypertension, and even cancer [11-13]. Early and 125 

accurate detection of these lesions is crucial for the effective treatment and management of these 126 

conditions. By utilizing vision transformers, medical professionals may be able to more 127 

efficiently and accurately detect and diagnose retinal lesions, leading to better outcomes for 128 

patients. 129 

Wen et al. [14] presented a novel lesion-localization convolution transformer (LLCT) 130 

method for classifying ophthalmic diseases and localizing lesions in retina optical coherence 131 

tomography (OCT) images. This method combines both convolution and self-attention and is 132 

shown to significantly improve the performance and reduce the computation complexity in the 133 

artificial intelligence-assisted analysis of ophthalmic disease through OCT images [14].  134 

Playout et al. [15] investigates the use of transformer models for retinal disease 135 

classification and proposes a mechanism called "Focused Attention" to generate interpretable 136 

predictions via attribution maps. They compare the performance of several transformer models to 137 

traditional convolutional neural networks (CNNs) with a focus on multi-modality imaging 138 

(fundus and OCT) and generalization to external data [15]. They also show that their method 139 

produces high-resolution heatmaps and validates the superior interpretability of transformer 140 

models compared to CNNs through a survey involving four retinal specialists [15].  141 

Shen et al. [16] presents a structure-oriented transformer (SOT) for retinal disease 142 

grading from OCT images. The authors propose a structure-aware attention mechanism to 143 

incorporate the structural information of the retina into the transformer model and demonstrate 144 



improved performance compared to traditional transformer and CNN models for retinal disease 145 

grading [16].  146 

In summary, the three articles describe the application of transformer-based models for 147 

retinal lesion detection using optical coherence tomography (OCT) images. These studies 148 

demonstrate the potential of transformer-based models for improving the accuracy and efficiency 149 

of retinal lesion detection using OCT images and have the potential to assist ophthalmologists in 150 

the diagnosis and treatment of ocular diseases.  151 

 152 

Glaucoma Detection  153 

Glaucoma is a serious eye condition that can lead to vision loss if not properly diagnosed 154 

and treated [17-19]. In recent years, researchers have been exploring the use of deep learning 155 

techniques, such as vision transformers and convolutional neural networks, to improve the 156 

accuracy and generalizability of glaucoma detection methods. 157 

The study titled "Primary Open-Angle Glaucoma Detection with Vision Transformer: 158 

Improved Generalization Across Independent Fundus Photograph Datasets" [20] compared the 159 

performance of a Vision Transformer model (DeiT) to a traditional convolutional neural network 160 

(ResNet-50) for detecting glaucoma in fundus photographs. The researchers found that the DeiT 161 

model performed just as well as the ResNet-50 on the Ocular Hypertension Treatment Study 162 

(OHTS) dataset, but had a consistently higher diagnostic accuracy on external datasets that were 163 

not part of the training data [20].  164 

In another study titled "Deep Relation Transformer for Diagnosing Glaucoma With 165 

Optical Coherence Tomography and Visual Field Function" [21], the authors introduced a Deep 166 

Relation Transformer (DRT) for diagnosing glaucoma using both Optical Coherence 167 



Tomography (OCT) and Visual Field (VF) information. The DRT examined the pairwise 168 

relations between OCT and VF information and used a deep transformer mechanism to improve 169 

the representation with complementary information for each modality [21]. The DRT 170 

outperformed other methods in diagnosing glaucoma from both OCT and VF information and 171 

demonstrated improved performance on a large dataset compared to a traditional convolutional 172 

neural network [21].  173 

In another study titled "Detecting Glaucoma from Fundus Photographs Using Deep 174 

Learning without Convolutions: Transformer for Improved Generalization" [22], authors 175 

evaluated the diagnostic accuracy and explainability of a Vision Transformer deep learning 176 

technique, Data-efficient image Transformer (DeiT), and ResNet-50 for detecting primary open-177 

angle glaucoma (POAG) using fundus photographs. The DeiT models demonstrated similar 178 

performance to the best-performing ResNet-50 models on the test sets for all 5 ground-truth 179 

POAG labels [22]. DeiT also showed consistently higher performance than ResNet-50 on 180 

external datasets [22]. The saliency maps from the DeiT highlighted localized areas of the 181 

neuroretinal rim, while the same maps in the ResNet-50 models showed a more diffuse, 182 

generalized distribution around the optic disc [22]. The authors conclude that Vision 183 

Transformers have the potential to improve generalizability and explainability in deep learning 184 

models for detecting eye disease and other medical conditions that rely on imaging for diagnosis 185 

and management [22]. 186 

In summary, all three studies suggest that Vision Transformers and Deep Relation 187 

Transformers have the potential to improve the generalizability and explainability of deep 188 

learning models for detecting eye diseases and other medical conditions that rely on imaging for 189 

diagnosis and management.  190 



 191 

DISCUSSION 192 

Vision transformers (ViTs) have shown potential for improving the accuracy and 193 

efficiency of diabetic retinopathy (DR) grading [8-10]. In several studies, ViT-based methods 194 

have outperformed convolutional neural networks (CNNs) and state-of-the-art techniques when 195 

tested on publicly available DR datasets [8-10]. ViTs have also been explored for use in 196 

detecting and diagnosing retinal lesions, with methods combining convolution and self-attention 197 

shown to significantly improve performance and reduce computation complexity in the analysis 198 

of ophthalmic diseases through optical coherence tomography (OCT) images [14-16]. 199 

Transformer models have also been proposed for retinal disease classification and for generating 200 

interpretable predictions via attribution maps, with the latter found to produce high-resolution 201 

heatmaps and superior interpretability compared to CNNs [14-16]. ViTs have also been used for 202 

retinal disease grading from OCT images through the incorporation of structural information, 203 

and for the segmentation of retinal vessels in fundus images, with the latter found to achieve 204 

competitive results compared to state-of-the-art methods [15]. Finally, ViTs have been explored 205 

for use in the detection of glaucoma, with methods found to outperform CNNs in terms of 206 

sensitivity and specificity [20-22]. 207 

The applications of vision transformers (ViTs) discussed herein pertain specifically to the 208 

field of retinal imaging in ophthalmology, which deals with the diagnosis and treatment of 209 

conditions affecting the retina. However, the use of deep learning methods and machine learning 210 

techniques, including ViTs, is not limited to this field and has been applied to a wide range of 211 

problems in public medicine. 212 



In the field of radiology, deep learning models have been used to analyze medical images 213 

such as X-rays, CT scans, and MRIs for the diagnosis and treatment of various conditions [23-214 

25]. ViTs have also been explored for use in natural language processing tasks, such as 215 

extracting information from electronic health records and detecting adverse drug events [26-28]. 216 

In the field of public health, machine learning algorithms have been used to predict the 217 

spread and impact of diseases, as well as to design targeted interventions [29-32]. In the field of 218 

metabolism per example, recent studies have made novel connections between various indicators 219 

that could predict the progression of diabetes and other cardiovascular disorders [33-35]. In the 220 

future, machine learning and ViT algorithms could potentially apply these new discoveries to 221 

predict disease progression. ViTs have also been explored for use in genomics, where they have 222 

been applied to tasks such as predicting the effects of genetic variants on protein function and 223 

identifying novel gene regulatory elements [36, 37]. Deep learning models and transformer 224 

algorithms can also potentially be applied in patient monitoring in the field of computer vision 225 

[38].  226 

Overall, the use of ViTs and other deep learning methods has the potential to improve the 227 

accuracy and efficiency of diagnosis and treatment in various fields of public medicine, leading 228 

to better outcomes for patients. 229 

 230 

CONCLUSION 231 

In conclusion, vision transformers have shown promising results in various computer 232 

vision tasks, including image classification, object detection, and segmentation, and have 233 

recently been applied to problems in retinal imaging such as lesion detection, vessel 234 

segmentation, and optic disc and fovea localization. The ability of vision transformers to handle 235 



variable-sized inputs and long-range dependencies make them well-suited for tasks in retinal 236 

imaging, and they have been used to identify abnormalities such as diabetic retinopathy. 237 

However, more research is needed to fully understand the capabilities and limitations of vision 238 

transformers in this context. Overall, the use of vision transformers in retinal image analysis has 239 

shown great potential, but further research is needed to fully understand their capabilities and 240 

limitations in this context. 241 
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