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Abstract：Dynamically optimizing the time quality cost of the manufacturing process is an NP problem. This paper proposes a three-layer workflow scheduling model optimization algorithm Three-WSOA for this hot issue. The algorithm first establishes a three-layer isomorphic workflow decision-making model based on the partial order relationship of the manufacturing process, and secondly calculates the degree of freedom of each layer position node according to the proposed recognition rules, and then uses the serial reduction algorithm to process it from back to front to calculate the optimal configuration solution for each layer. Finally, forward scheduling is used to complete the multi-objective optimization of the entire three-layer workflow model. Simulation comparison found that the optimization algorithm can indeed achieve a dynamic balance between production quality and cost within a limited time, and it has a significant optimization effect compared to the traditional single-objective optimization algorithm. Therefore, the algorithm has certain feasibility and effectiveness.
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1  Introduction
With the introduction of the "Made in China 2025" program, there is a higher demand for product quality in processing and manufacturing industries, which is based on solving the multi-objective dynamic optimization of manufacturing processes. Production time, product quality and cost are important parameters for process optimization, and it is an NP problem to dynamically balance these parameters to optimize the process [1]. If this challenge can be solved effectively, it will directly improve the competitiveness of processing and manufacturing products. Therefore, it is both theoretical and practical to study the optimal scheduling of machining and manufacturing process time, quality and cost [2]. Accurate modeling of machining processes and their quantification are the key to optimal scheduling, and scientific workflow technology has unique advantages here. The study of how to use scientific workflow technology to achieve multi-objective optimal scheduling of manufacturing processes is a hot issue and of great practical importance.

In recent years, the use of workflow technology to optimize manufacturing processes has been the subject of a great deal of research by domestic and international scholars. Haidri RA[3] at al. proposed a scheduling strategy for workflow tasks / applications, which optimized the total execution time and economic cost, and met the deadline and priority constraints in the workflow. Duro-Royo Jorge [4] et al. proposed a seamless computational workflow model for solving the problem of optimal combination of homogeneous components in the manufacturing materials industry, which enables seamless optimal scheduling of homogeneous component combination processes by preferring local, regional and global specific metadata. Zhou Guangyu [5] et al. established a workflow abstraction model and bound the important services in the model with quality attributes by analyzing the characteristics of service model, service discovery, service binding and service invocation stages of cloud manufacturing process, and completed the model optimization thus solving the problems of building and optimal scheduling of cloud manufacturing process. Kianpisheh S [6] et al. combined constrained workflow with ant colony algorithm to accomplish optimal scheduling of cloud manufacturing process by defining duration and cost factor variables. Lucas Silva André [7] et al. established an event-based process workflow model through the relationship between the upper and lower levels of the process, and completed the problem of optimal scheduling of the manufacturing system through the proposed related formulations. Lee Jeonghoon [8] et al. designed a workflow model of the factory line process and accomplished process optimization by iteration of the dependency structure matrix (DSM) to reduce the time of the factory manufacturing phase. Hof Lucas A. [9] et al. proposed a prototyping workflow model for solving the quality problem of glass manufacturing additive manufacturing, which effectively accomplished the problem of optimal scheduling of the glass manufacturing additive manufacturing process through quantitative and qualitative analysis methods. Stender ME [10] et al. proposed a finite element analysis workflow model for solving the problem of manufacturing process quality improvement under different conditions, which can accomplish the problem of optimal scheduling of manufacturing process time quality under the influence of thermal conditions. Jo JB[11] et al. proposed a network modeling technique to describe complex scheduling problems in manufacturing systems by combining network modeling with multi-segment evolutionary algorithms to achieve automatic scheduling in manufacturing systems. Mingwei Wang [12] et al. proposed a demand-oriented scientific workflow allocation model for cloud manufacturing processes, which dynamically balances the multi-objective parameters of cloud manufacturing processes by establishing time-to-service constraints. Shuai Zhang [13] et al. constructed a cloud workflow simulation model and completed the optimal scheduling of cloud manufacturing process for complex products by the proposed optimal resource selection algorithm through the analysis of important parameters such as time, quality and cost in the cloud manufacturing process. Liang He-lan [14] et al. proposed the integration of workflow and genetic ant colony algorithm for the dynamic optimization of manufacturing resources, which is a concern in industry, and better solved the multi-objective optimal scheduling of manufacturing processes by establishing a hybrid workflow model under timing constraints with the dynamic balance of time and cost as the optimization objective. Zhang Xi [15] et al. proposed a fuzzy Petri net workflow model using artificial intelligence theory to optimize the resource rescheduling of manufacturing processes in uncertain environments in manufacturing shops to achieve a dynamic balance of time and cost. Zhuang Cunbo [16] et al. applied the workflow technology to the dynamic optimization process of field data during the assembly of complex products. They selected the optimal service and reorganized the manufacturing resources according to the different assembly processes thus completing the optimal monitoring of complex product assembly.
The above research results are of theoretical and practical significance for solving the optimal scheduling of manufacturing processes in terms of binary parameters such as time quality or time cost. However, there are many parameters and constraints involved in manufacturing process optimization, and only a more comprehensive consideration of them will lead to a more accurate decision solution. In this paper, based on the previous research on how to optimize manufacturing process time and quality [17][18], a three-layer workflow scheduling model optimization algorithm Three-WSOA is proposed with the addition of manufacturing cost as a parameter, which is characterized by the establishment of abstract node layer, manufacturing process workflow model layer and manufacturing process workflow graph layer and their mapping isomorphic transformation so as to realize the time, quality and cost of manufacturing process It provides a decision basis and feasible process improvement solutions for manufacturing enterprises. Compared with the traditional single-objective optimization scheduling algorithm, this algorithm has higher optimization scheduling efficiency and implementation advantages.
2  Problem descriptions
2.1  Related definitions of workflow
Processing workflow technology is the key technology to realize the Petri net model, and it is also very scientific and precise to apply this technology to the optimal scheduling of manufacturing processes, so its relevant definition should reflect both the inheritance of the Petri net model definition and the uniqueness of the processing and manufacturing process itself.
Definition 1: Petri net model. The model can be formalized as a seven-tuple, denoted as PG(P,T,L,Q,B0,E0), where: PG is the name of the Petri net model; P is the set consisting of all location nodes in the model, denoted as P=(p0,p1,…,pn), n>=0. T is the set consisting of all transition nodes in the model, denoted as T=(t0,t1,…,tm), m>=0. L is the set of all directed edges in the model, denoted as L=(l0,l1,…,ly), y>=0; Q is the set of quantified weight values of the transition conditions between all nodes in the model, denoted as Q=(q0,q1,…,qz), z>=0; B0 is the set of Petri net model initial state nodes; E0 is the set of Petri net model end state nodes.
Definition 2: Manufacturing process workflow model. The model can be formalized as a five-tuple MPWFM(PG,H,C,W), where: MPWFM is the model name; PG is the corresponding original Petri net model; H is the set of times used to complete each node, which can be expressed as H=(h1,h2... .hi... .hn); C is the set of costs used to complete each node, which can be expressed as C=(c1,c2.... .ci... .cn); W is the set of production quality achieved by completing each node, which can be expressed as W=(w1,w2.... .wi... .wn); n is the number of nodes in PG; in the specific product manufacturing process, any component hi, ci, wi in the set H, C, W is still a set and satisfies certain constraints, i.e., the time, cost and production quality used to complete node ni is an optional set, but satisfies the requirement of higher cost and production quality constraints the longer the time.

Definition 3: Manufacturing process workflow graph, a directed graph DG that can be formalized as a triple MPWFG (MPWFM,E), where: MPWFG is the name of the manufacturing process workflow graph. MPWFM is its corresponding manufacturing process workflow model; E is the set of directed edges, which can be expressed as E=(e1,e2.... .ei... .em), m is the number of edges, and the set E points out the partial order relationship between the task nodes in the model MPWFM.
Definition 4: The rank O of the manufacturing process workflow diagram processing nodes is the set of the number of transition nodes that trigger each position node, which can be expressed as O=(o1,o2... .oi... .on), where: n is the number of position nodes.
Definition 5: Manufacturing process three-layer workflow, is a decision-optimized scheduling process graph composed of manufacturing resource collection and model MPWFM and workflow graph MPWFG, which can be formalized as a five-tuple Three-WFG(Re,Map, MPWFM, MPWFG), where: Three-WFG is the name of manufacturing process three-layer workflow; Re is a manufacturing resource collection composed of collection P and collection T; MPWFM is the manufacturing process workflow model; MPWFG is the manufacturing process workflow graph; Map is the set of mapping relations from the manufacturing resource set to the model MPWFM, which can be expressed as Map=(map1, map2... mapi... ,mapn+m).

Definition 6 Manufacturing process limit vector R, is a manufacturing process end product achieved by the indicators to meet a certain requirement, can be expressed as R = (rh,rc,rw), where: rh is the production duration limit, that is, to complete the production of the product can not exceed the time; rc is the production cost limit, that is, to complete the production of the product can not exceed the total cost; rw is the production quality limit, that is, the quality that cannot be lower than the finished product production. In the manufacturing process restriction vector R, there is a certain constraint relationship among the component parameters. Usually, the longer the duration rh, the higher the cost rc, and the higher the production quality rw.

2.2  Three-WFG scheduling model identification rule analysis
The workflow model MPWFM mainly describes the static characteristics of the manufacturing process, reflecting the parameters generated in the production process; the workflow graph MPWFG mainly describes the dynamic characteristics of the manufacturing process, reflecting the transformation process between the parameters in the production process. Therefore, the manufacturing process three-layer workflow Three-WFG should follow certain constraints and identification rules, as described below.
1. Processing node degrees of freedom identification rules. Processing node degrees of freedom can be formalized as a triad NDi[IMHi,ALHi], where: NDi is the name of the degree of freedom, which is an interval value indicating the optional execution time period of processing node ni; IMHi is the earliest optional time when processing node ni can start execution; ALHi is the latest optional time when processing node ni can start execution; the values of IMHi and ALHi The workflow graph MPWFG will be identified and calculated according to Equation 1.
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2. Production parameter constraint identification rules. The cumulative time, cumulative cost and cumulative production quality corresponding to any node ni in the workflow graph MPWFG after execution must meet certain commercial requirements before subsequent work can be performed, so the cumulative production parameters of each node ni will be identified and calculated according to Equation 2.
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In Equation 2: AH is the cumulative production time of node ni; AC is the cumulative production cost of node ni; AW is the cumulative production quality of node ni; rh, rc and rw are the duration limitation component, cost limitation component and quality limitation component of the restriction vector R, respectively; ρnk is the selection probability of the trigger condition of node ni and belongs to the interval [0, 1].
The three-level workflow scheduling of manufacturing process requires each index to be within the restriction vector R, with the production parameters constraint identification rules as the target, and with the help of processing node freedom identification rules in order to achieve the overall optimal production quality and lower processing cost.
2.3  Three-layer workflow scheduling modeling algorithm
The workflow model MPWFM and its corresponding workflow graph MPWFG can describe the change process of each work node and its parameters in the manufacturing process relatively intuitively, and can effectively show the processing and manufacturing of each link in the process for the managers. Combined with the characteristics of the manufacturing process, the strategy of designing its three-layer workflow scheduling modeling algorithm Three-WSMA (Three-layer Workflow Scheduling Modeling Algorithm) is as follows.
1. Scanning the set of resources Re of each production department of the manufacturing process abstracts it as the set of location nodes P, and counting the various work states of each production department abstracts it as the set of transition nodes T. 
2. Detecting the elements of the set P and determining the start node B0 and the end node E0. 
3. Take out the start node B0 in the set P, scan the set T of transition nodes, if there exists a transition node ti that makes the start node B0 transform to position node pi, move the transition node ti out of the set T and into the temporary transition node set TT, mark the directed edges li, right qi, production time hi, production cost ci and production quality wi from node B0 to transition node ti, add the marked contents to the workflow model MPWFM, move the start node B0 out of the set P, and repeat the process until no such transition node ti is found in the set T.
4. Take out any node ti in the set TT, scan the set P of location nodes, and if there exists a location node pj that makes the transition node ti transform to the transition node tj (tj∈T), move the location node pj out and into the temporary location node set TP, label the directed edges lj, right qj, production time hj, cost cj and production quality wj from the transition node ti to the location node pj, add the labeled content to the workflow model MPWFM, move the transition node ti out of the set TT, and repeat this process until the set TT is empty.
5. Take out any node pi in the set TP, scan the set T of transition nodes, and if there exists a transition node tj that makes position node pi transform to position node pj (pj∈P), move the transition node tj out of the set T and into the set TT, label the directed edges li, power qi, production time hi, cost ci and production quality wi from position node pi to transition node tj, add the labeled content to the workflow model MPWFM, move the position node pi out of the set TP, and repeat this process until the set TP is empty.
6. Repeat 4 to 5 until the sets T and P are empty and output the workflow model MPWFM.
7. Scan the workflow model MPWFM, traverse all paths from any two adjacent location nodes pi to location node pj (pi≠pj), mark these paths as directed edges ejk respectively, calculate and mark these directed edges overall production time hjk, cost cjk and production quality wjk, where k=1,2,...,opj, and add the marking process to the workflow graph MPWFG.
8. Repeat step 7 until no new markers appear and output the workflow graph MPWFG.
9. Combine manufacturing resource collection Re, mapping collection Map, workflow model MPWFM and workflow graph MPWFG to form three-layer workflow Three-WFG, and export them.
Based on the above strategy, the pseudo-code of Three-WSMA ,as follows.
Input: set Re, set P, set T, set Map, set Q, set H, set C, set W, set O.

Output: workflow model MPWFM, workflow graph MPWFG, Three-WFG.

Algorithm 1
Scan(Re) input P, T, Q, H, C, W, O;

for ( int i=0; i<= P.length; i++ )

{if P.n[i]==begin_state then B[0]= P.n[i];

if P.n[i]==end_state then E[0]= P.n[i]};

for ( int i=0; i<= T.length; i++ )

if Transformation(B[0], T.t[i])== True then

{Add T.t[i] to TT;

Lable l[i]= Line(B[0]→T.t[i]);

Lable q[i]= Power(B[0]→T.t[i]);

Lable h[i]= Hour(B[0]→T.t[i]);

Lable c[i]= Cost(B[0]→T.t[i]);

Lable w[i]= Accuracy(B[0]→T.t[i]);

Add (l[i], q[i], h[i], c[i], w[i]) to MPWFM;

Delete T.t[i] from T };

Delete B[0] from P;

While (P < > Ф) or (T < > Ф) do  { for ( int i=0; i<= TT.length; i++ )

{t= TT.t[i];

for ( int j=0; j<= P.length; j++ )

if Transformation(t, P.n[j])== True then

{Add P.n[j] to TP;

        Lable l[i]= Line(t→P.n[j]);

        Lable q[i]= Power(t→P.n[j]);

        Lable h[i]= Hour(t→P.n[j]);

Lable c[i]= Cost(t→P.n[j]);

Lable w[i]= Accuracy(t→P.n[j]);

    Add (l[i], q[i], h[i], c[i], w[i]) to MPWFM;

    Delete P.n[j] from P;

Delete TT.t[i] from TT } };

for ( int i=0; i<= TP.length; i++ )  { n= TP.n[i];

for ( int j=0; j<= T.length; j++ )

if Transformation(n, T.t[j])== True then

{Add T.t[j] to TT;

    Lable l[i]= Line(n→T.t[j]);

    Lable q[i]= Power(n→T.t[j]);

Lable h[i]= Hour(n→T.t[j]);

Lable c[i]= Cost(n→T.t[j]);

Lable w[i]= Accuracy(n→T.t[j]);

    Add (l[i], q[i], h[i], c[i], w[i]) to MPWFM;

    Delete T.t[j] from T;

Delete TP.n[i] from TP } } };

OutPut MPWFM;

Scan(MPWFM) input P;

for ( int i=0; i<= P.length-1; i++ )

for ( int j=i+1; j<= P.length; j++ )

{if (P.n[j]-P.n[i])==1 then 
{ for ( int k=0;k<=o.P.n[j]; k++ )

Lable e[j,k]= Line(P.n[i]→T.t[k]→P.n[j]);

Lable h[j,k]= Hour(Σ(P.n[i]→T.t[k]→P.n[j]));

Lable c[j,k]= Cost(Σ(P.n[i]→T.t[k]→P.n[j]));

Lable w[j,k]= Accuracy(Π(P.n[i]→T.t[k]→P.n[j]));

Add (e[j,k], h[j,k], c[j,k], w[j,k]) to MPWFG } };

OutPut MPWFG;
Add (P,T,Map,MPWFM,MPWFG) to Three-WFG;
OutPut Three-WFG;

After analysis, the algorithm Three-WSMA time complexity can reach O(n3).
2.4  Example validation of three-layer workflow decision model for manufacturing process
Combined with the comprehensive situation of the stamping process of an automobile manufacturing company, its stamping process flow is shown in Fig.1. In the specific stamping process, it is obviously a very complicated problem to realize the optimal stamping scheduling after the superposition of various factors, considering both the engineering demand issues such as stamping time, stamping quality and cost of the equipment, and the switching of stamping equipment-related assembly lines[19]. In order to facilitate the study, only the main contradictions of the stamping process are discussed here, ignoring the secondary contradictions, and a compromised three-layer workflow decision model of the manufacturing process is 
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Fig.1 Stamping process of automobile manufacturing
Table1 Stamping equipment performance table
	Device
	Pressure：T
	Type
	Specification

	M1
	1200
	CRANKLESS
	3711╳2200mm

	M2
	600
	CRANKLESS
	3711╳2200mm

	M3
	1000
	CRANKLESS
	3711╳2200mm


Table2 Position node set P
	Location Node
	Description
	Location Node
	Description

	p1
	Stamping design
	p5
	Trimming device

	p2
	Reclaimer
	p6
	Punching device

	p3
	Cutting device
	p7
	Stamping device

	p4
	Stretching device
	
	


Table 3 Transition node set T
	Excessive Node
	Description
	Excessive Node
	Description

	t1
	Design Preparation
	t5
	Trimming Preparation

	t2
	Reclaiming Preparation
	t6
	Punching Preparation

	t3
	Cutting Preparation
	t7
	Stamping Preparation

	t4
	Stretching Preparation
	
	


given to establish and validate the process.
Three sets of stamping equipment commonly used by the company are used as examples to model and validate the three-layer workflow decision model, with equipment numbers M1, M2, and M3, and the specific performance of these equipment is shown in Table 1.
Scanning the company's stamping process and combining the workflow-related definitions, the process is decomposed into a set of location nodes P and a set of transition nodes T. The specific descriptions of the sets P and T are shown in Tables 2 and 3.
Input the data in Table 1 to Table 3 into the algorithm Three-WSMA, and obtain the three-layer workflow decision model Three-WFG of the company's automobile manufacturing stamping process as shown in Fig.2.
Fig.2 provides an intuitive description of the dynamic scheduling relationship of the company's automotive manufacturing stamping process, which can be further combined with optimization algorithms for scheduling.
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Fig.2 Forming process of stamping craftwork three-layer workflow

3  Manufacturing process three-layer workflow scheduling model optimization algorithm Three-WSOA
Definition 7 Manufacturing process optimization scheduling path Link, a directed path, can be formalized as a quadruplet Link(P, E, A), where: Link is the name of the optimization scheduling path; P is the set of location nodes through which the path passes; E is the set of directed edges through which the path passes; A is the set of cumulative parameters of each location node through which the path passes, which can be expressed as A=(a1,a2...ai...an), where: n is the number of nodes in the set P, ai is the cumulative parameter of position node ni (ni∈P), which can be expressed as ai = (aiH, aiC, aiW), aiH is the cumulative production time of position node ni; aiC is the cumulative production cost of position node ni; aiW is the cumulative production quality of position node ni.

The optimization process of the three-layer workflow of the manufacturing process adopts a stratified serial reduction strategy, which comprehensively considers the time, quality and cost required by the production, that is, within the restriction vector R, starting from the position node E0, each position node is in accordance with the node The distance of E0 is stratified, and the nodes with the same distance are in the same layer, and the degree of freedom is identified for each layer's position node to determine its activity interval, matching the optimal transition nodes in the active interval, calculating the optimal time, cost and production quality parameters, abstracting the automobile manufacturing process layer by layer into the execution process of local position nodes and transition nodes, and finally optimizing to position node B0 from back to front through layer by layer iteration to determine a complete scheduling path with optimal time, production quality and cost.
In the Three-WFG, let the function Fc(ni,hni) and the function Fw(ni,hni) denote the lowest machining cost and the highest production quality that can be reached by the position node ni at the moment hni, scanning its machining node degrees of freedom NDni[IMHni,ALHni], respectively. Fc(ni,hni) and Fw(ni,hni) of position node ni at moment hni can be calculated by Formula 3.
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(3)
Let location node ni-1 be the predecessor node of location node ni, then the cumulative processing time, cost and production quality of node ni-1 after the Three-WFG using inverse layered serial reduction can be calculated by Formula 4.
The whole manufacturing process Three-WFG can be optimized layer by layer by Equation 4, and finally the whole manufacturing process optimization process is completed.
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In summary, the strategy for designing Three-WSOA, a three-layer workflow optimization algorithm for manufacturing processes with string imputation, is as follows:

1. Embed manufacturing process parameters into the algorithm Three-WSMA to create a three-layer workflow Three-WFG.

2. Layer the workflow graph MPWFG from backward to forward, combine the engineering constraint vector R and invoke Formula 1 to calculate the processing node degrees of freedom NDni[IMHni,ALHni] for each position node ni.
3. Call Formula 3 to calculate and mark the minimum processing cost Fc(E0, hE0) and the maximum production quality Fw(E0, hE0) that can be achieved at different moments by the last level position node E0 of the workflow graph MPWFG, within its processing node degrees of freedom NDE0.
4. Call Formula 4 and use the reverse layered serial reduction to calculate and mark the minimum machining cost Fc(ni,hni) and the maximum production quality Fw(ni,hni) that can be achieved at different moments within its machining node degrees of freedom NDni for each node at location ni in the workflow graph MPWFG.
5. Scan each location node of the marked workflow graph MPWFG and determine the final optimized scheduling path Link in conjunction with the engineering constraint vector R and the optimization objective Equation 2.
6. Output optimized scheduling path Link.
Algorithm 2
Input: Three-WFG, restriction vector R.
Output: optimized scheduling path Link.
Call Three-WSMA to Create Three-WFG;

BackScan(MPWFG) input P, H, C, W, R;

for ( int i=0; i<= P.length; i++ ) 

{Formula1(ND[P.n[i]], R)};

Formula3(E0.Fc, P.E0, C.E0, H.E0, ND[P.E0]);

Formula3(E0.Fw, P.E0, W.E0, H.E0, ND[P.E0]);

for ( int i=P.length; i>=1; i-- )

   { j=i-1;

Formula4(P.n[j].Fc, P.n[i].Fc, P.n[j], C.n[j], H.n[j], ND[P.n[j]]);

Formula4(P.n[j].Fw, P.n[i].Fw, P.n[j], W.n[j], H.n[j], ND[P.n[j]])};

    Scan(Link, MPWFG, Formula2, R);

OutPut Link;
After analysis, the algorithm Three-WSOA time complexity can reach O(mn).
4  Experimental result and analysis
In order to verify the performance of the three-workflow model of manufacturing process and related optimization scheduling algorithms, a typical case of an automotive manufacturing stamping process is still used here for analysis. The server operating system of the optimization test and analysis equipment was selected from Windows 7, the memory size of the PC was selected from 4G or more, and the algorithm Three-WSMA and the algorithm Three-WSOA were programmed in C#. The production data of a certain auto manufacturing stamping quality control of the company was selected, and the engineering restriction vector R was required to be: R.h=26.5, R.c=40, R.w=0.80.
4.1  Analysis of the scheduling process for time quality cost optimisation of the stamping process

Take the three sets of stamping equipment commonly used in the company's stamping workshop and the data of a batch of workpieces generated by these equipment as an example to carry out stamping multi-objective optimization scheduling. The specific production data of these equipments are shown in Table 4, Table 5 and Table 6.

Table 4 Each link timetable of the stamping equipment (unit: minute)

	Device
	Design
	Reclaiming
	Cutting
	Stretching
	Trimming
	Punching
	Stamping

	M1
	7.0
	2.0
	6.0
	2.1
	5.4
	3.2
	1.0

	M2
	6.5
	2.4
	6.3
	2.0
	5.6
	3.1
	1.1

	M3
	6.9
	2.7
	6.1
	2.2
	5.3
	3.4
	0.9


Table5 Cost table of each link of stamping equipment (unit: yuan)

	Device
	Design
	Reclaiming
	Cutting
	Stretching
	Trimming
	Punching
	Stamping

	M1
	8.2
	2.3
	7.0
	2.5
	6.3
	3.7
	1.2

	M2
	9.2
	3.4
	8.9
	2.8
	8.0
	4.4
	1.6

	M3
	8.6
	3.4
	7.6
	2.8
	6.6
	4.3
	1.1


Table 6 Production quality table of each link of stamping equipment (unit: 1)

	Device
	Design
	Reclaiming
	Cutting
	Stretching
	Trimming
	Punching
	Stamping

	M1
	0.96
	0.98
	0.95
	0.98
	0.95
	0.96
	0.94

	M2
	0.98
	0.99
	0.96
	0.99
	0.94
	0.97
	0.96

	M3
	0.97
	0.99
	0.97
	0.97
	0.95
	0.99
	0.95
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Fig.3 Optimal scheduling process of stamping craftwork three layers workflow
After the company’s stamping shop process flow is modeled by the algorithm Three-WSMA, it will form a three-layer workflow Three-WFG, which is input into the optimal scheduling algorithm Three-WSOA and combined with the engineering constraint vector R and the data in Table 4 to Table 6 to form an optimized the three-tier workflow Three-WFG and the scheduling path Link, the schematic diagram of the specific optimization results is shown in Fig.3.
Under the restriction of the engineering restriction vector R, combined with the company's stamping process data tables 1 to 6, it can be seen that after the position node set P is mapped to the transition node set T and the three commonly used stamping equipment M1, M2, M3, the algorithm Three-WSOA calculation can get: the earliest optional start time of location nodes p1, p2, p3, p4, p5, p6, p7 are: 0, 6.5, 8.5, 14.5, 16.5, 21.8, 24.9; the latest optional start time Respectively: 0.3, 6.8, 8.8, 14.8, 16.8, 22.1, 25.2, then the degree of freedom NDp1 of the stamping design location node p1 is [0,0.3], the degree of freedom NDp2 of the reclaiming device location node p2 is [6.5,6.8], and the degree of freedom NDp3 of the cutting device location node p3 is [8.5,8.8] , The degree of freedom NDp4 of the stretching device position node p4 is [14.5,14.8], the degree of freedom NDp5 of the edge trimming device position node p5 is [16.5,16.8], and the degree of freedom NDp6 of the punching device position node p6 is [21.8,22.1 ], the degree of freedom NDp7 of the position node p7 of the stamping equipment is [24.9, 25.2]. The stamping process can calculate the optimal production quality Fw(pi,hi) and the corresponding processing cost Fc(pi, hi), the specific calculation process is as follows:
Stamping equipment location node p7.
Fw(p7,24.9)=max{0.94,0.96,0.95}=0.96;

Fc(p7,24.9)=1.6；

Fw(p7,25.0)=max{0.94,0.96,0.95}=0.96;

Fc(p7,25.0)=1.6;
Fw(p7,25.1)=max{0.94,0.95}=0.95;

Fc(p7,25.1)=1.1;
Fw(p7,25.2)=max{0.95}=0.95; Fc(p7,25.2)=1.1;
Punching equipment location node p6.
Fw(p6,21.8)=max{Fw(p7,25.0)×0.96,Fw(p7,24.9)×0.97,Fw(p7,25.2)×0.99}=0.941; Fc(p6,21.8)=5.4;
Fw(p6,21.9)=max{Fw(p7,25.1)×0.96,Fw(p7,25.0)×0.97}=0.931; Fc(p6,21.9)=6.0；

Fw(p6,22.0)=max{Fw(p7,25.2)×0.96,Fw(p7,25.1)×0.97}=0.922; Fc(p6,22.0)=5.5;
Fw(p6,22.1)=max{Fw(p7,25.2)×0.97}=0.922; Fc(p6,22.1)=5.5;
Trimming equipment location node p5.
Fw(p5,16.5)=max{Fw(p6,21.9)×0.95,Fw(p6,22.1)×0.94,Fw(p6,21.8)×0.95}=0.894; Fc(p5,16.5)=12.0;
Fw(p5,16.6)=max{Fw(p6,22.0)×0.95,Fw(p6,21.9)×0.95}=0.885; Fc(p5,16.6)=12.6;
Fw(p5,16.7)=max{Fw(p6,22.1)×0.95,Fw(p6,22.0)×0.95}=0.876; Fc(p5,16.7)=11.8;
Fw(p5,16.8)=max{Fw(p6,22.1)×0.95}=0.876;Fc(p5,16.8)=12.1;
Stretching equipment location node p4.
Fw(p4,14.5)=max{Fw(p5,16.6)×0.98,Fw(p5,16.5)×0.99,Fw(p5,16.7)×0.97}=0.885; Fc(p4,14.5)=14.8;
Fw(p4,14.6)=max{Fw(p5,16.7)×0.98,Fw(p5,16.6)×0.99,Fw(p5,16.8)×0.97}=0.876; Fc(p4,14.6)=15.4;
Fw(p4,14.7)=max{Fw(p5,16.8)×0.98,Fw(p5,16.7)×0.99}=0.867; Fc(p4,14.7)=14.6;
Fw(p4,14.8)=max{Fw(p5,16.8)×0.99}=0.867; Fc(p4,14.8)=14.9;
Cutting equipment location node p3.
Fw(p3,8.5)=max{Fw(p4,14.5)×0.95,Fw(p4,14.8)×0.96,Fw(p4,14.6)×0.97}=0.850; Fc(p3,8.5)=23;
Fw(p3,8.6)=max{Fw(p4,14.6)×0.95,Fw(p4,14.7)×0.97}=0.841; Fc(p3,8.6)=22.2;
Fw(p3,8.7)=max{Fw(p4,14.7)×0.95,Fw(p4,14.8)×0.97}=0.841; Fc(p3,8.7)=22.5;
Fw(p3,8.8)=max{Fw(p4,14.8)×0.95}=0.824; Fc(p3,8.8)=21.9;
Reclaiming equipment location node p2.
Fw(p2,6.5)=max{Fw(p3,8.5)×0.98}=0.833;
Fc(p2,6.5)=25.3;
Fw(p2,6.6)=max{Fw(p3,8.6)×0.98}=0.824; Fc(p2,6.6)=24.5;
Fw(p2,6.7)=max{Fw(p3,8.7)×0.98}=0.824; Fc(p2,6.7)=24.8;
Fw(p2,6.8)=max{Fw(p3,8.8)×0.98}=0.808; Fc(p2,6.8)=24.2;
Stamping position node p1.
Fw(p1,0)=max{Fw(p2,6.5)×0.98}=0.816; Fc(p1,0)=34.5;
Fw(p1,0.1)=max{Fw(p2,6.6)×0.98}=0.808; Fc(p1,0.1)=33.7;
Fw(p1,0.2)=max{Fw(p2,6.7)×0.98}=0.808; Fc(p1,0.2)=34;
Fw(p1,0.3)=max{Fw(p2,6.8)×0.98}=0.792; 

Fc(p1,0.3)=33.4。

It can be seen from Fw(p1,0)=0.816 that the production quality obtained when the reverse optimization of the stamping process is completed at this time is the best, and the processing cost Fc(p1,0) spent is: 34.5. For forward scheduling along Fw(p1,0)=0.816, the optimal scheduling algorithm Three-WSOA outputs the optimal scheduling path Link as: The stamping design position node p1 starts at time 0 of the virtual start node B0, and the time taken to select the virtual transition node tB is: 0, the cumulative processing time used is: 0, the cumulative processing cost used is: 0; the reclaiming equipment location node p2 starts from the 6.5 time of the location node p1, and the stamping equipment M2 mapped by the transition node t1 is selected for design the time used is: 6.5, the cumulative processing time used is: 6.5, the cumulative processing cost used is: 9.2; the cutting equipment location node p3 starts from the location node p2 at time 8.5, and the stamping equipment M1 mapped by the transition node t2 is selected for design the time is: 2, the cumulative processing time used is: 8.5, the cumulative processing cost used is: 11.5; the stretching equipment position node p4 starts from the position node p3 at 14.6 time, and the stamping equipment M3 mapped by the transition node t3 is selected for the design time is: 6.1, the cumulative processing time used is: 14.6, the cumulative processing cost used is: 19.1; the edge trimming device position node p5 starts from the position node p4 at 16.6 time, and the stamping equipment M2 mapped by the transition node t4 is selected for design. : 2.0, the cumulative processing time used is: 16.6, the cumulative processing cost used is: 21.6; the punching equipment position node p6 starts from the 21.9 time of the position node p5, and the time used to select the stamping equipment M3 mapped by the transition node t5 for design is: 5.3. The cumulative processing time used is: 21.9, and the cumulative processing cost used is: 28.5; the stamping equipment location node p7 starts at time 25 of the location node p6, and the stamping equipment M2 mapped by the transition node t6 is selected for design. The time is: 3.1, The cumulative processing time used is: 25, and the cumulative processing cost used is: 32.9; the virtual end node E0 starts from the position node p7 at 26.1 time, and the stamping equipment M2 mapped by the virtual transition node t7 is selected to complete the stamping process: 1.1 , The cumulative processing time used is: 26.1, and the cumulative processing cost used is: 34.5. This process can be expressed as: Link =B0→p1/t1M2→p2/t2M1→p3/t3M3→p4/t4M2→p5/t5M3→p6/t6M2→p7/t7M2→E0. Based on this, the company can refer to the accumulated processing cost to formulate a scheduling plan with the best time and production quality. Fig.5 compares and analyzes the scheduling path Link output by the three scheduling algorithms. Fig.5 compares and analyzes the scheduling path Link output by the three scheduling algorithms.
4.2  Comparative analysis of different optimal scheduling algorithms
The optimal scheduling algorithm Three-WSOA is compared with the traditional single-objective supply chain optimal scheduling algorithms, i.e., the optimal scheduling algorithm based on time minimizat ion [20] and the optimal scheduling algorithm based on production quality maximization [21], and the data in Tables 1 to 6 are combined to invoke these three optimal algorithms for scheduling, respectively, resulting in the comparative plots of the three optimal scheduling algorithms, as shown in Fig.4 and Fig.5. Fig.4 compares and analyzes the time used in scheduling each tier location node and the final production quality.
Analyzing Fig.4, it can be seen that after the three optimization scheduling algorithms complete the same automobile manufacturing stamping process, the highest production quality is obtained by using the optimization scheduling based on the production quality maximum algorithm, but it is discarded because it does not meet the requirements of the restriction vector R. The final production quality obtained by using the optimization scheduling based on the time minimum algorithm and the optimization scheduling based on the three-level workflow optimization algorithm Three-WSOA for the manufacturing process with string normalization is Fw1=0.791 and Fw2=0.816, respectively. The final production quality is Fw1=0.791 and Fw2=0.816, respectively, and the improvement rate K=( Fw2- Fw1)/Fw1╳100%=3.16% for the algorithm Three-WSOA over the time-minimization based optimization scheduling algorithm. It can be seen that the optimization scheduling algorithm Three-WSOA improves the optimization efficiency compared to the traditional single-objective optimization scheduling algorithm.
4.3  Performance analysis of optimal scheduling algorithm Three-WSOA
The optimization performance embodied by the optimal scheduling algorithm Three-WSOA varies under different scheduling environments and factors, for which the performance variation of the algorithm under different location nodes and different restriction vectors R is compared and analyzed.
1.The effect of the number of location nodes on the performance of the optimal scheduling algorithm
After randomly increasing the number of nodes in the set of location nodes P to 5, 10, 15 to 20, the number of nodes mapped by the set T of transition nodes for each location node pi is taken as any integer in the interval [2,5], and increasing the minimum completion time component rh in the constraint vector R by 10%, the performance impact of different number of location nodes on the time-minimum based optimal scheduling algorithm and the algorithm Three-WSOA is derived as shown in Fig.6.    
The effect of different number of location nodes on the performance of the two optimal scheduling algorithms is given in Fig.6, from which it can be found that the production quality of both optimal scheduling algorithms decreases as the number of location nodes increases, but the optimal scheduling algorithm Three-WSOA improves the final production quality Fw over the time-minimum based optimal scheduling al
gorithm by 8.59%,14.5% , 18.1%, and 25.6%, respectively.
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Fig.4 Production quality and time used for each position nodes pi at different time hi
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Fig.5 Optimal scheduling output path Link of each algorithm
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Fig.6 The performance effect of position nodes' different numbers for two optimal scheduling algorithms
2. The effect of different restriction vectors R on the performance of the algorithm Three-WSOA
After randomly increasing the number of nodes in the set of location nodes P to 10 and 20, the number of nodes mapped to the set T of transition nodes for each location node pi is taken as any integer in the interval [2,5], and increasing the minimum completion time component rh in the restriction vector R by 5%, 10%, 15%, and 20%, the performance effect of different limited vectors R on the optimal scheduling algorithm Three-WSOA is derived as shown in Fig.7.
Fig.7 gives the impact on the performance of the algorithm Three-WSOA under different constraints of the restriction vector R. From the impact plot, it can be found that as the component rh in the restriction vector R increases, the production quality of the algorithm Three-WSOA after optimal scheduling also improves significantly.
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Fig.7 The performance effect of different limited vector R for the algorithm Three-WSOA
5  Conclusion and outlook
In this paper, we proposed a three-layer workflow decision model for manufacturing process and its optimal scheduling algorithm for the problems of difficult dynamic balance of processing time, production quality and cost in the product manufacturing process. The model firstly abstracts the set of location nodes and transition nodes, and establishes the three-tier workflow model based on the partial order relationship of manufacturing process. Secondly, the optimal configuration solution of each layer is computed by using a serial reduction strategy to impute it from backward to forward in layers. Finally, the multi-objective dynamic optimal scheduling of the whole three-tier workflow decision model is completed by using the forward scheduling strategy. The experimental comparison shows that the model and its optimal scheduling method have strong model description capability and high optimization efficiency than the traditional single-objective op timization algorithm, and have outstanding scheduling advantages for solving multi-objective dynamic optimization problems of manufacturing processes. The next research focuses on solving the problems such as the construction of the three-level workflow model of nonlinear manufacturing process and its multi-objective dynamic balance of optimal scheduling.
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