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Introduction
This supplementary document provides additional information on RFs data, Joint inversion of receiver function and surface wave dispersion data, H-K stacking, ambient noise data, and anisotropy.
Supplementary text S1
[bookmark: _GoBack]Joint inversion of receiver function and surface wave data is performed by minimizing the following function S (Julia et al., 2000)

Where,  is the total number of receiver functions and  is the total number of surface wave dispersion.  and  are observed and predicted receiver functions and  and  are observed and predicted surface wave dispersion.  and  are the standard errors for receiver function and surface wave dispersion. p lies between 0 and 1 corresponding to the receiver function only and surface wave only measurements. The Rayleigh wave group velocity dispersion data from 10-100s is extracted from a previous surface wave tomography study beneath south Asia and the surrounding region (Saha et al., 2019, 2020).
We performed a series of tests to tune parameters likely to influence inversion results, using data from the station CKN. First, an optimal value of damping (ϵ) parameters was obtained from studying the trade-off between the data residuals and model roughness (Figure A1a). Since the minima are observed over a broad range of damping parameters (0.3 to 1.0), we examined the inversion results for a number of ϵ values (Figure A1b) to arrive at the optimum value of 0.5. To compute the optimal value of parameter p, we performed inversion for p in the range 0 to 1 (Figure A1c) and retained receiver function contribution of 95% (p=0.05) for the final analysis. Being a linearized inversion, the final result is sensitive to the initial model used. We considered two initial velocity models: a layered earth model derived from a refraction/wide-angle reflection study (Kaila et al., 1981) and a half space velocity model. Since both models show very similar inversion results (Figure A1d) we preferred an initial half space model to ensure minimum influence in presence of strong low velocity.
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Figure A1. (a) Trade-off between the data residuals and model roughness for a number of damping parameters (b) 1-D velocity model obtained from the inversion for different damping parameters. (c) Effects of changing receiver function and surface wave dispersion data weighting factor on the outcome of the inversion. (d) Comparison of the inversion result using two different starting models.

Using the above parameters, we performed joint inversion at each station, (for example at location CKN and ABR Figure S2). Here, RFs are grouped into a single stack in a narrow epicenter distance interval () and backazimuth range (). The surface wave dispersion is extracted from Saha et al. (2019, 2020). For the initial velocity model, we considered a half-space model with a shear wave velocity of 4.5 km/s (Vp/Vs=1.73 and density=3.2 g/cc) up to a depth of 200 km. We have chosen layer thickness of 1 km up to 10 km depth followed by 2 km depth from 10 to 50 km, and 5 km depth from 50 to 200 km. We achieved the convergence of the inversion model in 150 iterations. Uncertainty in the joint inversion result is evaluated for a few stations through Monte Carlo simulations in which 200 solution models are created by performing inversion with 20 randomly generated starting models (upto 5% perturbation from 4.5 km/s), and for each starting model, we considered 10 different damping parameters (0.1 to 1). The reported uncertainty is based on the standard deviations of the 200 models (Figure S2). We compute a velocity model for all the stations and presented them in Figure S3.
[image: ]
Figure S1. (a) Global distribution of earthquakes (M>5.5) recorded by the network stations during its operational period from January 2020 to September 2021. (b) Location of earthquakes used to compute RFs used in the analysis. (c) A plot of an RF at different Gaussian widths for the station ABR. L1 refers to the P phase offset by 0.1 s, L2 is the converted phase at 0.6 s; L3 and L4 refer to the converted phase from a top and bottom of low velocity layer; M is the Moho converted phase. (d) Variation of RFs computed at all stations along the profile at the Gaussian width of 10.


[image: ][image: ]
Figure S2. Joint inversion results for stations ABR and CKN representing coastal plain and the eastern section of the DVP. RFs are grouped in a narrow epicenter distance interval () and back azimuth range (), shown in the top panels (a,b,c) for each station. RF in each group is stacked and shown in Figure (d). The surface wave dispersion (e) is extracted from Saha et al. (2019, 2020). The right panel (f) shows inversion results. Uncertainty in the joint inversion result is evaluated through Monte Carlo simulations. Observed and theoretical RF corresponding to the inversion models are compared in (d).

[image: ]
Figure S3. 1-D velocity model at individual stations along the seismic profile is presented to a depth of 60 km. The corresponding stacked RF and the dispersion curve is also presented.

[image: ]
Figure S4. Average crustal thickness and Vp/Vs derived from receiver functions (left) using the H-K stacking method (Zhu & Kanamori, 2000) for stations CKN and ABR along with corresponding error (right). White circle on the right panel corresponds to the optimal values of average crustal parameters.


[image: ]
Figure S5a. Forward models to determine the robustness of Moho depth. The left panel shows the velocity model obtained from inversions. Moho depth is varied by ±4 km in step of 2 km. The corresponding theoretical RF is plotted in the right panel along with the observed RF. Inset is an expanded version of the theoretical receiver function. The Moho could be well resolved to an accuracy of 2 km.
[image: ]
Figure S5b. Forward models in order to determine the robustness of underplated layer at depth of 20-37 km. Thickness of the underplated layer is varied and the corresponding theoretical RF is plotted in the right panel along with the observed RF. Inset is an expanded version of the theoretical receiver function. The effect of thickness is seen in deviation from the observed to 4.0 s. The inversion model best fits the observed RF.

[image: ]
Figure S5c. Forward models to compute the robustness of low velocity at depth of 8-17 km. The minimum low velocity is varied from 3.3 to 3.7 km/s. The corresponding theoretical RF is plotted in the right panel along with the observed RF. Inset is an expanded version of the theoretical receiver function. It could be inferred that minimum velocity varies with depth.
[image: ]
Figure S5d. Forward models to determine the robustness of high velocity at depth of 4-8 km. The layer velocity is varied from 3.5 to 3.8 km/s. The corresponding theoretical RF is plotted in the right panel along with the observed RF. Inset is an expanded version of the theoretical receiver function. The best-fitting model is the one derived from the joint inversion.

[image: ]
Figure S6. 1-D velocity model for stations ISRP, L09, KIL, KOLH, and WRN.
[image: ]
Figure S7. Locations of piercing points of teleseismic rays at 10, 30, and 50 km depth along the W-E velocity profile.


[image: ]
Figure S8. (a) Stacked cross-correlation data for 21 months from station pairs ALG-CKN and ALG-URS filtered in the frequency band 1-10s, and 10-20s. (b, c) Rayleigh and Love wave phase dispersion data up to 20 s for stations ALG-CKN and ALG-URS, corresponding inversion of dispersion data for these two pairs show the presence of positive radial anisotropy (Vsh >Vsv) in the depth range of 8-17 km.
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