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1 INTRODUCTION

Since RLV suffers from complex external disturbances and actuator faults, especially in the reentry phase, the design of the
guidance and control (G&C) system with sufficient robustness is essential to ensure stable flight. The traditional structure of
G&C consists of two parts, in which guidance subsystem and attitude control subsystem are usually designed separately. The
main purpose of RLV reentry guidance is to establish a closed loop feedback relationship between guidance and trajectory,
ensuring the safe transition from the initial reentry point to the target point on the premise of meeting the flight corridor, and
providing feasible reference guidance commands for attitude control system.1 Generally, two strategies are considered to cre-
ate guidance commands. The first strategy stores the reentry trajectory calculated offline, and compares it with the actual flight
data in advance to obtain the feedback guidance law.2,3,4,5 The second strategy is called predictor-corrector guidance method. It
does not rely on the reference trajectory, but constantly predicts the end of the flight and adjusts the control amount according
to the deviation between the prediction and the desired target.6,7,8,9 When the guidance commands are obtained, the design of
attitude control system is necessary to track the guidance commands in the presence of unknown external disturbances. Sliding
Mode Control (SMC) as a special nonlinear control is attractive in practice because of its inherent insensitivity and complete
robustness against external disturbances.10 To reduce control chattering in traditional SMC, a quasi-continuous HOSMC is de-
signed for RLV with bounded comprehensive disturbances, which could provide high accuracy in realization.11 However, the
upper bounds of disturbances are required in the controller design, which is not feasible in some practical applications. Thus,
the issue has motivated the researchers to develop adaptive sliding mode. In the work of Tian et al,12 an adaptive multivariable
finite-time control algorithm based on super-twisting algorithm is proposed and applied in attitude control of RLV with un-
known disturbances. However, the obtained adaptive gain is overestimated, which may increase the chattering associated with
unmodeled dynamics13. To address the issue, an adaptive multivariable control algorithm is developed, utilizing a time-varying
barrier function to design the adaptive control gain, which is ensured to be as small as possible but large enough to resist the
disturbances.14
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Although much work has been done to improve the performance of separate G&C, instability may still be caused by the
spectral separation between the guidance and attitude subsystems and the subsystems are redesigned separately when the overall
system performance is inadequate, which is costly, time-consuming, and satisfactory results may not be guaranteed.15 In contrast
to the traditional G&C, integrated guidance and control (IGC) regards the guidance system and the control system as a single-
loop system. It is able to improve the coordination and matching degree of G&C system. Moreover, it can reduce the amount of
design iterations, with less cost and calculation time. Due to the potential advances, many researchers have developed methods in
IGC design, such as small-gain method,16 inverse dynamic method,17 robust model predictive control (MPC) method,18 barrier
Lyapunov function-based method19 and so on. Moreover, methods based on backstepping approach have been widely studied
in IGC system design, since the system has strict feedback form. In20, a backstepping based multiconstraints adaptive scheme
is developed, in which a saturation function is employed to guarantee the prescribed performance. In the work of Zhang et al,21
the global finite-time stability of RLV closed-loop system is guaranteed, and the feasibility of backstpeping method is verified.
However, differential explosion phenomenon may occur when using backstepping approach.
SMC is also a potential candidate for IGC, and HOSMC can mitigate the problem of arbitrary degree dynamic system. In the

work of Cross and Shtessel,22 a HOSMC based smooth controller within the single-loop IGC structure is presented for a missile
interceptor, where the upper bounds of disturbances are required in the IGC design. Nevertheless, in RLV practical applications,
disturbances with unknown upper bounds are usually present. Thus, the issue has motivated the researchers to develop adaptive
HOSMC. In the work of Harmouche et al,23 a Lyapunov based adaptive HOSMC is proposed. The presented controller gain
can be adjusted in both increasing and decreasing directions rapidly. Further research were made and an adaptive controller
using the barrier functions is proposed to achieve the finite-time convergence of the sliding variable without the knowledge
of the upper bounds of disturbances.24 In the method, an explicit bound on the control is provided. Nevertheless, a detection
mechanism is required to ensure the adaptive controller coefficient switching between the linear function and barrier function,
which is nontrivial in RLV practical applications.

Motivation and contribution: It can be observed that most of the existing research on RLV control designs the guidance
system and attitude control system separately,1,14,25 which may cause spectral separation. Therefor, inspired by the work of Cross
and Shtessel,22, we take the guidance and control system as a high-order system and design the controller within the single-
loop integrated and control structure. As for the control theory aspect, considering the high-order input/output model with the
effect of unknown efficiency loss and external disturbances, and to avoid the detection mechanism in the work of Laghrouche
et al,24 a novel barrier function-based adaptive high-order sliding mode control algorithm that take effect from the initial time
is developed. Motivated by the above observations, the main contribution of this paper can be summarized in the following two
aspects.
1) We present an adaptive high-order sliding mode control algorithm ensuring the finite-time convergence of solutions to a

prescribed function from the initial time, without utilizing the knowledge of upper bounds of disturbances.
2) The developed algorithm is applied to integrated guidance and control system of RLV, and the tracking requirements of

RLV are fulfilled with the developed algorithm, overcoming the effects of unknown external disturbances and control efficiency
loss.
Compared with the existing results,1,14,25 a single-loop guidance and control structure is introduced for RLV, and it offers

the opportunity to control the vehicle using a single feedback path, which makes the vehicle easier to design. Compared with
the existing result,24 the proposed algorithm ensures the finite-time convergence of solutions to a prescribed function from the
initial time, rather than a switched vicinity of origin, such that the detection mechanism is avoided.
The structure of the remainder of this paper is organized as follows. The problem studied in this research is formulated in

Section II. In Section III, the adaptive HOSMC is provided in detail and the proposed algorithm is applied to IGC system design
for RLV. Some representative simulation tests are provided in Section IV. Finally, the conclusion and future work are presented
in Section V.
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2 PROBLEM FORMULATION

2.1 Integrated guidance and control Model
In this paper, the unpowered RLV system is considered, whose nominal IGC model can be described by a set of translation and
rotation differential equations as25
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�̇ = p sin � − r cos �,
�̇ = −p cos � cos � − q sin � − r sin � cos �,
ṗ = Ip,xMx + Ip,zMz + Ip,pqpq + Ip,qrqr,
q̇ = Iq,yMy + Iq,pp2 + Iq,rr2 + Iq,prpr,
ṙ = Ir,xMx + Ir,zMz + Ir,pqpq + Ir,qrqr,

(1)

where ℎ represents the flight altitude; v is velocity; 
 is flight path angle; �, �, � denote attack angle, sideslip angle and bank
angle, respectively; p, q, r denote roll, pitch and yaw angular rates; g is the gravity acceleration and RE is radius of Earth,
whereasL andD are the lift and drag accelerations denoted byL = �v2SCL∕2m andD = �v2SCD∕2m, where � is atmospheric
density, S and m represent the mass and reference area of the vehicle; the aerodynamic coefficients are given by CL = cl0+ cl1�
and CD = cd0 + cd1� + cd2�2. Ip,x,⋯ , Ir,qr are moments inertia coefficients whose expressions are given in the Appendix.A.
The control inputs areMx roll moment,My pitch moment andMz yaw moment. The main objective of the present work is to
develop an IGC algorithm which makes altitude, velocity and sideslip angle track their desired values. The block diagram of
IGC system of RLV in this paper is presented in Fig.1.
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Figure 1 Integrated guidance and control architecture

2.2 Input/Output Linearization
Considering the tracking requirements of the IGC system, the sliding surface can be established as

sℎ = ℎ − ℎref , sv = v − vref , s� = � − �ref . (2)

Then, to facilitate controller design, we differentiate the sliding surface such that it can be written in a form in which control
moments appear explicitly. Taking the derivatives of the altitude and velocity, the following formulas are obtained
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...
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...
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 + v̇
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3
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 − 3
̇2 sin 
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− v
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3
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.

(3)
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where the Drag and lift acceleration derivatives with respect to time can be computed as
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+ 4
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+ 4
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(4)

It is assumed that the atmospheric density � and the gravity acceleration g depend only on the altitude. And the time derivatives
of the aerodynamic coefficients can be computed as

ĊL = cl1�̇, ĊD = 2cd2��̇ + cd1�̇,
C̈L = cl1�̈, C̈D =

(

2cd2� + cd1
)

�̈ + 2cd2�̇2.
(5)

By differentiating the attitude angles twice with respect to time, we have the controls appearing in ṗ, q̇ and ṙ,

�̈ = − ṗ cos �tan� + p
(
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)
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)

,
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(
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)

.
(6)

With all these relationships, taking the actuator faults and external disturbances in to consideration, the entire linearized
input/output model can be obtained, which has the following compact form

Ṡ = A + �BM +D. (7)

The matrices S,A,B,M are defined as
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⎢
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⎥

⎦

, (8)

where the expressions for the terms aℎ, av,⋯ , b�,z in A and B are given explicitly in Appendix.A, whose values depend on the
states which are known at every moment if all system states are mensurable. �M denotes additive actuator fault and �(t) denotes
the efficiency loss function with �m ≤ �(t) ≤ 1; Δℎ,Δv,Δ� represent the external disturbances imposed on each channel;Mx,
My andMz are the control moments needed to be determined.

Assumption 1. It is assumed that all the states in model (1) are available for feedback.

Remark 1. Taking the control moments as the control input, the relative degree of (7) is 4 + 3 + 2 = 9, equals to the order of
IGC system. Thus, the nonlinear model can be linearized completely26. Moreover, with the states available in model (1), the
system’s higher-order derivatives of states could be obtained by rigorous mathematical expressions.

In next section, we will provide the adaptive HOSMC algorithm, which can ensure system (7) convergent to the origin in
finite time.

3 ADAPTIVE HIGH-ORDER SLIDING MODE CONTROLLER

To facilitate controller design, extent the input/output IGC model (7) to a general rth-order system of
{

żi = zi+1, i = 1,… , n − 1,
żn = a (t) + �(t)u + d(t),

(9)

where z1 is the output which can be replaced by sℎ for n = 4, sv for n = 3 and s� for n = 2 to obtain the model (7). z2,⋯ , zn
are internal variable and u is the system input. a(t) is the known term related to the system state, which is one term in matrix A
in (8) for the particular case. d(t) is the unknown disturbance related to D, and �(t) is the efficiency loss function.
In what follows, the proposed algorithm is developed base on (9) without loss of generality. With the controller defined by

u = ũ − a(t), (9) can be transformed into
żn = �(t)ũ + d(t) + (1 − �)a(t)⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

� (t)

.
(10)
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Then, without loss of generality, the developed algorithm is progressed on (10). Moreover, from a practical point of view, the
system states and the uncertainty are always bounded as it is derived from a finite vehicle response, so the following assumption
could be made to facilitate controller design.

Assumption 2. It is assumed that the uncertain function � (t) is bounded with unknown upper bound and there exist constant
� > 0 such that |

|

�m|| ≤ � holds.

We now present an adaptive time-varying high-order sliding mode controller for system (10), and the construction of the
proposed algorithm relies on the following lemma:
Lemma 1. 27 Consider system (10) with � ≡ 1 and � ≡ 0. Suppose there exists a continuous state-feedback control law
ũ = ũ0 (z), a positive definite C1 function V (z) ∶ Rr → R+ , and real numbers c > 0 and 0 < � < 1, such that the following
condition is true for every trajectory z of system (10)

V̇ (z) ≤ −cV (z)� . (11)

Then system (10) with the feedback ũ0 (z) is globally finite time stable with respect to the origin.

Regarding our problem, an adaptive function is adopted to handle the disturbances. In the spirit of the work of Laghrouche et
al24, with the knowledge of the initial value of the system, the adaptive function is defined based on the following time-varying
barrier function

K
(

V (z), V (z0), t
)

=
V (z)

f
(

V (z0), t
)

− V (z)
, (12)

where z0 = z(0), and V (z) is provided by Lemma 1. f ∶ R+ → R+ is a non-increasing C1 function, with lim
t→+∞

f
(

V (z0), t
)

≥ 0
and f (V (z0), 0) = � + V (z0), where � is tuning positive constant.

Remark 2. Note that the adaptive gain changes according to the value of V (z). When V (z) increases towards the boundary
of f

(

V (z0), t
)

, K increases accordingly, which forces the state to converge, and then K decreases till it could compensate the
disturbance. Compared with the barrier function-based piecewise function in the work of Laghrouche et al24, the time-varying
barrier function in (12) allows V (z) to stay within f

(

V (z0), t
)

from the initial instant, so the detection mechanism can be
avoided.

The following theorem summarizes the main results of the developed algorithm.

Theorem 1. Considering system (10) with Assumption 1, if the feedback control law is defined by:

ũ(z, t) = k1ũ0(z) + k2Ksign
(

ũ0(z)
)

, (13)

where k1 and k2 are positive tuning parameters, K is the time-varying adaptive function defined in (12). ũ0 (z) is any state-
feedback control law that satisfies Lemma 1 and obeys the following further conditions:

)V
)zn

ũ0 (z) ≤ 0, ũ0 (z) = 0⇒
)V
)zn

= 0. (14)

where V (z) is the corresponding Lyapunov function satisfies Lemma 1. Then system (10) with the feedback ũ (z, t) is globally
finite time stable with respect to the origin, and function V (z) will be confined in the prescribed region f

(

V (z0), t
)

.

Proof 1. Consider system (10) and the control law defined in (13):
{

żi = zi+1, i = 1, ..., n − 1,
żn = �

[

k1ũ0 + k2Ksign
(

ũ0
)]

+ �.
(15)

Considering the Lyapunov function in Lemma 1 with a new control input ũ(z, t), We can obtain the following inequality for
the time derivative of V (z) along the system (10).

V̇ =
n−1
∑

i=1

)V
)zi

zi+1 +
)V
)zn

(

�
[

k1ũ0 + k2Ksign
(

ũ0
)]

+ �
)

=
n−1
∑

i=1

)V
)zi

zi+1 +
)V
)zn

ũ0 +
)V
)zn

[(

�k1 − 1
)

ũ0 + �k2Ksign
(

ũ0
)

+ �
]

.

(16)
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Notice that
n−1
∑

i=1

)V
)zi
zi+1 +

)V
)zn
ũ0 = V̇ ≤ −cV (z)� according to (11), and ()V ∕)zn)ũ0 ≤ 0 holds according to the condition in

(14). Therefor, we have
V̇ ≤ −cV � −

|

|

|

|

)V
)zr

|

|

|

|

[

(

�mk1 − 1
)

|

|

ũ0|| + �mk2K − �
]

. (17)

For brevity, define the following function

F (V (z)) = K − 1
�mk2

(

� + (1 − �mk1) ||ũ0||
)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
Φ

, (18)

and taking into account the definition ofK in (12), the solution of F (V (z)) = 0 yields a unique solution V∗(t) in (0, f
(

V (z0), t
)

),
as V∗(t) = (Φ∕(1 + Φ)) f (V (z0), t) < f (V (z0), t). Arguing by contradiction, one gets that V (z(t)) > V∗(t) for all non-negative
time, and hence leads to V̇ < −cV � . And this yields convergence to the origin in finite time, which is a contradiction. Then it
can be deduced that system (10) is finite time stable with respect to the origin for all V (z(t)) > V∗(t), and V (z) is deceasing
accordingly, which leads to V (z(t)) < V∗(t) < f (V (z0), t). In conclusion, V (z) will always be confined in the prescribed region
f
(

V (z0), t
)

from the initial instant. ■
In what follows, the algorithm in the work of Hong28 will be utilized to develop the controller law ũ0(z). To show that, with

⌊x⌉� denotes |x|� sign(x), the controller is defined as follows:
Let � < 0 and l1,⋯ , ln be positive real numbers. For z = (z1,⋯ , zn), the controller ũ0(z) = �n can be defined as

�i+1 = −li+1⌊⌊zi+1⌉�i − ⌊�i⌉
�i
⌉

�i+1
�i , i = 1,… , n, (19)

where mi = 1 + (i − 1)�, �0 = m2, (�i + 1)mi+1 = �0 + 1 and �i = mi+1∕mi. And the Lyapunov function V is defined as

V =
n
∑

j=1

zj

∫
�j−1

⌊s⌉�j−1 − ⌊�j−1⌉
�j−1ds. (20)

With the definition of V , the conditions in (14) can be verified by
)V
)zn

�n = −ln⌊⌊zn⌉�n−1 − ⌊�n−1⌉
�n−1

⌉

1+ �n
�n−1 ≤ 0, (21)

and �n = 0 if and only if )V ∕)zn = 0.
Finally, with the development of the feedback controller in (13), the adaptive HOSMC algorithm applied to RLV system can

be summarized as the following proposition.

Proposition 1. Considering IGC input/output model (7), if the control moment vectorM is designed by

M = B−1(U −A), (22)

with virtual control vector U designed by

U =
⎡

⎢

⎢

⎣

k1ũ0(sℎ) + k2K
(

V (sℎ), V (sℎ0), t
)

sign
(

ũ0(sℎ)
)

k1ũ0(sv) + k2K
(

V (sv), V (sv0), t
)

sign
(

ũ0(sv)
)

k1ũ0(s�) + k2K
(

V (s�), V (s�0), t
)

sign
(

ũ0(s�)
)

⎤

⎥

⎥

⎦

. (23)

where the nominal controllers ũ0(sℎ), ũ0(sv), ũ0(s�) and Lyapunov functions V (sℎ), V (sv), V (s�) are designed based on the
algorithm in the work of Hong28, whose explicitly forms are given in Appendix.B. Then the RLV system could be able to track
the reference altitude ℎref (t) , velocity vref (t) and sideslip angle �ref (t).

Proof of Proposition 1. Since model (7) is a special case of the general rth-order system (9) discussed in Theorem 1, the
convergence of the IGC tracking system can be proved, similar to Proof 1, which is omitted here.

4 SIMULATION RESULTS ANALYSIS

In this section, simulation experiments are provided to demonstrate the effectiveness of the developed algorithm. The RLV
characteristic parameters used in this paper are based on X-3329, with the aerodynamic parameters provided by cl0 =
−0.2070, cl1 = 1.6756, cd0 = 0.0785, cd1 = −0.3529, cd2 = 2.0400. The inertia coefficients can be obtained by substituting
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Ixx = 434270kg ⋅m2, Iyy = 961220kg ⋅m2, Izz = 1131541kg ⋅m2, Ixz = 17880kg ⋅m2 into (I.1) in Appendix.I. The sampling
time is selected as 1ms.
To obtain the reference commands ℎref (t) and vref (t), trajectory optimization method in the work of Darby et al30 is adopted,

with the starting point set as ℎ0 = 80000m, v0 = 7800m∕s and 
0 = −1◦. In addition, according to the steady turn requirements,
the sideslip angle is controlled to �ref (t) = 0. Then for perturbed RLV system, initial longitudinal state deviations are set to
[

Δℎ0,Δv0,Δ�0
]

=
[

−500m, 100m∕s, 1◦
]

, additive actuator faults are given as
[

ΔMx,ΔMy,ΔMz
]

= 106 ∗ [0.3 sin(0.1t),
1 + 0.3 cos(0.1t), 0.3 cos(0.1t)] and efficiency loss function is set to � = 0.9 + 0.1 cos(0.1t). Finally, we make a comparison
between the proposed IGC algorithm and the separate guidance and control (SGC) strategy developed in the work of Tian et al12.
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Figure 2 Curves of altitude, velocity and sideslip angle

Figs.3-4 illustrate the trajectory tracking results of RLV system. From the results, it can be observed that developed IGC
algorithm can effectively drive the RLV to track the desired reference command, overcoming the effects of disturbances and
actuator faults. Meanwhile, despite the perturbations in initial condition could be handled by the SGC method in the previous
work12, other uncertainties, especially actuator faults, may lead to the failure of the SGC system, as shown in Figs.3-4. Moreover,
derivatives of the tracking errors of IGC system are provided in Fig.4, revealing the effective convergence performance of the
developed adaptive HOSMC. The convergence time of the system is mainly related to the initial deviation and the parameters
of the nominal controllers ũ0. Finally, the system control moments are shown in Fig.5. The above results verify the effectiveness
of the developed IGC scheme based on adaptive HOSMC even in complex disturbance environment.
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Figure 3 Curves of altitude, velocity tracking errors and their derivatives

5 CONCLUSIONS

A novel adaptive high-order sliding mode based integrated guidance and control algorithm is developed for RLV with unknown
disturbances and actuator faults. A time-varying barrier function based adaptive controller is adopted to restrict the RLV track-
ing error from the initial instant without utilizing the upper bounds disturbances. The developed algorithm is compared with a
separate guidance and control method, and simulation results demonstrate that the proposed IGC system has better robust perfor-
mance and can ensure the system state to track the reference trajectory in finite time. Future work will focus on the combination
of the proposed algorithm and fixed-time high-order sliding mode control method.
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APPENDIX

A RLV MOMENT INERTIAL AND INPUT/OUTPUT TERMS

The moment inertia coefficients in (1) are expressed as

Ip,x =
Izz

IxxIzz − Ixz2
, Ip,z = Ir,x =

Ixz
IxxIzz − Ixz2

,

Ip,pq =

(

Ixx − Iyy + Izz
)

Ixz
IxxIzz − Ixz2

, Ip,qr =

(

Iyy − Izz
)

Izz − Ixz2

IxxIzz − Ixz2
,

Iq,y =
1
Iyy

, Iq,p = −
Ixz
Iyy

, Iq,r =
Ixz
Iyy

, Iq,pr =
Izz − Ixx
Iyy

,

Ir,z =
Ixx

IxxIzz − Ixz2
,

Ir,pq =

(

Ixx − Iyy
)

Ixx + Ixz2

IxxIzz − Ixz2
, Ir,qr =

(

Iyy − Ixx − Izz
)

Ixz
IxxIzz − Ixz2

(I.1)

where Iij(i = x, y, z; j = x, y, z) denotes moments inertia.
The terms aℎ, ..., b�,z in (7) can be denoted as follows:

aℎ =av sin 
 + a
v cos 
 + 3v̈
̇cos
 + v̇
(

3
̈ − 3
̇2 sin 

)

+ v
(

−3
̈ 
̇ sin 
 − 
̇3 cos 

)

(I.2)

bℎ,x = bv,x sin 
 + b
,xv cos 
 (I.3)

bℎ,y = bv,y sin 
 + b
,yv cos 
 (I.4)

bℎ,z = bv,z sin 
 + b
,zv cos 
 (I.5)

aV = − aD − g̈ sin 
 − 2ġ
̇ cos 
 − g
̈ cos 
 + g
̇2 sin 
 −D(
�̈
�
+ 2 v̈

v
+ 2 v̇

2

v2
+
2cd2�̇2

CD
+ 2

�̇ĊD
�CD

+ 4
v̇ĊD
vCD

+ 4
v̇�̇
v�
)

+
D
(

2cd2� + cd1
)

p
CD

(

�̇ sin � tan � − �̇ cos �
cos2 �

)

−
D
(

2cd2� + cd1
)

r
CD

(

�̇ cos � tan � + �̇ sin �
cos2 �

)
(I.6)

bv,x =
D
(

2cd2� + cd1
)

CD

{

Ip,x cos � tan � + Ir,x sin � tan �
} (I.7)

bv,y = −
D
(

2cd2� + cd1
)

CD
Iq,y (I.8)

bv,z =
D
(

2cd2� + cd1
)

CD

{

Ip,z cos � tan � + Ir,z sin � tan �
} (I.9)

a
 =â
 +
cos �
v

{

L(
�̈
�
+ 2 v̈

v
+ 2 v̇

2

v2
+ 2

�̇ĊL
�CL

+ 4
v̇ĊL
vCL

+ 4
v̇�̇
v�
) + aL +

Lcl1p
CL

(

�̇ sin � tan � − �̇ cos �
cos2 �

)

−
Lcl1r
CL

(

�̇ cos � tan � + �̇ sin �
cos2 �

)}

− Lsin�
v

{

p
(

�̇ sin � cos � − �̇ cos � sin �
)

− r
(

�̇ cos � cos � − �̇ sin � sin �
)

− q�̇ cos � −
(

Ip,pqpq + Ip,qrqr
)

cos � cos � −
(

Ir,pqpq + Ir,qrqr
)

sin � cos � −
(

Iq,pp
2 + Iq,rr2 + Iq,prpr

)

sin �
}

(I.10)
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â
 = −
2L̇�̇ sin � + L�̇2 cos �

v
+ 2L�̇v̇ sin � − 2L̇v̇ cos � − Lv̈ cos �

v2
+ 2Lv̇

2 cos �
v3

+
(

v̈
ℎ + RE

− 2v̇ℎ̇ + vℎ̈
(ℎ + RE)2

+ 2vℎ̇2

(ℎ + RE)3

)

cos 
 −
(

g̈
v
−
2ġv̇ + gv̈

v2
+
2gv̇2

v3

)

cos 


− 2
(

v̇
ℎ + RE

− vℎ̇
(ℎ + RE)2

−
ġ
v
+
gv̇
v2

)


̇ sin 
 −
(

v
ℎ + RE

−
g
v

)

(


̈ sin 
 + 
̇2 cos 

)

.

(I.11)

b
,x = −
Lcl1 cos �
vCL

{

Ip,x cos � tan � + Ir,x sin � tan �
}

+ L sin �
v

{

Ip,x cos � cos � + Ir,x sin � cos �
}

(I.12)

b
,y =
{

Lcl1 cos �
vCL

+ L sin �
v

sin �
}

Iq,y (I.13)

b
,z = −
Lcl1 cos �
vCL

{

Ip,z cos � tan � + Ir,z sin � tan �
}

+ L sin �
v

{

Ip,z cos � cos � + Ir,z sin � cos �
}

(I.14)

a� = p�̇ cos � + r�̇ sin � + pq
(

Ip,pq sin � − Ir,pq cos �
)

+ qr
(

Ip,qr sin � − Ir,qr cos �
)

(I.15)

b�,x = Ip,x sin � − Ir,x cos � (I.16)

b�,y = 0 (I.17)

b�,z = Ip,z sin � − Ir,z cos � (I.18)

aD = −
D
(

2cd2� + cd1
)

CD

{

(

Ip,pqpq + Ip,qrqr
)

cos � tan � +
(

Ir,pqqp + Ir,qrqr
)

sin � tan � −
(

Iq,rr
2 + Iq,prpr + Iq,pp2

)

}

(I.19)

aL =
LCDcl1

DCL
(

2cd2� + cd1
)aD (I.20)

B CONTROLLERS AND LYAPUNOV FUNCTIONS DESIGN

In our simulation, the parameters are tuned to be: � = −1∕4, l1 = 1, l2 = 2, l3 = 5, l4 = 7. The constants �i are �0 =
3∕4, �1 = 4∕3, �2 = 5∕2, �3 = 6. Then we get �1 = 4∕3, �2 = 2∕3, �3 = 1∕2, �4 = 0. According to Hong28, the controllers
ũ0(sℎ), ũ0(sv), ũ0(s�) in (23) are designed by

⎧

⎪

⎪

⎨

⎪

⎪

⎩

�ℎ1 = −l1⌊sℎ⌉
�1

�ℎ2 = −l2⌊⌊ṡℎ⌉
�1 − ⌊�ℎ1⌉

�1
⌉

�2
�1

�ℎ3 = −l3⌊⌊s̈ℎ⌉
�2 − ⌊�ℎ2⌉

�2
⌉

�3
�2

ũ0(sℎ) = �ℎ4 = −l4⌊⌊
...
s ℎ⌉�3 − ⌊�ℎ3⌉

�3
⌉

�4
�3 ,

(II.1)

⎧

⎪

⎨

⎪

⎩

�v1 = −l1⌊sv⌉
�1

�v2 = −l2⌊⌊ṡv⌉
�1 − ⌊�v1⌉

�1
⌉

�2
�1

ũ0(sv) = �v3 = −l3⌊⌊s̈v⌉
�2 − ⌊�v2⌉

�2
⌉

�3
�2

(II.2)

{

��1 = −l1⌊s�⌉
�1

ũ0(s�) = �v2 = −l2⌊⌊ṡ�⌉
�1 − ⌊��1⌉

�1
⌉

�2
�1

(II.3)
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And the Lyapunov functions V (sℎ), V (sv), V (s�) are defined as follows

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

Vℎ1 =
1

1+�0
|

|

sℎ||
1+�0

Vℎ2 =
1

1+�1

(

|

|

ṡℎ||
1+�1 + �1

|

|

|

�ℎ1
|

|

|

1+�1
)

− ṡℎ⌊�ℎ1)⌉
�1 + Vℎ1

Vℎ3 =
1

1+�2

(

|

|

s̈ℎ||
1+�2 + �2

|

|

|

�ℎ2
|

|

|

1+�2
)

− s̈ℎ⌊�ℎ2⌉
�2 + Vℎ2

V (sℎ) = Vℎ4 =

(

|

...
s ℎ|

1+�3+�3
|

|

|

�ℎ3
|

|

|

1+�3
)

1+�3
−
...
s ℎ⌊�ℎ3⌉

�3 + Vℎ3

(II.4)

⎧

⎪

⎪

⎨

⎪

⎪

⎩

Vv1 =
1

1+�0
|

|

sv||
1+�0

Vv2 =
1

1+�1

(

|

|

ṡv||
1+�1 + �1

|

|

|

�v1
|

|

|

1+�1
)

− ṡv⌊�v1)⌉
�1 + Vv1

V (sv) = Vv3 =

(

|
s̈v|

1+�2+�2
|

|

|

�v2
|

|

|

1+�2
)

1+�2
− s̈v⌊�v2⌉

�2 + Vv2

(II.5)

⎧

⎪

⎨

⎪

⎩

V�1 =
1

1+�0

|

|

|

s�
|

|

|

1+�0

V (s�) = V�2 =

(

|
ṡ�|

1+�1+�1
|

|

|

��1
|

|

|

1+�1
)

1+�1
− ṡ�⌊��1)⌉

�1 + V�1

(II.6)

with V (sℎ0), V (sv0), V (s�0) being their initial values.
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