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Abstract 16 

In calculating solar radiation, climate models make many approximations to the known physics 17 

of radiative transfer.  These simplifying parameterizations are made to reduce computational cost 18 

and enable climate modeling, but they obviously cause errors in solar heating that impact the 19 

simulated climate.  Most of these radiative transfer errors have been identified individually in 20 

isolated examples, but here we quantify them in terms of net solar heating of the atmosphere and 21 

surface within a consistent framework on a scale relevant to the global climate.  We build a 22 

benchmark capability around a solar heating code (Solar-J) that already includes some of the 23 

more accurate radiative transfer methods and add further improvements covering known errors.  24 

The error classes assessed here include:  use of broad wavelength bins to integrate over fine 25 

spectral features; multiple-scattering approximations that alter the scattering phase function and 26 

optical depth for clouds, aerosols, and gases; uncertainty in ice-cloud optics; treatment of 27 

fractional cloud cover including cloud overlap; and constant ocean surface albedo.  We 28 

geographically map the errors in terms of W m
-2

 using a full climate re-creation for January 2015 29 

from weather forecasting models.  For many of the ten specific approximations calculated here, 30 

the mean errors are ~2 W m
-2

 with even larger latitudinal biases and are likely to affect a model’s 31 

ability to match the current climate state.  From this study, we are able to make priority 32 

recommendations for these errors, pointing out where codes can be simply updated and where 33 

more scientific development is needed. 34 

 35 

Plain Language Summary 36 

 37 

Solar heating of the climate system-- the atmosphere, land surface, and ocean--drives the climate.  38 

Accurate numerical calculation of solar heating is a core component of the models we use to 39 

project and prepare for climate change.  Radiative transfer is a classic science, and we know how 40 

to calculate solar heating accurately, but the large computational cost of these more accurate 41 

solutions means that we make many approximations to the radiative transfer calculations in our 42 

current climate models.  Systematic errors, or biases, may not affect the calculated change in 43 

climate now being forced by greenhouse gases, but they may push a model’s baseline current 44 

climate into a pre-industrial or future climate regime.  This paper examines ten well known 45 

approximations in use, quantifies them in context of the climate system, and then recommends a 46 

number of cheap and easy fixes, assessment of the more costly but fixable problems, and areas 47 

where new research is needed. 48 

  49 
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1.  Introduction 50 

 51 

The heat from sunlight drives the weather and climate system, the energy in solar photons drives 52 

atmospheric chemistry, and the photosynthetically active radiation drives life.  For Earth system 53 

models (ESMs), one needs to calculate the scattering, absorption, and reflection of solar radiation 54 

throughout the atmosphere, ocean, cryosphere, and land surface.  This radiative transfer (RT) 55 

problem is well known and in many cases has near-exact, but costly solutions.  Thus, solar 56 

heating calculations in ESMs use numerous approximations with manifold potential for errors.  57 

Here, we systematically examine many of these approximations using a more costly and accurate 58 

RT code as a benchmark to assess the errors in current solar heating models.   59 

 60 

We evaluate the approximation errors in solar energy under realistic meteorology for the Earth in 61 

January 2015 using modified versions of the Solar-J code (Prather & Hsu, 2019, hence P2019; 62 

Hsu et al, 2017; hence H2017).  The errors are mapped geographically in W m
-2

 for the primary 63 

components:  incident, reflected, absorbed in the atmosphere (troposphere vs upper atmosphere), 64 

and absorbed at the surface.  For most cases, we find that global mean absolute errors range from 65 

0.5 to 5 W m
-2

 with much larger systematic latitudinal or root-mean-square errors.  Such error 66 

levels are likely to shift ESMs to different climate regimes for the current reference period (e.g., 67 

1980-2010) as they are comparable to the changes in climate forcing by greenhouse gases from 68 

pre-industrial to present (Myhre et al., 2013).  Many of these error-prone approximations could 69 

be fixed with minimal effort or cost, but others might impose excessive computational costs for 70 

extensive climate simulations.   71 

 72 

The errors caused by ignoring spherical geometry have been analyzed recently in P2019.  In this 73 

paper we examine different classes of errors:  the use of broad wavelength bins to integrate over 74 

fine spectral features (Section 2); multiple-scattering approximations that alter the scattering 75 

phase function for clouds, aerosols, and gases (Section 3); uncertainty in ice-cloud optics 76 

(Section 4); treatment of fractional cloud cover including cloud overlap (Section 5); and 77 

approximation of ocean surface albedo as a constant (Section 6).  Where a current method is 78 

compared with a more accurate, physically based method, we can quantify errors to first order; 79 

but when two methods choose different approaches that might be equally valid; we can quantify 80 

differences that highlight uncertainty in our methods.  In many cases these approximations are 81 

evaluated using a modified version of Solar-J which uses the same long-wavelength (>700 nm) 82 

spectral code as RRTMG (Clough et al., 2005); but in others, we compare by running the 83 

publicly available RRTMG-SW version 4.0 in parallel with Solar-J.  A major approximation not 84 

covered here is that of 1D plane-parallel radiative transfer: we assume that vertical profiles of 85 

clouds, aerosols, ozone and water vapor are horizontally uniform. The impact of a spherical 86 

atmosphere on the incidence flux is assessed in P2019, and so most of the comparisons here are 87 

made with a flat atmosphere for consistency with other solar heating codes.  Section 7 reviews 88 

the RT approximations evaluated here and makes priority recommendations for fixes for 12 of 89 

the resulting errors, pointing out where more scientific development is needed. 90 

 91 

 92 

2. Wavelength binning 93 

 94 
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Practical RT solutions for the complex absorption features of atmospheric gases require selecting 95 

a limited number of wavelength intervals (bins) for the calculation.  Ideally, one picks as wide an 96 

interval as possible that has nearly constant absorption features so that the attenuation of sunlight 97 

is nearly the same across all wavelengths in that bin.  For example, in the wavelength region 98 

from 233 nm to 276 nm, ozone is the only important absorber and its cross section is changing 99 

very slowly, so that a single RT calculation accurately represents all wavelengths in the 233-276 100 

nm bin.  In wavelength regions with many absorption lines, such as the Schumann-Runge bands 101 

of O2 (177 – 200 nm), the opacity distribution method (Fang et al., 1974) sorts the lines to get 102 

sub-bins of individual wavelengths with about the same opacity, effectively collecting a set of 103 

non-continuous intervals with similar opacity.  For solar absorption in the infrared, a similar 104 

method is called correlated-k (Lacis & Oinas, 1991).  The art here lies in selecting the minimum 105 

number of bins and sub-bins that still reproduce the result from spectrally resolved models using 106 

thousands of wavelength intervals.   107 

 108 

Fast-J optimized the wavelength bins for solar RT in the ultraviolet and visible regions (Bian & 109 

Prather, 2002; Wild et al., 2000) and builds upon four decades of RT development for 110 

atmospheric chemistry (Logan et al., 1978).  Solar-J retains that bin structure.  For wavelengths 111 

>500 nm, Solar-J was configured to run with flexible wavelength bins (Hsu et al., 2017).  The 112 

standard operational version (H2017), denoted simply SJ, is derived from RRTMG-SW version 113 

4.0 (Clough et al., 2005; Mlawer et al., 1997) with 9 large infrared bins (0.78 – 12.2 μm) and 114 

with 78 sub-bins for infrared gas absorption (also denoted g-bins in RRTM notation).  The most 115 

accurate Solar-J version in terms of infrared gas absorption is derived from the benchmark code 116 

RRTM-SW with the same 9 infrared bins, but 144 sub-bins, denoted SJ/RRX.  Other, less 117 

accurate models include only H2O-gas absorption in the infrared:  CLIRAD (Chou & Suarez, 118 

1996) has 3 large bins (0.70 – 10.0 μm) including 30 sub-bins (denoted SJ/CLIRAD); and LLNL 119 

(Grant & Grossman, 1998) has 3 large bins (0.69 – 3.85 μm) including 21 sub-bins (denoted 120 

SJ/LLNL).  The accuracy and computational cost increase with the number of infrared sub-bins.  121 

The bins have a single set of optical properties for clouds and aerosols that is applied to each 122 

sub-bin.  We compare the effect of increased sub-bins by running the different versions of Solar-123 

J with H2O-gas absorption and clear skies (see Figure 1(left)).  Compared to the standard SJ, 124 

SJ/CLIRAD and SJ/LLNL have about 6-8 W m
-2

 less atmospheric absorption, most of which is 125 

absorbed at the surface with small fraction (~1 W m
-2

) being reflected (see Table 1 / Rows 1&2, 126 

hence designated T1/R1&2).  The more accurate SJ/RRX code is nearly identical to SJ, with only 127 

~¼ W m
-2

 less atmospheric absorption (T1/R3).   128 

 129 

 130 

The Solar-J SJ code, even though it is based on the RRTMG spectral model, has differences 131 

relative to full RRTMG-SW version 4.0 code that are caused by different binning in the visible 132 

range 300-778 nm and therefore different mixtures of ozone absorption and Rayleigh scattering.  133 

For wavelengths > 778 nm, we can verify that both codes are essentially identical under clear-134 

sky conditions.  The global mean differences for RRTMG minus SJ under clear sky are [+1.3, -135 

0.5, -0.8 W m
-2

] for the 3 primary components [reflection, atmospheric absorption, and surface 136 

absorption], respectively (T1/R4).   We believe that Solar-J should be more accurate because 137 

RRTMG has 4 bins in this range and Solar-J has 7; however, a super-resolved set of bins (~0.01 138 

nm) could easily establish the best way to select the 300-778 nm bins.   139 

 140 
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The accuracy of the calculated cloud absorption is determined by the number of infrared bins, 141 

not sub-bins.  Figure 2(left) shows the single-scattering albedo (SSA) of typical ice- and liquid-142 

water clouds over the infrared spectrum.  The refractive indices for ice and liquid water are 143 

similar but with distinct wavelength shifts:  the second deep SSA minimum for liquid occurs 144 

about 1.9 µm, while that for ice occurs about 2.0 µm.  The largest differences in the liquid vs. ice 145 

curves here are caused by particle size, with smaller particles having larger SSA.  For the same 146 

amount of mass, both small and large particles have about the same absorption optical depth, but 147 

the small particles have greater scattering optical depth and hence greater SSA.  The 9 infrared 148 

bins (#19–#27 in the figure) of RRTMG (and the benchmark code RRTM) are denoted with the 149 

vertical dashed lines, and the average cloud single-scattering albedo (SSA) in each bin is shown 150 

by the horizontal bar with a circle.  A super-cloud-resolving version of Solar-J (denoted SJ/66b) 151 

was constructed using 0.05 to 0.10 μm wide bins, yielding 66 infrared bins (black squares).  152 

SJ/66b, without sub-bins, cannot calculate H2O-gas absorption.  153 

 154 

The problem with the RRTM binning is that bins 21-27 average over both reflecting and 155 

absorbing wavelengths in clouds.  The average SSA can be correct, but calculating cloud heating 156 

with an average of high and low SSA leads to a greater fraction of sunlight being absorbed in the 157 

top of the cloud.   Cloud heating rate profiles in Figure 2(right) are calculated with SJ/66b and 158 

SJ, both without infrared gas absorption but retaining O3 and O2 absorption in the ultraviolet and 159 

visible range which both models can do.  SJ clearly overestimates cloud-top heating rates.  For 160 

stratus clouds, the excess heating ranges from +5% (bottom) to +25% (top), with similar values 161 

for cirrus clouds.  At the top of a stratus cloud, SJ/66b heating rates are 1.8 K per day, while SJ 162 

calculates 2.3 K per day (both are without IR gas absorption).  When we add IR gas absorption, 163 

we find that heating rates in the upper layers of the stratus cloud are reduced by about 40% 164 

because that energy is absorbed by water vapor above the cloud deck.  The relative (%) 165 

differences between 9 bins and 66 bins should remain.  Such solar heating errors are likely to 166 

affect the lifetime and stability of clouds (Wood, 2012).  In terms of global zonal-mean heating 167 

rates (Figure 1(right)), SJ (no IR gas) has 1.7 W m
-2

 more in-cloud heating than SJ/66b, while 168 

SJ/CLIRAD has 3.8 W m
-2

 more (T1/R6&7).  Coarse wavelength resolution of cloud absorption 169 

clearly results in more in-cloud heating balanced almost equally by less reflection and surface 170 

absorption.  Improving the accuracy of the gaseous absorption is an ongoing effort (Mlawer et 171 

al., 2012; Paynter & Ramaswamy, 2014; Pincus et al., 2015; Etminan et al., 2016), but no 172 

parallel effort addresses cloud absorption.   173 

 174 

 175 

 176 
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Figure 1 Monthly zonal mean flux differences (W m

-2
) as a function of latitude for January 

2015. The three vertical panels show: reflected, atmospheric and surface absorption, 

respectively.  (left column) Case for H2O-gas absorption and clear sky emphasizes the number 

of infrared sub-bins.  Differences are relative to standard Solar-J (SJ).  RRTM refers to the 

very high-resolution (SJ/RRX in Table S1); CLIRAD and LLNL, to the courser resolutions 

(SJ/CLIRAD and SJ/LLNL).  (right column) All sky with averaged clouds and no infrared gas 

absorption, emphasizing the number of infrared bins.  Differences are relative to SJ-66b (high-

resolution infrared bins for clouds). Both RRTM codes have the same 9 infrared bins, and 

CLIRAD has 3 infrared bins.  See Table S1 for a complete description of code versions. 

 177 

 178 

 179 

  180 
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Figure 2.  (top panels) Single scattering albedo (SSA, dimensionless) for water clouds versus wavelength (µm), 

including both ice (top) and liquid water (bottom).  The RRTMG infrared bins, designated #18 through #27 are 

demarcated by dashed vertical lines with average SSA denoted (large circle with cross bar and light-colored fill).   

The solar energy (W m-2) in each bin is denoted, and the reflected flux (%) for overhead sun and an optically 

thick ice-water cloud is also given.  Average SSA is calculated from a flux-weighted refractive index for each bin 

assuming spherical (Mie) particles, even for ice-water.  The liquid particles have an effective radius of 12 µm; 

and the ice particles, 48 µm.  The black squares show results from the high-resolution SJ-66b, where the 

resolution ranges from 0.05 µm (0.7 to 2.4 µm) to 0.10 µm (2.5 µm to 4.0 µm).  The solar flux (W/m2) in each 

RRTM bin is noted in the upper (ice) panel, and the % reflected from an optically thick ice cloud for overhead 

sun is given above the flux (red).  (bottom) Profile of in-cloud rates for stratus (optical depth OD=12, liquid 

water) and cirrus (OD = 2, ice water) from standard 27-bin Solar-J (red) and the 85-bin SJ85b (black) for 

overhead sun.  Water vapor IR absorption is shut off.   

  181 
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 182 

3. Scattering phase functions and multiple scattering 183 

 184 

Ideally, the sunlight scattered by clouds, aerosols and gases is resolved semi-continuously in all 185 

directions within the atmosphere, but in practice, RT solutions for solar heating keep track of a 186 

limited number of angles (streams) in upward and downward directions and average over the 187 

azimuth angle.  Solar-J uses 8 streams (4 up, 4 down) to resolve multiple scattering and this RT 188 

solution is implemented in many global chemistry models (Prather, 2015).  RRTM (Mlawer et 189 

al., 1997) uses 16-stream scattering but is not implemented in global models; instead, RRTMG 190 

(Clough et al., 2005) with 2-stream scattering is used in many climate models.  The GFDL AM3, 191 

with 4-stream RT (Li & Ramaswamy, 1996), appears to be the most accurate scattering code 192 

currently used for solar heating by climate models.   193 

 194 

The number of scattering angles determines how well the scattering phase function, P(Θ), is 195 

resolved, where Θ is the angle between incident and scattered light.  Nominally, these phase 196 

functions are calculated using Mie theory for spherical droplets or else other approximation for 197 

aspherical ice or dust particles (Mishchenko et al., 2016; Yang et al., 2018).  M-stream RT 198 

methods can use the first M terms in the expansion of Legendre polynomials, Pm(Θ), where the 199 

first term is P0 ≡ 1 (See Table 2 for the Mie phase function for liquid clouds expanded in terms 200 

of coefficients gm).  Modifications to these g coefficients exist (delta-M scaling methods: Lin et 201 

al., 2018; Wiscombe, 1977) and are necessary in 2-stream RT.  The 8-stream in Solar-J does not 202 

use delta-M scaling because early tests showed that simple truncation at the 8
th

 term in the 203 

Legendre series compared well to a 160-stream solution for optically thick clouds, with mean 204 

intensity differences of 1% throughout most of the atmosphere, and at worst case, 8% in the 205 

uppermost layers of a cloud with overhead sun (Wild et al., 2000; see also Wiscombe, 1977).   206 

 207 

The phase function for clouds and aerosols is anisotropic with a strong forward-scattering peak.  208 

Often, only the first term in the Legendre expansion is calculated and then the simplified analytic 209 

Henyey-Greenstein (HG) function is used for the higher-order terms (Boucher, 1998), PHG(Θ) = 210 

1 + Σm=1:M-1 (2m + 1) (g1)
m

 Pm(cos(Θ)).  For liquid water clouds, the HG function has serious 211 

errors:  it lacks the strong forward-scattering peak as well as the back-scatter peak, consequently 212 

it is more isotropic and scatters too much at right angles (e.g., see Fig. 1 of Wiscombe, 1977).  A 213 

version SJ/HG has been coded that rewrites the 8-term cloud scattering phase function in each 214 

grid cell using Mie value for g1 and the formula above. 215 

 216 

Two-stream methods can directly use only the first two terms in the expansion, P(Θ) = 1 + 3 g* 217 

cos(Θ), where g* is the asymmetry parameter.  There are various methods for selecting g* and 218 

rescaling the scattering optical depth τsca. The reduction in cloud optical depth is intended to 219 

account for the forward-scattering peak acting as a Dirac delta function, i.e., not a scatter.  It 220 

applies only to the scattering optical depth τsca; while the absorbing τabs is unchanged.  Delta-221 

Eddington methods (Joseph et al., 1976), designated -1 here, adopt a HG phase function 222 

whereby the scaling factor f = g1
2
 is used to calculate g* = (g1 – f)/(1 – f) and τ*sca = (1 – f) τsca.  223 

RRTMG uses the first term in the Mie expansion for liquid-water clouds and hence -1 scaling.  224 

Another approach, designated -2, uses the Mie phase function's second term, f = g2, and the 225 

revised g* and τ*sca are calculated as for -1.  This isotropic-equivalent method, designated -0, 226 

drops the asymmetry factor in the phase function and calculates a reduced τ*sca using f = g1 and 227 
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the above formulae.  An example of the δ-methods is listed in Table 2.  -0 is the least forward 228 

scattering with the largest reduction in τsca (1–f = 0.14); -2 has the next largest reduction (1–f = 229 

0.20); while -1 has the least (1–f = 0.25), reducing τsca by only a factor of 4.  SJ versions have 230 

been coded that rewrite the cloud optical depth and scattering phase function in accord with δ 231 

scaling and are designate eponymously as SJ/δ0, SJ/δ1, and SJ/δ2. 232 

 233 

Rayleigh scattering by gases (PRay = 1 + ½ P2) can only be treated as isotropic in two-stream 234 

solutions.  We evaluate this error with a version SJ/Ray in which the Rayleigh scattering phase 235 

function is changed to isotropic and find that the errors are as expected (viz., isotropic scattering, 236 

without the backscatter lobe of the cos
2
(Θ) term, has less reflected light), but are trivially small 237 

(~0.01 W m
-2

, see T1/R5). 238 

 239 

The HG and -scaling tests here are run without ice clouds to aid in comparisons with RRTMG 240 

(see below).  Global mean HG errors are [–0.05, 0.14, –0.09 W m
-2

] for the 3 primary 241 

components (see T1/R8).  This pattern--less reflection and less forward scattered to the surface--242 

is caused by the weaker forward and backward scattering peaks in the HG phase function.  243 

Although these mean errors are modest, there is no basis and no cost advantage to using 8-term 244 

HG phase functions.   245 

 246 

Solar-J does not have a 2-stream option and thus δ-scaling calculations use a truncated phase 247 

function with full 8-stream scattering (T1/R9-10-11).  The δ-scaling errors are modest in terms of 248 

global mean, within ±0.4 W m
-2

 for any of the three primary components (T1/R9-10-11).  The 249 

pattern is interesting in that all three methods show a similar –0.3 W m
-2

 error in reflected flux, 250 

but the surface absorption error shifts from +0.07 to +0.23 to +0.44 W m
-2

 in the order -1 to -2 251 

to -0, being caused by the increasing scaling of τsca.   Thus in -1 the reduction in reflected flux 252 

goes into atmospheric heating; while in -2 and -0, it goes into surface heating. 253 

 254 

These small errors in the global mean are deceiving.  The δ-scaling 2-stream models are 255 

optimized to give reasonable averages, being accurate at one SZA between 0° and 90°, but 256 

having large opposite-sign errors at others (Joseph et al., 1976; Wiscombe, 1977).  Examining 257 

the geographic pattern of δ-scaling errors for fixed sun (00Z) in Figure 3, we see that SZA ~ 40° 258 

(green dashed oval) is the zero-error point for all three δ-scaling methods.  The 3 columns (a-b-c) 259 

in Figure 3 show the 3 primary components: reflected flux, atmospheric absorption, and surface 260 

absorption, respectively.  The first 3 rows (i-ii-iii) show the sequence -0 to -2 to -1, 261 

respectively, in order of decreasing scaling factors.  Looking at the region with SZA < 40° 262 

(inside the green oval), we see that the error in reflected flux is positive and greatest for -0 and 263 

decreases along the sequence.  Outside this oval, the error is negative, becoming less negative 264 

along the same sequence.  For surface absorption, the error in -scaling is opposite in sign 265 

(negative inside SZA < 40 and positive outside) and follows the same -scaling. For atmospheric 266 

absorption, the error sequence inside the oval goes from overall negative, to small positive, to 267 

strongly positive.  Because the error is consistent for SZA > 40°, when we average over the day 268 

the higher latitudes (50°S-70°S and 30°N-50°N) have consistent errors, ~2 W m
-2

.  In terms of 269 

reflection and surface absorption, δ-1 scaling has consistently smaller errors than δ-0 or δ-2. 270 

 271 

Tropospheric heating rate profiles (W m
-2

 hPa
-1

) for high sun (SZA > 40° at 00Z) and liquid 272 

water clouds are shown in Figure S1a for SJ (standard Mie), SJ/HG, and RRTMG (standard δ-1 273 
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scaling).  The 3 profiles show the peak heating due to low (1 km) and mid-level (5 km) clouds 274 

and differ by less than 5% except near the surface.  The errors relative to SJ are shown in Figure 275 

S1b along with profiles of the 3 δ-scaling errors.  It is interesting that SJ/HG and SJ/δ1 have 276 

similar error profiles that are quite different from those of SJ/δ0 and SJ/δ2.  RRTMG shows 277 

reduced heating in the cloudy levels with compensating increase in the clear levels.  The larger 278 

RRTMG error near the surface (10%) may be caused by different treatments of the lower 279 

boundary in the scattering codes.   280 

 281 

To estimate the errors in 2-stream vs. 8-stream scattering, we compare RRTMG with SJ/δ1 282 

(T1/R12).  Including only liquid water and averaged clouds we can ensure that both models use 283 

the same optical properties (i.e., optical depth, single scattering albedo, asymmetry parameter 284 

g1).  In terms of the 3 primary components, the error is large, [–1.1, –0.8, +1.9 W m
-2

].  The 285 

geographic pattern of this difference, shown in Figure 3(iv), is uniform across SZA and quite 286 

different from the δ-scaling errors.  There is a clear-sky bias between RRTMG and SJ (T1/R4) 287 

that is in the opposite sense and combining these two differences leads to an estimated 2-stream 288 

versus 8-stream error of [–2.4, –0.4, +2.7 W m
-2

] (T1R13), which may be slightly exaggerated 289 

because the clear-sky bias is not additive and would not apply to the regions with liquid clouds.  290 

This comparison is not ideal because there may be unknown differences in the scattering models 291 

of the two codes.   Nevertheless, 2-stream scattering appears to produce excess surface 292 

absorption of at least 2 W m
-2

. 293 

  294 
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Figure 3. Geographic map of model differences in solar heating terms (W m

-2
) averaged over 31 days in 

January at 00Z (sun over the Dateline), including only liquid water and averaged clouds (i.e., fractional 

clouds spread over the grid cell).  The green dashed line encloses the region with SZA < 40
o
.  Columns 

show (a) reflected flux, (b) atmospheric absorption and (c) surface absorption.  Rows (i), (ii) and (iii) show 

errors for δ-1, δ-2 and δ-0, respectively, calculated with Solar-J 8-stream scattering relative to the standard 

Mie phase function, see Table 2.  Row (iv) shows the differences RRTMG-SW (default δ-1 scaling) minus 

Solar-J (δ-1 scaling). 

  295 
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4.  Ice-cloud optics 296 

 297 

Ice particles in cirrus or mixed-phase clouds come in a wide range of sizes and shapes (Kaercher 298 

et al., 2014) with a dizzying array of optical properties (Mishchenko et al., 2016; Yang et al., 299 

2018).  Solar heating codes adopt a simplified parameterization.  RRTMG primarily uses a Fu 300 

(1996) parameterization for optical depth, single scattering albedo, and asymmetry parameter.  301 

Solar-J adopts an effective radius based on ice water concentration (Heymsfield et al., 2003), the 302 

full scattering phase functions for two typical mixes of particle shape (cold and colder, 303 

Mishchenko et al. (1996), and the observed refractive index of ice water.    304 

 305 

We compare RRTMG and SJ using averaged clouds (no overlap model needed).  Without ice 306 

water clouds, the two models produce similar tropospheric heating rates (Figure 4a).  Both 307 

models use the same optical properties for liquid water clouds, and thus difference here (±0.05 K 308 

per day) reflect the treatment of scattering (i.e., 2-stream -1scaling vs. 8-stream Mie phase 309 

function).  With ice water clouds included, however, the two models clearly diverge (Figure 4b):  310 

RRTMG heating rates are 0.1 to 0.2 K per day less than those in SJ throughout the middle-upper 311 

troposphere, with the pattern reversed for liquid water clouds in the tropics (2 – 6 km).  These 312 

differences are a large fraction (10-20%) of the total heating rate.  If we run the models with full 313 

clouds using MAX-RAN cloud overlap, the results are similar (Figure 4c), see Section 5 below 314 

for discussion on cloud overlap.   315 

 316 

The treatment of ice-water clouds is clearly a large source of error in solar-heating codes.  We 317 

believe that the Solar-J approach is more physically based and probably more accurate than 318 

RRTMG, but both codes are likely in error, with the model differences here providing a lower 319 

estimate of the error.  A more accurate treatment of ice water clouds will combine the physics of 320 

individual particles (e.g., Yang et al. 2018; Mishchenko et al 2016) with the actual mix of such 321 

particles observed in the atmosphere (Heymsfield et al., 2017; Thornberry et al., 2017). 322 

 323 

 324 

(a) 

 

(b) 

 

(c) 

 
Figure 4.   (a) Zonal mean heating rates (black contour lines, 0.5, 1.0, 1.5 K per day) as a 

function of latitude and height for January 2015 using Solar-J with averaged clouds and no ice 

water clouds.  Color fill (-0.5 to +0.5 K per day color bar, with ±0.025 as white) show the 

difference RRTMG-SW v4.0 minus Solar-J.  (b)  Same as (a) except that ice water clouds are 
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included.  (c) Same as (b) except that MAX-RAN cloud overlap is used to generate ICAs; and 

RRTMG uses McICA to sample the ICAs, while Solar-J uses QCAs (see text). 

 325 

 326 

5.  Cloud overlap  327 

 328 

When grid-cell layers specify fractional cloud cover (presumably in terms of areal coverage), 329 

explicit information or an algorithm is needed to describe exactly how they overlap.  A typical 330 

algorithm is MAX-RAN (Briegleb, 1992): when two adjacent vertical layers have clouds, they 331 

are maximally overlapped; but when two cloudy layers, or two groups of maximally overlapped 332 

clouds, are separated by a clear layer, they are randomly overlapped (e.g., see figures in Neu et 333 

al., 2007).  More realistic cloud-overlap algorithms have been developed based on observations 334 

showing that cloud overlap has a vertical decorrelation length (Barker, 2008; Di Giuseppe & 335 

Tompkins, 2015; Tompkins & Di Giuseppe, 2015).  The EXP-RAN method assumes an 336 

exponential decorrelation length for connected cloud layers but random overlap across clear 337 

layers (Tompkins & Di Giuseppe, 2007).  Solar-J uses the MAX-COR approach developed in 338 

Cloud-J (Prather, 2015) that was designed to (i) be linear in cost with increasing numbers of 339 

layers and (ii) more robust when cloud data are averaged in time or space, which tends to 340 

eliminate cloud-free layers.  Based on observations of decorrelation length (Kato et al., 2010; 341 

Naud et al., 2008; Oreopoulos et al., 2012; Pincus et al., 2005), MAX-COR defines 6-layer 342 

groupings by altitude range with MAX overlap within each group and with partial, not random, 343 

overlap of each MAX group with its neighbor.  The RRTMG code assumes MAX-RAN cloud 344 

overlap as do most models.  Within Solar-J we can run both MAX-RAN (SJ/RAN) and the 345 

standard MAX-COR (SJ) to calculate the difference caused by these assumptions (see discussion 346 

below).  347 

 348 

Cloud overlap algorithms generate a set of Independent Column Atmospheres (ICAs) to fill each 349 

grid cell.  Each ICA has a fractional area, and each layer in the ICA is fully clear or cloudy.  A 350 

major assumption is that ICAs are independent (i.e., neighbor-neighbor relationships are not 351 

defined) and thus can be solved with 1D RT as horizontally homogeneous, plane parallel layers.  352 

New approaches to include neighboring clouds (i.e., in an adjacent ICA) are being developed 353 

(Hogan & Bozzo, 2018).  Ideally, one would solve each ICA and then average the solar heating, 354 

but the number of ICAs makes this task difficult:  e.g., in a moderate resolution atmosphere (0.5 355 

degree cells and 60 layers) the average number of ICAs is ~20 and the maximum number can 356 

exceed 100 (see Figure 2 in Prather, 2015).   357 

 358 

Given a set of ICAs for a grid cell, we have two practical methods for approximating the average 359 

solar heating.  RRTMG randomly selects an ICA for each wavelength bin in the RT solution, a 360 

method designated Monte Carlo ICA (McICA, Pincus et al., 2003).  McICA clearly has large 361 

errors in each time step with global mean rms errors reaching 40 W m
-2

 (Pincus et al., 2003; 362 

Barker et al., 2008).  A key underlying assumption is that solar heating errors propagate 363 

symmetrically and linearly in the climate system.  Assessing net errors caused by noisy heating 364 

rates would need to examine hydrology, cloud systems, primary productivity and air quality in 365 

Earth system models.  Solar-J selects up to 4 representative quadrature column atmospheres 366 

(QCAs) with fractional areas to represent the distribution of ICAs and does full wavelength 367 

integrations for each QCA (Neu et al., 2007).  See Figure S2 for the average fractional area of 368 
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the 4 QCAs.  Cloud quadrature does a very good job of averaging over the ICAs with net bias 369 

errors of ~1% in solar intensity and rms errors of 2-4%.  To reach equivalent accuracy for a 370 

single time step using random selection would require about 50 ICAs versus an average of 2.8 371 

QCAs. (Many grid cells use less than 4 QCAs.)   372 

 373 

The cloud overlap assumption is an important source of error.  Comparing MAX-RAN (SJ/RAN) 374 

minus MAX-COR (SJ) within a consistent Solar-J framework (T1/R14) shows that differences in 375 

the 3 primary components are moderate and fairly uniform, [-1.4, -0.1, +1.4 W m
-2

], shifting 1.4 376 

W m
-2

 from reflection to surface absorption.  The forced decorrelation of deep vertically 377 

continuous cloud layers with MAX-COR leads to a slightly greater overall cloud fraction in most 378 

cases and more cloud-scattered reflected sunlight with parallel reduction in surface heating.  379 

Atmospheric absorption is much less affected because the total water path and optical properties 380 

averaged over the QCAs are identical in either model.   381 

 382 

Solar-J cannot do a McICA calculation and thus we must compare RRTMG (MAX-RAN overlap, 383 

McICA, and -1 scaling) with SJ/RAN (MAX-RAN, QCA, and 8-term Mie phase function).  We 384 

do this comparison not just with water clouds because the ice clouds are an important component 385 

in generating the MAX-RAN ICAs.  As found above, there are notable differences between 386 

RRTMG and Solar-J due to -1 scaling, 2-stream scattering, and treatment of ice clouds.  As first 387 

order estimate of the differences not involving ICA methods, we calculate RRTMG minus SJ 388 

using averaged clouds (T1R15) and find a primary component difference of [-0.4, -2.7, +3.0 W 389 

m
-2

].  Next, we calculate RRTMG minus SJ/RAN (both using MAX-RAN overlap) and find a 390 

difference of [-2.1, -2.4, +4.4 W m
-2

] (T1/R16).  Subtracting these, we infer a McICA minus 391 

QCA difference of [-1.7, +0.3, +1.4 W m
-2

].  The inference assumes that these changes are 392 

additive.  Surprisingly, this bias is not close to zero.  Ice water clouds do not appear to be 393 

responsible because the differences in atmospheric heating for average cloud (Figure 4b) and 394 

MAX-RAN overlap (Figure 4c) are similar in the ice cloud regions, but differ in the liquid cloud 395 

region.  Possibly, the McICA minus QCA difference shows up here because with MAX-RAN we 396 

have some ICAs with very thick liquid clouds, for which δ-1 and 2-stream errors are much 397 

greater than they are in the averaged-cloud case or in ice clouds, which are thin in either case.  398 

Possibly, the MAX-RAN generation of ICAs is slightly different in each code.  Whatever the 399 

cause, we believe that this double difference is not a good measure of the difference between 400 

McICA and QCA, because there are some biases between RRTMG and Solar-J that occur under 401 

different cloud conditions.  We must seek a different set of code configurations to evaluate 402 

McICA-QCA error.  403 

 404 

As shown by the McICA developers, large rms errors occur with this Monte Carlo approach.  405 

Unlike Solar-J QCAs, the RRTMG McICA approach guarantees the hourly total water path and 406 

effective optical properties used are not the average of the ICAs upon which they are based.  For 407 

example, the wavelength bins with large cloud absorption may pick an ICA with minimal water 408 

path.  While this averages out over a great enough number of calls, large hourly local rms errors 409 

in atmospheric heating rates may be more important than the mean difference, as it is occurring 410 

over the lifetime of individual clouds. 411 

 412 

 413 

6.  Ocean surface albedo 414 
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 415 

Most solar heating modules assume that the ocean surface albedo (OSA) is constant, typically 416 

0.06 as used in the ECMWF data here, for all incident solar direct and diffuse radiation.  OSA 417 

varies greatly with incident angle and somewhat with wavelength, wind speed, and chlorophyll 418 

concentrations (Jin et al., 2004; Jin et al., 2011; Li et al., 2006).  See Figure S3.  Recently, this 419 

interactive parameterization of OSA (Jin et al., 2011) has been implemented in two French Earth 420 

system models (Seferian et al., 2018) and shown to much better match satellite derived OSA.  421 

Here we take the FORTRAN module directly from Séférian with only minor modifications. 422 

Because Solar-J resolves the downward diffuse radiation with 4 angles, we calculate the albedo 423 

specifically for those angles plus the direct solar beam, and do not use the OSA parameterization 424 

for diffuse radiation.   425 

 426 

Solar-J lower boundary condition is 2
nd

-order in finite-difference RT solution and has not 427 

changed since the original Fast-J documentation (Wild et al., 2000).  Unfortunately, the 428 

interactive OSA requirement that each angle has a different albedo required a substantial 429 

revision.  The Fast-J Feautrier solver for scattered light (see equations 9 & 19 of Wild et al., 430 

2000) uses odd-even (leap-frog) first-order finite-difference equations, solving at the lower 431 

boundary for jn. 432 

jn = ½ [I
up

(+un) + I
down

(–un)] ≡ ½ [I
up

n + I
down

n],      (1) 433 

where un (n=1:4) are the cosines of the zenith angles for the scattered intensity (I).  The angles 434 

are Gauss points with weights wn.  We assume a Lambertian reflective surface, and hence 435 

I
up

(+un)) is isotropic and denoted simply as I
up

.  The solution requires a linear equation relating 436 

I
up

 to the intensities at the 4 angles jn=1:4.  For notation below, we use Σ to denote the sum over 437 

the quadrature angles n = 1:4.  The upward flux from the lower boundary is the cosine-weighted 438 

sum of the specific intensity 439 

F
up

 = 2 Σ I
up

 un wn = I
up

,  where Σ un wn ≡ ½      (2) 440 

The upward flux can also be calculated in terms of the downward incident fluxes at the 4 441 

quadrature angles and direct beam, but with angle-specific albedos An and A0.  442 

F
up

 = 2 Σ An I
down

n un wn + ¼ A0 u0 F
solar

      (3) 443 

Substituting I
down

n = 2 jn – I
up

 from equation (1), we get  444 

I
up

 = F
up

 = 2 Σ An (2 jn – I
up

) un wn + ¼ A0 u0 F
solar

  445 

= 4 Σ jn An un wn – 2 I
up

 Σ An un wn  + ¼ A0 u0 F
solar

    (4) 446 

If A is a constant, this reduces to equation 19 of Wild et al. (2000). 447 

I
up

 = [4A / (1+A)]  Σ jn un wn  + [A / (1+A)] A0 u0 F
solar

    (5) 448 

With An depending on un, we derive the new lower boundary condition for I
up

. 449 

I
up

 = [4 / (1+2 Σ An un wn)] [ Σ jn An un wn + ¼ A0 u0 F
solar

 ]    (6) 450 

 451 

Evaluation of interactive OSA (SJ minus SJ/OSA) uses the full spherical geometric atmosphere 452 

with MAX-COR cloud overlap.  The global mean errors with fixed OSA are [+0.7, +0.2, -0.8 W 453 

m
-2

] for [reflection, atmospheric absorption, and surface absorption], respectively (T1/R17). The 454 

global mean error, fixed minus interactive, can be adjusted to near zero by selecting the fixed 455 

OSA, but there remains a strong latitudinal error of 3 W m
-2

 in ocean heating associated with 456 

high sun, see Figure 5.  The zonal rms errors are large, 2 to 8 W m
-2

, because of the wide diurnal 457 

range of solar zenith angles over the day, but given the thermal inertia of the upper ocean layers, 458 

this probably averages out.  Overall, these results are similar to those found in Séférian et al. 459 

(2018).   460 
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 461 

 
Figure 5.  Zonal mean error (mean and rms in W m

-2
) for fixed ocean surface albedo (OSA) 

versus interactive OSA that depends on wavelength, incident angle and wind.   

 

 462 

7.  Findings and recommendations 463 

 464 

The findings from this work and the previous one on spherical atmospheres (P2019) identify a 465 

range of errors in current solar heating codes used in climate and Earth system models.  Here, we 466 

make recommendations based on the magnitude of error and the difficulty or extra computational 467 

cost in improving the models.  The levels of ranking include 0 (inconsequential errors), 1 468 

(modest errors and easy/cost-effective fix, or significant errors but hard to fix), 2 (significant 469 

errors and easy/cost-effective fix).   470 

 471 

 a) Spherical, refracting atmosphere, level 2.  The errors caused by flat-atmosphere models 472 

are on the order of 1-2 W m
-2

 and much larger in twilight regions.  Spherical solar ray-473 

tracing with refraction can and should be readily implemented with simple ray tracing 474 

code (P2019) and incorporated in standard 2-stream codes (Spurr and Natraj, 2011).  475 

There will be minor costs in that about 56% of the Earth, rather than 50%, will require 476 

radiation calls every time step. 477 

 b) Geometrical, expanding atmosphere, level 1. Shifting from geopotential to geometric 478 

coordinates is a conceptual change and will need more thought on how to account for the 479 

extra mass in the upper layers as well as the extra solar heating. 480 

 c) Stratospheric heating, level 1.  Errors in stratospheric heating rates for codes like 481 

RRTM-SW are caused by the inadequate resolution of O3 and O2 absorption and are 482 

significant (~10%, see Figure 2 of H2017).  These can and should be readily corrected by 483 

adding 2-4 bins in the ultraviolet (2-4% overall cost increase).   484 

 d) UV-visible spectrum binning, level 1.  The 300-778 nm sunlight that reaches the surface 485 

interacts primarily with broad band features of O3 absorption (Hartley-Huggins and 486 

Chappuis bands) and Rayleigh scattering.  The disturbing differences, ~1 W m
-2

, between 487 

RRTM (4 super-bins) and Solar-J (7 super-bins) in this apparently simple region indicate 488 

that an off-line study with super-resolved set of bins (~0.1 nm) could easily establish an 489 

optimal set of super-bins.  490 

 e) Resolving cloud absorption, level 2.  The super-bins (#19 through #27 in RRTM) need to 491 

be reformulated to more accurately account for the absorption spectrum of liquid and ice 492 

water.  The error is great in terms of atmospheric absorption (current super-bins have on 493 
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average ~2 W m
-2

 excess heating) and cloud-top heating (25% too great).  Unfortunately, 494 

this is a major research task, requiring new calculation of the sub-bins.  It is not clear if 495 

the new spectral model would invoke extra computational cost (more total sub-bins). 496 

 f) Rayleigh scattering, level 0.  Forcing Rayleigh scattering to be isotropic, as required in 497 

current 2-stream codes, is inconsequential. 498 

 g) Multi-stream scattering, level 1.  The errors caused by δ-1 scaling of all scattering phase 499 

functions is tied to the error caused by 2-stream scattering codes.  It is difficult to 500 

quantify here, but together leads to moderately large systematic errors: about 2 Wm
-2

 less 501 

reflected flux and more surface heating.  The solution requires multi-stream scattering 502 

codes like Solar-J, for which no scaling of the phase function for clouds and aerosols is 503 

necessary.  The problem is that multi-stream scattering is clearly more computationally 504 

expensive and possibly difficult for long-term climate simulations.  A benchmark multi-505 

stream solar heating code with no phase function scaling could be used for decade 506 

climate simulations in atmosphere-only mode. 507 

 h) Ice clouds, level 2.  The errors caused by current ice-cloud parameterizations are very 508 

worrisome, 0.1 to 0.2 K per day on average for much of the upper troposphere.  They 509 

could not be quantified here because both models have weak parameterizations.  A more 510 

accurate treatment of ice water clouds is needed, combining the physics of individual 511 

particles with the actual mix of such particles in the atmosphere.  This is a research task, 512 

but the implementation of better ice-cloud physics will not increase computational costs 513 

unless it is accompanied by multi-stream scattering (g). 514 

 i) Cloud overlap, level 2.  The two different cloud overlap algorithms tested here, MAX-515 

RAN vs. MAX-COR, make a difference of about 3 W m
-2

 in reflected versus surface 516 

absorption.  MAX-COR is meant to be an improvement over MAX-RAN, but there are 517 

other overlap options (e.g., EXP-RAN, Tompkins & Giuseppe, 2007) that probably show 518 

similar differences.  It is important to establish some standard, community-wide, satellite-519 

based cloud overlap models (Barker, 2008; Kato et al., 2010; Ham et al., 2015; Bankert et 520 

al., 2015; Tompkins and Giuseppe, 2015) along with a simple ICA generator (e.g., 521 

Prather, 2015) that the community could easily implement in solar heating codes and test 522 

in climate models.    523 

 j) ICA averaging, level 1.  Using cloud quadrature QCAs to average over ICAs would 524 

greatly reduce the large numerical rms noise generated by McICA.  It is easy to 525 

implement in any code, but would increase the computational costs by a factor of 2.8. 526 

 k) Ocean surface albedo, level 2.  Use of an interactive ocean surface albedo that depends 527 

on SZA, wind and wavelength would eliminate a latitudinal mean bias of 3 W m
-2

 in 528 

surface absorption.   This easy fix and has already been implemented in the ARPEGE and 529 

LMDZ models (Séférian, R. et al., 2017). 530 

 l) Photosynthetically Active Radiation, no assessment.  PAR is calculated directly in 531 

Solar-J with 4 downward diffuse streams and no δ-scaling of cloud optical depth, which 532 

is notably more accurate than 2-stream codes, see (g) above.  We estimate that PAR 533 

errors are level 2, but a more thorough analysis would need to couple the direct and 534 

diffuse PAR to a land biosphere model to evaluate the errors in primary productivity.   535 

 536 

Data Availability Statement 537 

 538 
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 548 

Table 1. Errors in the three primary components of the solar radiation budget (reflected 

sunlight, atmospheric absorption, surface absorption in W m-2) for a range of 

approximations in the radiative transfer models.   

row  models error being estimated  
mean difference            rms difference 

(W m-2)                          (W m-2) 

   refl. atm. surf. refl. atm. surf. 

Wavelength binning errors for near IR gas absorption with clear sky  

 

1 

 

B1 – B0 

CLIRAD gas 

absorption >700nm 
+0.94 -5.68 +4.73 1.4 8.4 7.0 

 

2 

 

B2 – B0 

LLNL gas absorption 

> 700 nm 
+0.53 -7.66 +7.13 1.2 12.0 11.0 

 

3 

 

B3 – B0 

RRTM v. RRTMG 

gas absorption >700 

nm 

+0.03 -0.24 +0.21 0.0 0.4 0.3 

4 R0 − B0 
AER’s v4.0 RRTMG  

v. SJ/RRTMG 
+1.30 -0.47 -0.82 1.9 0.8 1.4 

5 MR –B0 
isotropic Rayleigh 

scattering  
-0.01 +0.01 0.00 0.0 0.1 0.0 

Wavelength binning errors for clouds  (MAX-COR overlap and QCAs, no IR gas 

absorption) 

6 C1 – C0 
CLIRAD cloud 

absorption bins 
-2.14 +3.85 -1.70 8.7 10.4 3.1 

7 C2 – C0 
RRTM cloud 

absorption bins 
-1.14 +1.68 -0.51 2.2 3.2 1.1 

Scattering phase function errors for HG and δ-scaling using grid-cell averaged liquid water 

clouds.  Also differences between RRTMG-SW v4.0 and Solar-J using δ-1 scaling. The sum 

of the 3 principal components may not equal zero because of round-off or small differences in 

incident flux (not shown) due to the vertical gridding of clouds in SJ. 

8 Mh–M0 HG v. Mie (liq cld) -0.05 0.14 -0.09 0.8 0.6 0.6 

9 M1–M0 δ-0 v. Mie (liq cld) -0.26 -0.22 +0.44 5.6 1.2 5.1 

10 M2–M0 δ-1 v. Mie (liq cld) -0.33 +0.23 +0.07 1.4 1.0 2.2 

11 M3–M0 δ-2 v. Mie (liq cld) -0.32 +0.05 +0.23 2.8 0.5 3.1 

12 R2– M2 
RRTMG v. SJ δ-1 

(liq cld) 
-1.14 -0.82 +1.88 3.0 1.7 4.1 

13 
Row 12 

- Row 4 

2-stream v. 8-stream 

(estimated) 
-2.44 -0.35 +2.70 - - - 

Cloud Overlap Algorithm.  Solar-J with QCAs for both MAX-RAN and MAX-COR 

overlap.  RRTMG-SW v4.0 run with McICA for MAX-RAN cloud overlap.  See note 

above small differences in incident flux. 

14 D1 − D0 

SJ (MAX-RAN) v.  

SJ (MAX-COR)  

both QCA 

-1.35 -0.06 +1.41 7.9 1.0 8.6 

15 R1– M4 
RRTMG (avg cld) v. 

SJ (avg cld) 
-0.38 -2.67 +2.97 4.4 5.9 6.1 

16 R3 − D1 

RRTMG (McICA) v. 

SJ (QCA)  

both MAX-RAN 

-2.10 -2.36 +4.41 18.5 5.9 20.5 



manuscript submitted to Journal of Advances in Modeling Earth Systems 

 

Ocean Surface Albedo (Solar-J with MAX-COR overlap and QCAs) 

17 O1− O0 
fixed OSA v. varying 

OSA 
+0.68 +0.16 -0.84 4.7 0.4 5.1 

Notes:  See methods section Table S1-2 for description of each of the pairs of 

simulations noted in column two.  Global-mean area-weighted differences are averaged 

over January 2015 (744 hourly data) with root mean square differences accumulated 

hourly.  All results use the UCI CTM and the T159L60 (~1.1º x 1.1º) ECMWF forecast 

fields developed by U. Oslo from the Open-IFS system (Søvde et al., 2012; Prather et al., 

2017).  

 549 

 550 

Table 2.  Parameters (scaling factor f, asymmetry factor g*, scattering optical depth τ*sca) for 

different delta-M scaling methods.  This example assumes liquid water cloud (Reff = 12 μm, 

wavelength = 600 nm, ω0 = 0.99999).  The Mie phase function is truncated after P7.  The Henyey-

Greenstein phase function is expanded to P7 is using only the first asymmetry term of the Mie 

phase function.  The δ-0, δ-1 and δ-2 phase functions include at most P0 and P1.   

PMie(Θ) = 1 + 0.865 x 3P1(cos(Θ)) + 0.795 x 5P2(cos(Θ)) + … + 0.507 x15P7(cos(Θ)) 

PHG(Θ) = 1 + 0.865 x 3P1(cos(Θ)) + 0.748 x 5P2(cos(Θ)) + … + 0.362 x15P7(cos(Θ)) 

Method f g* = (g1 – f )/( –f) τ*sca/τsca = (1–f) notes 

δ-0 (isotropic) g1 = 0.865 0 0.135 gn=0, n≥1 

δ-1 g1
 2= 0.748 0.464 0.253 gn=0, n≥2 

δ-2 g2 = 0.795 0.342 0.205 gn=0, n≥2 

 551 

  552 
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