
Gabet et al Page 1 8/28/2020 

Rapid erosion increases the efficiency of hillslope sediment transport 1 

 2 

E. J. Gabet1, S. M. Mudd2, R. W. Wood1, S. W. D. Grieve3, S. A. Binnie4, T. J. Dunai4 3 
 4 

1 Department of Geology, San Jose State University, San Jose, California, 95192, USA.  5 
2 School of Geosciences, University of Edinburgh, Edinburgh, UK, EH9 3FE.  6 
3 School of Geography, Queen Mary University of London, London, UK, E1 4NS.  7 
4 Institute for Geology and Mineralogy, University of Cologne, Germany, 50674. 8 
 9 
Corresponding author: Emmanuel Gabet (manny.gabet@sjsu.edu) 10 
 11 
Key Points: 12 

• The transport efficiency of soil creep processes increases with erosion rate 13 

• The increase in transport efficiency in rapidly eroding landscapes may be due to 14 
larger soil particles 15 

• There may be an unrecognized dilational soil creep process that dominates hillslope 16 
transport 17 

 18 

Abstract 19 

Processes contributing to soil creep dominate the downslope movement of soil particles in 20 

many regions, and climate is generally hypothesized to have an important influence on the 21 

efficiency of these processes. However, a lack of uniformity in the measurement of transport 22 

efficiency has been an obstacle to evaluating the controls on this important landscape 23 

parameter. We address this problem by using a single method for calculating transport 24 

efficiency from 1-m LiDAR digital elevation data for a set of 6 regions in the United States 25 

with a broad range of mean annual precipitation (555 – 1405 mm), mean annual temperature 26 

(2 – 15 °C), and erosion rates (6 – 922 mm/ky). To further ensure consistency, the erosion 27 

rates are calculated from in-situ  cosmogenic 10Be concentrations using the same algorithm, 28 

and a single source is used for the climate data. Surprisingly, transport efficiency appears to 29 

be insensitive to climate but strongly dependent on erosion rate. We propose that this 30 
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relationship arises from the longer path lengths of the coarser particles found in the soils of 31 

rapidly eroding landscapes. Our results imply that the time necessary for a landscape to 32 

regain topographic steady-state after a change in erosion rate will depend on the direction of 33 

that change. Moreover, our results suggest that there may be a dilational soil creep process 34 

that has yet to be identified. 35 

Index Terms: 1826, 1819, 1862 36 

1. Introduction 37 

On soil-mantled surfaces too gentle for significant landsliding, particles are primarily 38 

transported downslope by soil creep. Soil creep is a general term for the cumulative effect of 39 

myriad individual processes that locally disturb soil, such as the freezing and thawing of pore 40 

water [Anderson et al., 2013], shrink-swell cycles [Carson and Kirkby, 1972], dry ravel 41 

[Anderson et al., 1959; Gabet, 2003], burrowing by animals [Gabet et al., 2003], and tree 42 

throw [e.g., Denny and Goodlett, 1956]. Culling [1963] proposed that the rate of soil creep 43 

(qs; L2 T-1) is linearly proportional to hillslope gradient, S (L L-1), such that 44 

 45 

DSqs =         (1) 46 

 47 

where D (L2 T-1) is a sediment transport coefficient. The sediment transport coefficient, D, is 48 

a measure of the efficiency of the various soil creep processes, and its magnitude sets the 49 

pace for hillslope evolution [e.g., Fernandes and Dietrich, 1997; Roering et al., 1999]. 50 

Although a nonlinear relationship between gradient and flux is supported by topographic 51 

analysis [Andrews and Bucknam, 1987; Grieve et al., 2016; Hurst et al., 2012; Roering et al., 52 
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1999]  and physical simulations [Gabet, 2003; Roering et al., 2001], this relationship reduces 53 

to Eqn. (1) on slopes < 20° [Hurst et al., 2012].   54 

Our understanding of the large-scale controls on D for a particular landscape is 55 

limited. Because soil creep processes are typically climatically controlled, either directly 56 

(e.g., freeze-thaw) or indirectly through climate’s effect on the distribution of the biota, 57 

temperature and precipitation are expected to have a dominant role in the transport efficiency 58 

of soil creep [e.g., Dunne et al., 2010; Hanks, 2000; Pelletier et al., 2011]. Indeed, Hurst et 59 

al. [2013] and Richardson et al. [2019] found that D increases with mean annual 60 

precipitation, albeit weakly; the latter also found that D increases with the aridity index, 61 

which is the ratio between precipitation and evapotranspiration [Trabucco and Zomer, 2019]. 62 

In contrast, Ben-Asher et al. [2017] concluded that transport efficiency decreases with 63 

precipitation, although this result was based on a small data set. Soil thickness [Furbish et 64 

al., 2009; Heimsath et al., 2005] and soil texture [Furbish et al., 2009], as well as underlying 65 

lithology [Hurst et al., 2013], may also be important factors. A lack of uniformity in 66 

measuring D¸ however, has been an obstacle in investigating the effect of these various 67 

factors [Hurst et al., 2013; Richardson et al., 2019].  68 

Determining the controls on the transport coefficient is important for a variety of 69 

reasons. Because many landscapes are soil-mantled, not affected by overland flow, and too 70 

gentle for significant landsliding, Eqn. (1) and its nonlinear counterpart offer a complete 71 

description (or nearly so) of sediment transport across much of the Earth’s surface. In 72 

addition, the magnitude of D controls the flux of sediment delivered to the fluvial system 73 

[e.g., Reid and Dunne, 1996], and it determines how rapidly a landscape can recover to a 74 

steady-state topography after a change in the rate of baselevel lowering [Fernandes and 75 
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Dietrich, 1997]. Moreover, studies have used Eqn. (1) and its nonlinear version to model the 76 

degradation of fault scarps to estimate earthquake recurrence interval [e.g., Hanks and 77 

Schwartz, 1987], and the results are sensitive to the value of the transport coefficient. Finally, 78 

understanding the role of the various factors on D is important as geologists attempt to infer 79 

erosion rates based on topographic analyses [Hurst et al., 2012]. In this contribution, we 80 

gauge the influence of various factors on the efficiency of sediment transport by soil creep 81 

using, for the first time, uniform methods to measure D across a range of climatic conditions. 82 

2. Methods 83 

2.1. Site selection and descriptions   84 

Appropriate sites were limited to watersheds which had both LiDAR and cosmogenic 85 

10Be data sets. The 10Be data came from a global compilation [Harel et al., 2016], and the 86 

associated LiDAR data were acquired from the OpenTopography (http://opentopo.sdsc.edu) 87 

and USGS (https://viewer.nationalmap.gov) platforms. LiDAR data with spatial resolutions 88 

below 1-m cannot accurately resolve ridgeline curvatures in all settings [Grieve et al., 2016] 89 

and so any sites without 1-m resolution data were excluded from the analysis. Because 90 

ridgeline curvatures were used to estimate D (see below), only watersheds that appeared to 91 

be in topographic steady-state were chosen. For example, watersheds with clear knickpoints 92 

or with asymmetrical ridges were avoided, as well as steep watersheds advancing into low-93 

relief surfaces. Simulations of hillslope evolution suggest that hillslopes with declining 94 

erosion rates adjust so quickly that they are difficult to differentiate from steady state 95 

hillslopes and, further, hillslopes experiencing accelerated uplift only preserve the signature 96 

of changing erosion rates for tens of thousands of years [Mudd, 2017]. Therefore, by 97 

avoiding areas with obvious signs of landscape transience, we are unlikely to find ridgeline 98 
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curvatures reflective of transient conditions. Thirty sites from six regions in the United States 99 

met our criteria: the Olympic Peninsula (WA), the Feather River area (CA), the San Gabriel 100 

Mountains (CA), Yucaipa Ridge (CA), the Idaho Plateau (ID), and the Blue Ridge Mountains 101 

(VA) (Figure 1). Some of the regions (e.g., the San Gabriel Mountains) had 10Be data at sites 102 

not covered by available LiDAR data and, thus, their full data-sets could not be used.  103 

From the 800-m resolution PRISM climate data [PRISM, 2014], recent (1981 – 2010) 104 

30-yr means for annual precipitation (MAP) and annual temperature (MAT) range from 560 105 

– 3200 mm/y and 2 – 15 °C, respectively, within our set of sites. The aridity index varies 106 

from 814 – 2037 [Trabucco and Zomer, 2019]. While these data are for the modern climate, 107 

we assume that they are representative (at least in a relative sense) of the climate state over 108 

the time-scale of the erosion rates measured with 10Be (i.e., 103 - 105 yrs). All watersheds but 109 

one are underlain by quartz-rich bedrock (i.e., plutonic rocks and sandstone). Climate data, 110 

geographical coordinates, and bedrock type for each site are presented in Table 1. 111 

On the basis of vegetation community, our field observations, and published accounts, 112 

we can infer the primary disturbance-driven soil creep processes at each site. Transport at 113 

sites in the forested regions (Olympic Peninsula, Feather River, Blue Ridge Mountains, and 114 

the Idaho Plateau) is likely dominated by tree-throw, root growth-and-decay, and burrowing 115 

by invertebrates [Denny and Goodlett, 1956; Gabet et al., 2003; Hurst et al., 2013; Wood, 116 

2013]. Rainsplash is likely to be an important contributor to disturbance-driven creep at the 117 

more arid sites (San Gabriel Mountains and Yucaipa Ridge) because they have little ground-118 

cover and generally shrubby vegetation [Dunne and Malmon, 1999]; dry ravel might also 119 

contribute, although it is unlikely to be an important process on the gentle slopes analyzed 120 

here [Gabet, 2003; Lamb et al., 2011].  121 
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2.2. Erosion rate calculations 122 

To ensure a consistent method for calculating erosion rates, they were determined 123 

from 10Be concentrations in detrital quartz grains (Table 1). For five of the study regions, 124 

published 10Be concentrations were used to calculate basin-scale erosion rates. For the Idaho 125 

Plateau sites, 10Be concentrations were measured from soil and fluvial sediment samples 126 

collected for this study (see below). For all six study regions, erosion rates were calculated 127 

from the 10Be concentrations using a single algorithm [Mudd et al., 2016]. 128 

A full description of the Idaho Plateau field area can be found in Wood [2013]. 129 

Ridgetop and basin-scale denudation rates were determined by measuring cosmogenic 10Be 130 

concentrations in quartz [Brown et al., 1995; Granger et al., 1996]. The ridgetop rates were 131 

determined from regolith samples taken from the top 20 cm of three soil pits. For the basin-132 

scale erosion rates, fluvial sediment was taken from three 1st-order streams. Pure quartz 133 

fractions from the crushed and sieved (250-710 µm) and magnetically separated samples 134 

were obtained using published procedures [Mifsud et al., 2013; Nishiizumi et al., 2007]. ICP-135 

OES analysis of purity was undertaken on splits of the etched quartz. Samples were spiked 136 

with ~200 µg of a commercial Be carrier (Scharlab Berylium ICP standard solution) and 137 

prepared as AMS targets at the University of Cologne using a standard sample preparation 138 

method [2015]. The samples were prepared alongside a reagent blank; 10Be concentrations 139 

following blank subtraction are reported in Table DR2. Blank corrections are <2 %, except 140 

for sample S2, for which the correction is <5 %. Samples were measured on CologneAMS 141 

[Dewald et al., 2013] and normalized to reference standards [2007]. Uncertainties in the 142 

concentrations are estimated by propagating the uncertainties of the AMS measurements and 143 
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mass of Be added during spiking (estimated 1σ uncertainty of 1%) of both the samples and 144 

the blank.  145 

10Be concentrations were converted to denudation rates with the CAIRN software 146 

package, which accounts for topographic shielding and snow shielding [Mudd et al., 2016]. 147 

We calculated snow shielding by first fitting a bilinear trend in snow water equivalent (SWE) 148 

as a function of elevation based on regional climate data from the National Oceanic and 149 

Atmospheric Association [NOAA, 2016] and following Kirchner et al. [2014]. SWE averages 150 

were converted to snow shielding values by assuming that snow reduces production solely by 151 

spallation [Mudd et al., 2016]. Snow shielding is highly uncertain because of the difficulty of 152 

estimating the average SWE over the last several thousand years, which is the averaging 153 

timescale for 10Be [e.g., Lal, 1991]. We calculated denudation rates with no snow shielding 154 

to assess the sensitivity of denudation rate to snow thickness and found that, without 155 

accounting for snow, denudation rate estimates could be as much as 15% higher (for sample 156 

S3) but, for most samples, the differences were less than 10%.   157 

2.3. Transport Coefficient Calculations 158 

Direct estimates of the transport efficiency by field measurements of sediment fluxes 159 

over the relevant time and spatial scales across a range of landscapes is impractical. Instead, 160 

along ridgelines, where slopes are gentle and soil creep is well described by Eqn. (1), the 161 

transport coefficient can be calculated with  162 

 163 
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where E is the erosion rate (L T-1), CHT (L-1) is the ridgecrest’s two-dimensional curvature 166 

(i.e., the Laplacian of elevation), and ρs and ρr are the density (L3T-1) of soil and rock, 167 

respectively [Roering et al., 2007]. The ratio ρr/ρs was assumed to be 2 [Hurst et al., 2012]; 168 

this value is probably only approximately correct for each of our sites and likely varies by 169 

±25%. Ridgeline curvatures were calculated from a 1-m LiDAR DEM for each site using a 170 

six-term polynomial function to fit the elevation data within a circular sliding window with a 171 

diameter of 12 m [Hurst et al., 2012]. The second derivative of the polynomial function at 172 

the window’s center is that cell’s two-dimensional curvature. Because topographic noise 173 

could produce outliers, the median of the curvatures along each watershed’s ridgeline was 174 

used in our analyses [Hurst et al., 2012]. The average slopes (± 1σ) along the ridgelines 175 

ranged from 0.5 ± 3° (Blue Ridge Mtns) to 9 ± 6° (Yucaipa Ridge), thereby validating the 176 

use of Eqn. 1. Note that, even at the steepest site along Yucaipa Ridge, nearly 95% of the 177 

area analyzed had slopes < 20°. Finally, an automated procedure was used to detect the 178 

presence of bedrock outcrops along the ridgelines [Milodowski et al., 2015] to confirm that 179 

the sites were mantled with soil. One Yucaipa Ridge site had 75% soil-cover and the other 180 

had 90% soil-cover; the soil-cover at the other sites ranged from 97 – 100%. 181 

3. Results 182 

The transport efficiency is not correlated with any of the climate parameters (Figure 2) 183 

nor with the ‘effective energy and mass transfer’ variable (not shown), a parameter which 184 

incorporates both MAT and MAP to represent the influence of climate on soil processes 185 

[Rasmussen and Tabor, 2007]. We find, however, that hilltop curvature is strongly dependent 186 

on the square root of erosion rate (Figure 3) which implies, from Eqn. (2), that D is also 187 

proportional to E1/2 (Figure 4). 188 
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We performed Monte Carlo simulations to assess whether the square root relationship 189 

between C and E could have arisen purely by chance. For each region, we assumed that a 190 

single value of D represents the transport efficiency, which is reasonable considering that soil 191 

creep processes should be similar at sites in proximity to each other. Thus, for each of the six 192 

regions, a value for D was randomly chosen from a normal distribution with an average of 193 

0.0072 ± 0.0062 m2/yr; these are the mean and 1σ of the coefficient values for each region 194 

(Table 1). For each of the thirty sites, a curvature was calculated according to Eqn. (2) with 195 

the randomly chosen D and the measured E. A power-law regression was then fit through the 196 

30 pairs of erosion rate and synthetic curvature values, and the exponent and R2 values were 197 

recorded. This process was repeated 10,000 times. Figure 5, a plot of the power-law 198 

exponents and their associated R2 values, suggests that the |CHT| α E1/2 relationship is highly 199 

unlikely (i.e., < 0.01% probability) to have arisen by chance with an R2 of 0.83. 200 

4. Discussion 201 

The important role of erosion rate on the efficiency of hillslope sediment transport and 202 

the insignificance of climate is unexpected considering that others have found climate to be a 203 

weak but determining factor in the value of D [Hurst et al., 2013; Richardson et al., 2019]. 204 

Richardson et al. [2019] present data similar to ours in which erosion rates were determined 205 

with cosmogenic isotopes, hilltop curvature was extracted from 1-m DEMs, and transport 206 

efficiency was calculated from Eqn. (2). Although their procedure for calculating curvature is 207 

different from ours and, thus, their results are not directly comparable to ours, our analysis of 208 

their data also reveals a robust relationship between D and erosion rate (Figure 6). 209 
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To explore how transport efficiency might increase with erosion rate, the factors 210 

contributing to soil creep can be assessed with two approaches. For discrete, intermittent 211 

large-scale soil creep events (e.g., tree throw), the transport efficiency can be calculated as 212 

 213 

dVfD e=         (3) 214 

 215 

where fe is the frequency of events per unit area (T-1L-2), V is the average volume (L3) of soil 216 

displaced with each event, and d is the average distance (L) that volume of soil is displaced 217 

[Gabet, 2000]. For example, in the case of tree throw, the transport coefficient will depend 218 

on the number of toppled trees over a period of time, the average volume of soil in the root 219 

plates, and the distance that the root plates are displaced [Gabet et al., 2003]. We are not 220 

aware of any reason why any of these three factors would increase with erosion rate. Indeed, 221 

in the case of bioturbation, V , fe , and fA might be expected to decrease. For example, 222 

because soils tend to be thinner where erosion rates are high [Gabet et al., 2015], the volume 223 

of soil available for transport by three throw should decrease. In addition, the frequency of 224 

bioturbation might be expected to decrease in rapidly eroding landscapes because of lower 225 

plant biomass [Milodowski et al., 2014]. 226 

For dilational creep processes in which soil particles are lofted up and then settle 227 

down due to gravity, D can be expressed as [Furbish et al., 2009] 228 

 229 

 
θ2

2

cos1 ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−=

m
a C

CNkRhD
      (4) 230 

 231 



Gabet et al Page 11 8/28/2020 

where k is an empirically determined dimensionless constant that accounts for particle shape 232 

and the relationship between mean free path length and the vertical displacement of particles, 233 

R is particle radius (L), h is soil thickness (L), C is particle concentration (L3L-3), Cm is the 234 

maximum value of C, Na is the particle activation rate (T-1), θ is the hillslope angle (°) (equal 235 

to zero at the ridgecrest), and the overbar signifies vertically averaged quantities. The particle 236 

concentration (a function of soil bulk density) is not likely to be dependent on erosion rate to 237 

a significant degree and, if it is, the term in parentheses would likely decrease with increasing 238 

erosion rate, thereby suppressing the value of D. Also we find no reason to suspect that the 239 

particle activation rate would increase with erosion rate, particularly where bioturbation is an 240 

important soil creep process. Indeed, the only variables in Eqn. 4 known to vary 241 

systematically and significantly with erosion rate are soil thickness [Heimsath et al., 1999], 242 

h, and particle size, R [Attal et al., 2014]. 243 

To explore the potential role of soil thickness on the transport coefficient, we hold the 244 

other variables in Eqn. 4 constant to yield 245 

 246 

hRkD '∝         (5) 247 

 248 

where 'k  (T-1) incorporates k from Eqn. 4 as well as factors such as particle concentration 249 

[Furbish et al., 2009]. Equation 2, which relates hilltop curvature to erosion rate, can be 250 

simplified as   251 

 252 

HTCDE ∝         (6). 253 

 254 
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Because hilltop curvatures are negative, their absolute values are used here for clarity, rather 255 

than incorporating a ‘minus’ sign (compare with Eqn. 2). Combining the regression from 256 

Figure 3 257 

 258 

2
1

ECHT ∝         (7) 259 

 260 

with Eqns. (5) and (6) and assuming that 'k  does not vary significantly with erosion rate 261 

produces 262 

 263 

2
1

EhR ∝         (8). 264 

 265 

To satisfy Eqn. (8), either h or R, or both, must increase with erosion rate. If we assume that 266 

R is not a function of erosion rate (we will revisit this below), then h would need to increase 267 

with erosion rate, a result contradicted by field evidence [e.g., Gabet et al., 2015]. Therefore, 268 

the thinner soils in rapidly eroding landscapes cannot account for the increase in transport 269 

efficiency with erosion rate. 270 

In contrast, particle size is known to increase with erosion rate [Attal et al., 2014; 271 

Riebe et al., 2015]; where erosion is slow, particles are exposed to weathering processes for 272 

longer periods of time because the thicker soils and the slower lowering of the soil surface 273 

yields longer soil residence times for the particles [e.g., Mudd and Yoo, 2010]. Particle size is 274 

a factor in the transport coefficient (Eqn. 4) because it controls the mean free path of particles 275 

in a soil creeping by dilational processes [Furbish et al., 2009]. Indeed, laboratory 276 

experiments have demonstrated that, for the same input of energy, coarse-grained soils will 277 
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creep faster than fine-grained soils [Deshpande et al., 2020]. In addition, of the various 278 

factors that could affect the rate of soil creep, mean particle size is the one with the most 279 

potential to vary by multiple orders-of-magnitude between watersheds eroding at different 280 

rates [Marshall and Sklar, 2012].  281 

While particle size is a potential candidate for explaining the relationship between 282 

transport efficiency and erosion rate found here, this raises two perplexing issues. First, the 283 

hypothesis that R is the determining factor in the difference in transport efficiency between 284 

our sites implies that soil creep at the six study regions is dominated by the same dilational 285 

process. Since the biotic communities vary widely between the study regions (temperate 286 

rainforest to semi-arid chaparral), this dilational process is likely abiotic. Moreover, the lack 287 

of a relationship found here between D and precipitation (Figure 2B), and the weak 288 

relationship between the two presented elsewhere [Hurst et al., 2013; Richardson et al., 289 

2019], argue against shrink-swell as a likely candidate for this dilational process. The 290 

alignment of sites from all six regions along the same trendline (Figure 4), therefore, suggests 291 

that there is an important yet unrecognized dilational soil creep process that is abiotic and, at 292 

best, only weakly dependent on climate. Second, because the more rapid weathering rates in 293 

wetter climates should lead to smaller soil particles [Marshall and Sklar, 2012], the transport 294 

coefficient should decrease in wetter climates. However, as noted earlier, D has been found 295 

to increase with precipitation, albeit weakly [Hurst et al., 2013; Richardson et al., 2019]. 296 

We considered the effect of topographic stresses on the creation of fractures as an 297 

alternative explanation for our results [Clair et al., 2015; Miller and Dunne, 1996]. The 298 

greater ridgeline curvatures in the rapidly eroding landscapes could be driving the 299 

development of more bedrock fractures which would accelerate weathering processes and 300 
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create a thicker layer of mobile regolith than would otherwise be predicted by the erosion 301 

rate [Pelletier, 2017]. This explanation, however, is unlikely. The tectonic stress regime is an 302 

important contributor to topographic stresses and, whereas the tectonic stress in the Feather 303 

River region is extensional, it is compressional in the San Gabriel Mountains region [Zoback, 304 

1992], yet their data overlap (Figures 3, 4). 305 

Although we are unable to explain conclusively why the transport efficiency increases 306 

with erosion rate, this relationship has important implications. Our results suggest that the 307 

pace at which steady-state topography is restored after a change in erosion rate will depend 308 

on the direction of that change. For example, the increase in transport efficiency 309 

accompanying an acceleration in erosion rate will hasten the return to steady-state; in 310 

contrast, a slowing of the erosion rate will depress the transport efficiency and delay the 311 

return to equilibrium conditions. In addition, the robust relationship between the ridgetop 312 

curvature and erosion rate across a range of climatic conditions suggests that the latter can be 313 

estimated directly from topographical analysis in landscapes similar to those analyzed in this 314 

study. However, erosion rates determined with this procedure must incorporate uncertainties 315 

in the original 10Be erosion rate measurements, uncertainties in the curvature measurements 316 

(expressed as the median absolute deviation), and the uncertainty in the regression, and we 317 

have not yet found a satisfactory approach to this problem. Nevertheless, this method has the 318 

potential for providing a simple approach for estimating watershed-scale erosion rates 319 

through the measurement of hilltop curvatures.  320 

5. Conclusions 321 

Using a single method for estimating values of D, the measure of hillslope transport 322 

efficiency, provides an opportunity to detect the factors influencing this critical variable 323 
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landscape variable. By combining erosion rates calculated with 10Be concentrations with 324 

measurements of hilltop curvature from 1-m DEMs, we find that D increases with erosion 325 

rate. After exploring possible explanations for this result, we conclude that larger particle 326 

sizes in rapidly eroding terrain may lead to more efficient hillslope transport due to longer 327 

path lengths. An intriguing consequence of this conclusion is the implication that an 328 

unrecognized abiotic dilational process, perhaps only weakly dependent on climate, 329 

dominates soil creep in our study regions. 330 
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FIGURES 502 
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Figure 1.  Map of the United States with study regions marked with a star. WA = 506 

Washington; IP = Idaho Plateau; FR = Feather River; SGM = San Gabriel Mountains; YR = 507 

Yucaipa Ridge; VA = Virginia. 508 
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Figure 2. Transport efficiency vs. climatic parameters. D does not vary according to (a) 517 

mean annual temperature, (b) mean annual precipitation, or (c) the aridity index. Straight 518 

lines are linear regressions.519 



Gabet et al Page 22 8/28/2020 

 520 

 521 

 522 

Figure 3. Ridgetop curvature  increases with the square root of erosion rate (E). Because 523 

ridgetops have negative curvature, the absolute value of curvature is plotted to allow a 524 

power-law regression. Error bars along the x-axis represent analytical error (from AMS 525 

measurements) and uncertainties in production scaling and shielding [Mudd et al., 2016]; 526 

error bars along the y-axis represent the median absolute deviation. Data plotted on semi-log 527 

axes to accommodate negative values. Various functions were tried for the regression; the 528 

power function yielded the highest R2. Excluding the data from Yucaipa Ridge, where Eqn. 1 529 

may not be strictly applicable because of steep slopes and an incomplete soil cover, does not 530 

change the regression equation (represented by the thick line).531 
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(A) 532 

 533 

 534 

Figure 4. Transport efficiency increases with the square root of erosion rate. This 535 

relationship integrates the different factors that influence D, including soil thickness and 536 

particle size. Straight line is a plot of the regression equation. Error bars along the x-axis 537 

represent both analytical error (from AMS measurements) and uncertainties in production 538 

scaling and shielding [Mudd et al., 2016]; error bars along the y-axis represent propagated 539 

uncertainties from erosion rate and curvature measurements. 540 

 541 

 542 
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 543 

 544 

 545 

 546 

 547 

Figure 5. Results from 10,000 Monte Carlo simulations. Each red dot represents the outcome 548 

of a single simulation in which a power-law regression was fit to synthetic data. The black 549 

star represents the exponent and R2 of the regression between ridgetop curvature on erosion 550 

rate from the actual data (Figure 3). The regression results from the actual data lie well 551 

outside the results from the simulations. 552 

 553 
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Figure 6. Transport efficiency vs. erosion rate using data from Richardson et al. [2019]. 559 

Error bars represent 1σ uncertainty. 560 
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Table 2. Details of 
10

Be analysis from Idaho site. 

Sample ID Sample 

depth 

intervals 

(cm) 

AMS 

measurement 

ID 

10
Be 

concentration 

(x10
3
 at g

-1
) 

10
Be 

concentration 

uncertainty 1σ 

(x10
3
 at g

-1
) 

S1 0 - 2 s04446 119.9 5.7 

S2 8 - 10 s04447 91.94 7.18 

S3 16 - 18 s04448 373.7 17.8 

R2 n/a s04450 91.49 4.43 

R3 n/a s04451 408.8 15.1 

R4 n/a s04452 480.1 16.6 
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