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Abstract11

Surface wave energy and dissipation are observed across the surf zone. Utilizing12

the concept of surface rollers, a new scaling is introduced to obtain the energy flux and13

dissipation related to rollers from Doppler velocities measured by a shore-based X-band14

marine radar. The dissipation of wave energy and hence the transformation of the in-15

coming wave height (or energy) is derived using the coupled wave and roller energy bal-16

ance equations. Results are compared to in-situ wave measurements obtained from a wave17

rider buoy and two bottom mounted pressure wave gauges. A good performance in re-18

producing the significant wave height is found yielding an overall root-mean-square er-19

ror of 0.23 m and a bias of −0.13 m. This is comparable to the skill of numerical wave20

models. In contrast to wave models, however, the radar observations neither require knowl-21

edge of the bathymetry nor the incident wave height. Along a 1.5 km long cross-shore22

transect on a double-barred, sandy beach in the southern North Sea, the highest dissi-23

pation rates are observed at the inner bar over a relatively short distance of less than24

100 m. During the peak of a medium-severe storm event with significant wave heights25

over 3 m, about 50% of the incident wave energy flux is dissipated at the outer bar.26

Plain Language Summary27

Ocean waves are carrying a large amount of mechanical energy which they have28

gained from the wind blowing over the ocean surface. At the coast this energy supply29

generates strong water motions, creates forces on coastal structures, moves sand, and can30

cause coastal erosion. It is therefore important to know when, where, and to what ex-31

tent wave energy is reduced under different environmental conditions. The majority of32

the energy is removed by wave breaking. However, this process is still not completely33

understood which is partly due to fact that it is difficult to observe. This is particularly34

the case during storm conditions when it is very complicated to install and recover mea-35

surement equipment in the ocean. The present work describes a methodology to obtain36

such measurements using a special radar device which is installed at the beach; hence,37

it is not being impacted by harsh wave conditions. This approach will enable scientists38

to perform long-term monitoring of wave breaking thus opening new opportunities to39

study beach processes and coastal changes.40

1 Introduction41

The Earth’s coastlines are facing sea level rise and increased human interventions.42

Predicting long-term coastal changes is of major importance to ensure efficient planning43

and design of coastal structures as well as a sustainable management of the coastal zone.44

Furthermore, a proper incorporation of nearshore processes into earth system models is45

required to efficiently predict the future changes of the coastal morphology, i.e. coastal46

morphodynamics. Long-term measurements of nearshore hydrodynamics, in particular47

the spatial distribution of wave heights, are rarely available but often required to develop,48

validate, or calibrate parameterizations of nearshore processes.49

In the surf zone, breaking surface waves are the main drivers of hydro- and mor-50

phodynamics. When waves break, energy is removed from the wave field and transferred51

to turbulence, currents, sound and heat. Therefore, wave breaking and associated wave52

energy dissipation link the wave energy flux to surf zone mixing and sediment transport.53

A ”direct measurement of wave dissipation is equivalent to measuring the forcing for nearshore54

flow” (Holman & Haller, 2013). However, deployment and maintenance of in-situ sen-55

sors, e.g. wave staffs, acoustic sensors or pressure transducers, is difficult in particular56

within energetic breaking wave conditions. Moreover, large arrays of synchronized in-57

situ sensors are needed to capture the high spatial and temporal variability of the nearshore58

wave field.59
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This has motivated the development of close-range remote sensing techniques, that60

come with the benefit of providing continuous data at high resolution in space and time.61

Space-time measurements of the surface elevation can be obtained by scanning lidar (Martins62

et al., 2016, 2018) or stereo photogrammetry (Bergamasco et al., 2017). However, both63

methods can cover only a very limited distance (around 100 m) thus preventing appli-64

cations over wide surf zones if no infrastructure, like a peer, is available. Coastal video65

monitoring systems typically provide better ground coverage and can be used to derive66

local bathymetry (Holman et al., 2013; Aarninkhof et al., 2005), currents (Chickadel et67

al., 2003), or both in combination (Dugan et al., 2001). In contrast to passive camera68

sensors, imaging marine radar is an active remote sensing technique. As such, it can be69

operated during day and night as well as in bad (foggy) view conditions. It provides larger70

spatial coverage and much easier geo-referencing. Incoherent marine radar can be used71

to infer currents (Senet et al., 2001; Lund et al., 2018, among others) and bathymetry72

(Senet et al., 2008; Bell & Osler, 2011; Lund et al., 2018; Chernyshov et al., 2020, among73

others) as well as directional wave spectra (Nieto Borge et al., 1999). Radar-based tech-74

niques to retrieve wind, currents and bathymetry were reviewed by Horstmann et al. (2015).75

Huang et al. (2017) focused on wind and wave retrievals from radar. Radar-based re-76

trieval of currents from wave dispersion outside the surf zone has been shown to provide77

a remarkable accuracy with a root-mean-square error (RMSE) below 0.04 m/s.78

The retrieval of the wave height and hence wave energy using remote sensing is more79

difficult, in particular for spatially varying wave fields. McGregor et al. (1998) were able80

to estimate local wave energy and water depths before and after a sandbar using imag-81

ing (S-band) Doppler radar. Their radar system, however, was located on a cliff 70 m82

above the water surface; thus, grazing angles were still relatively high (> 8◦). Under83

such moderate incidence angles, radar backscatter is relatively well understood and Bragg84

scattering is the dominating scattering mechanism (e.g. Valenzuela, 1978). Therefore,85

the Doppler velocity measured by the radar can be transformed to sea surface elevation86

through wave theory (e.g. Plant et al., 1983). At low grazing angles, the backscatter mod-87

ulation mechanisms change and other (mostly nonlinear) scattering mechanisms, e.g. small-88

scale wave breaking or wedge scattering, become important (for details refer to the spe-89

cial issue by Brown, 1998). This hinders a direct inversion of the radar signal to surface90

elevation. For incoherent radars, the non-linearities resulting from the imaging are tra-91

ditionally eliminated through the application of a bandpass filter around the linear wave92

dispersion relation in the wavenumber-frequency domain in combination with an empir-93

ical modulation transfer function (MTF, Nieto Borge et al., 1999, 2004). This requires94

intensive calibration for every individual radar installation. In the nearshore, however,95

waves, currents, and the bathymetry vary on short distances. Therefore, the homogene-96

ity assumption is violated and it is often not possible to apply a properly defined dis-97

persion filter. In homogeneous conditions, a calibration-free measurement of the signif-98

icant waves height is possible using Doppler radar (Carrasco et al., 2017), but the need99

for dispersion filtering remains. Recently, Navarro et al. (2019) presented a promising,100

potentially calibration-free, approach to estimate the significant wave height from inco-101

herent radar and applied it to study wave heights on a coral reef (Navarro et al., 2021).102

Another approach that has been used in nearshore remote-sensing is to estimate103

wave dissipation instead of trying to measure the wave height. Wave dissipation indi-104

cates a loss of wave energy and is directly influencing many surf zone processes such as105

turbulence production or wave-induced currents. A proxy for wave dissipation is the pres-106

ence of surface rollers, i.e. the turbulent air-water mixture sliding down the front faces107

of breaking waves. The geometrical properties of the roller can be used to estimate dis-108

sipation (Duncan, 1981). Figure 1 shows a sketch of a breaking wave carrying a surface109

roller. The roller concept has been applied to time-avaraged video (Aarninkhof & Ruessink,110

2004), or more recently to thermal images (Carini et al., 2015), a combination of visi-111

ble video and radar (Flores et al., 2016; Dı́az et al., 2018), as well as scanning lidar data112

(Martins et al., 2018).113
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Figure 1. Illustration of the cross-section of a breaking wave carrying a surface roller with

cross-sectional area Ar. Shown is the local surface elevation η, i.e the location of the free surface

with respect to still water level (SWL). H is the wave height measured from crest-to-trough, L

and d are wave length and mean water depth. The wave crest moves at the wave phase speed cp

in the positive x-direction.

Within the present paper, we propose a new approach to apply the roller concept114

to Doppler radar data recorded by a shore-based, coherent-on-receive X-band marine radar.115

Preliminary results of this work were presented by Streßer and Horstmann (2019). Un-116

like camera based methods, which estimate dissipation based on geometrical roller prop-117

erties, the proposed method is based on roller kinematics. More specifically the increase118

from slow to fast surface speeds at the toe (the front edge) of the surface roller is related119

to roller energy and dissipation. It can be obtained from the Doppler velocity measured120

by the radar. The method is used to efficiently obtain mean dissipation rates with high121

spatial resolution (7.5 m) along a cross-shore transect spanning the entire surf zone (>122

1 km) of a double-barred, sandy beach.123

The paper is structured as follows: The field measurements are described in sec-124

tion 2. In section 3, the scaling to obtain dissipation is first derived empirically through125

a comparison to the in-situ observations and then theoretically from physical principles.126

The evolution of radar-derived roller dissipation during a 3-day storm event is shown in127

section 4. In section 5, the cross-shore transformation of the wave height is presented128

and the performance of the method is studied by comparing it to in-situ measurements129

and simulations. Section 6 contains an investigation of the wave energy flux budget with130

an attribution of the observed dissipation to the morphological features. The transfer-131

ability of the results to other sites as well as the expected uncertainty are discussed in132

section 7 and, finally, a conclusive summary is given in section 8.133

2 Field Observations at Bunkerhill Beach, Sylt134

The field measurements used for the present study were conducted from Sep 27 to135

Oct 1, 2016. The study area is located at Bunkerhill beach on the German North Sea136

island Sylt. Sylt is located close to the border between Germany and Denmark, and is137

the northernmost of the German barrier islands separating the Southern North sea from138

the intertidal flats of the Wadden Sea. The measurements where obtained at the West139

coast of the island in front of a long-term radar station operated by the Helmholtz-Zentrum140

Hereon. The beach can be classified as sandy, submesotidal, mixed-energy beach (equally141

influenced by tidal currents and wave action) with a median grain size of D50 = 0.55142

mm (LKN.SH, 2015).143

At the study site, the coastline is oriented at a small inclination of 2° with respect144

to North. The local coordinate reference system used in this paper has the origin at the145
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location of the radar station (54.7903◦ N, 8.2833◦ E). The x- and y-axis are pointing to-146

wards East and North, respectively. The beach topography at the study site is shown147

in fig. 2. The subtidal region is composed of tide-corrected and quality-checked bathy-148

metric data constructed from single-beam echo soundings recorded between Sep 22 - 26,149

2016 (Cysewski et al., 2019). For the shown 2 km long stretch of the coastline, the sub-150

tidal bathymetry is uniform in the alongshore direction. The intertidal area and the dry151

beach are covered by airborne lidar data acquired on Sep 26, 2016, by the state of Schleswig-152

Holstein’s Government-Owned Company for Coastal Protection, National Parks and Ocean153

Protection (LKN.SH). The data are mapped to a 5 m x 5 m grid along the cross-shore154

transect in front of the radar station by averaging all data points within one grid cell.155

The cross-shore beach profile shows a subtidal sandbar with the crest located at x =156

−500 m at a vertical elevation z ≈ −4.5 m-MSL, and an intertidal bar at x = −160157

m and z ≈ −0.5 m-MSL. The shoreline at a normal high water is at x ≈ −100 m.158

The incident wave field is available from a wave rider buoy (a Datawell DWR-MkIII)159

located at x = −1100 m. Two bottom mounted pressure transducers (Measurement160

Specialties 86BSD-050PA) were deployed in the intertidal region to provide wave height161

measurements at the inner bar. The first pressure gauge (PGA) was located at the trough162

of the inner bar at x = −127.5 m and provided data until Sep 30. The second (PGB)163

provided data for the entire study period and was located at x = −180 m, which is ≈164

30 m offshore of the bar crest. The pressure signal was logged at 10 Hz and transformed165

to surface elevation using the weakly non-linear method of Bonneton et al. (2018). On166

recovery, the pressures gauges were immersed into the sand by ≈ 30 cm yielding an the167

expected error < 3 % considering an exponential damping due to burial (Raubenheimer168

et al., 1998). Water elevation and currents due to the tide and surge, as well as the 10-169

m wind speed are available from the operational model BSHcmod (Dick, 2001) operated170

by the ”Bundesamt für Seeschiffahrt und Hydrographie” (BSH), the German federal hy-171

drographic and maritime traffic agency. Deviations from the true surface elevation dur-172

ing the bathymetry measurements were below 0.15 m, indicating a reasonable accuracy173

of the operational model for the purpose of the present study.174

The sea state is mostly locally generated and grows rapidly from 0.5 m to ≈ 2 m175

significant wave height on the second half of Sep 27. Simultaneously, the peak wave pe-176

riod increases from 4 s to around 8 s. While wave periods remain constant around 8 s177

on Sep 28, they increase further on Sep 29 reaching a maximum of 10.5 s on Sep 30, 01:00178

UTC. The maximum significant wave height of 3.3 m is reached a little earlier, on Sep179

29, 23:00 UTC, and remained constant on this level for 3 hours. Afterwards, the signif-180

icant wave height decreases rapidly to 2 m on Sep 30, 03:00 UTC. During the following181

24 hours it drops further to a level of about 1 m on Oct 1, 03:00 UTC. Throughout the182

entire storm, wind speeds and significant wave heights are highly correlated indicating183

a young, locally generated sea state. Both, waves and winds during the storm were di-184

rected onshore, approaching from West, i.e 270◦.185

2.1 Coherent X-band Radar Measurements186

2.1.1 Radar hardware187

The radar used in this study is a coherent-on-receive marine radar developed at188

the Helmholtz-Zentrum Hereon (Hereon, formerly Helmholtz-Zentrum Geethacht, HZG)189

in collaboration with the Saint Petersburg Electrotechnical University (ETU-LETI). A190

detailed description of Hereons marine radar is given by Horstmann et al. (2021). The191

radar system consists of an off-the-shelf X-band (9.48 GHz) marine radar (GEM Leonardo192

series). Dedicated electronics were added for the digitization and coherentization of the193

radar signal. The radar is also equipped with a step-motor allowing to steer the antenna194

in a fixed pointing direction in addition to the standard operation with a rotating an-195

tenna. For the present study, the radar was equipped with a 7.5 feet ( ≈ 2.2 m) antenna196
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Figure 2. Bathymetry with locations of the Doppler radar (white diamond), the wave rider

buoy (yellow dot) and the bottom mounted pressure gauges (red dots). The lower plot shows the

cross-shore transect at y=0 m. The blue lines indicate the mean (solid), and minimum/maximum

(dashed) water level during the field campaign.
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vertically polarized in transmit and receive (VV). It was located approximately 28 m above197

sea level. The pulse repetition frequency (PRF) was set to 2 kHz with a duration of the198

transmitted pulses (measured at the half power level) between 50 ns and 70 ns. Analog-199

to-digital conversion was realized at 80 MHz and then subsampled to 20 MHz correspond-200

ing to a sampling range cell spacing of 7.5 m. A total number of 435 range cells were sam-201

pled resulting in a maximum range of roughly 3.2 km.202

2.1.2 Doppler Signal Processing and Interpretation203

Coherent radar measures the amplitude and phase of the received radiation. It fa-204

cilitates the measurement of the Doppler frequency shift fD, which is induced by rela-205

tive motions of the backscattering elements, the scatterers, with respect to the radar an-206

tenna. The corresponding Doppler velocity UD is related to the Doppler frequency shift207

through the well known Doppler equation208

UD =
fD λel

2 cosα
, (1)

where λel is the electromagnetic wave length of the radar signal and α is the projection209

angle between the scatterer motion and the line-of-sight of the antenna. For the present210

study, the radar antenna was static, pointing in the cross-shore direction at grazing an-211

gles below 10◦ for the vast majority of the dataset. The Doppler velocity thus represents212

the cross-shore component of the horizontal scatterer velocity. For X-band radar, the main213

backscatter from non-breaking parts of the surface is due to Bragg-resonance at the scale214

of half the radar wave length; hence, the radar measures the horizontal speed of these215

so called Bragg waves. However, there are further contributions to the Doppler veloc-216

ity that can complicate its geophysical interpretation. The Doppler velocity may be in-217

terpreted as a sum of various components:218

UD = UBragg + Ucurr + Udrift + Uorb + Ubreak + Ugraz , (2)

where UBragg is the Bragg waves’ phase speed, Ucurr is the mean current Udrift is the219

a drift velocity due to wind shear and Stokes drift, Ubreak is the contribution of break-220

ing waves and Ugraz is an additional Doppler shift apparent at grazing incidence. The221

reason for this additional Doppler shift Ugraz is still not well understood. It involves com-222

plicated interactions of steep waves and shadowing at spatial scales smaller than the radar223

resolution (Miret et al., 2014), or pulse-smearing artifacts (Streßer et al., 2021). The speed224

of the Bragg waves UBragg is constant, Ucurr and Udrift are slowly varying and there-225

fore they are considered as constant over the distance covered by the radar (3 km) and226

for the typical duration of a radar record (10 min for the present study). The wave or-227

bital motions Uorb and the contribution due to breaking Ubreak are varying on smaller228

temporal and spatial scales. At breaking, the scatterer speed Ubreak is related to par-229

asitic capillary waves at the steep front faces or, for the actively breaking parts, the wa-230

ter mass that is detached from the underlying water body. This can be either the plung-231

ing jet of water that forms at incipient breaking or, for spilling breakers, the droplets that232

are sliding down the font face of the breaker, i.e. surface roller. The roller is moving at233

a much faster speed as the non-breaking surface in front of it and the magnitude of this234

spatial difference in scatterer velocity can be used to infer dissipation. This is described235

in detail in the following section 3.236

To estimate the Doppler velocity, Doppler spectra were computed from the com-237

plex coherent radar signal for short ensembles of n = 1024 consecutive radar pulses.238

The integration time of one Doppler measurement is thus dt = 0.512 s (at PRF = 2000239

Hz). The Doppler shift frequency fD is determined from the location of the Doppler peaks240

along the frequency axis as described by Streßer et al. (2021). For multi-peaked spec-241

tra, only the slowest peak is considered. The velocity of the slower peaks was found to242

be best suited to trace the non-breaking surface with only minor influence of radar pulse243

smearing artifacts (Streßer et al., 2021).244
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3 Radar-Derived Dissipation245

3.1 Empirical Scaling246

The primary goal in the present work is to find a relationship between the Doppler247

radar observations and wave dissipation. Microwave radar is very sensitive to the pres-248

ence of breaking waves and the surface rollers carried by them. When a roller is present249

within a radar ground cell, the backscatter intensity is significantly increased (e.g. Far-250

quharson et al., 2005; Catalán et al., 2011, 2014). There have been some attempts to re-251

late the observed backscatter either to roller dimensions estimated with the physical op-252

tics approximation for scattering from a smooth cylinder (Farquharson et al., 2005) or253

to the portion of the radar footprint occupied by breakers (Haller & Lyzenga, 2003). A254

universal model for the radar cross section (RCS) associated with actively breaking waves255

is still not available. Morever, relating the observed backscatter intensity to RCS requires256

radiometric calibration for each individual radar, which requires significant effort and257

is usually not being performed. For this reason we describe a method based on the Doppler258

velocity rather than RCS.259

For actively breaking waves, the radar backscatter originates from the droplets in-260

side the surface roller (e.g. Catalán et al., 2014). Those are moving relatively fast, roughly261

at the the phase speed cp of the wave carrying the roller. In the absence of breaking, a262

much slower scatterer speed is expected, that is closer to the waves’ orbital velocity (cf.263

sec. 2.1.2). Therefore, when the waves are travelling towards the radar, a large increase264

of the Doppler velocity is expected at the transition from non-breaking to actively break-265

ing parts of the sea surface at the front edge (the toe) of the roller (as visualized in fig.266

1). If the difference dUD = UD,ri+1 − UD,ri of the Doppler velocity at the range cell267

ri+1 and the preceding range cell ri is positive and large, this most likely indicates the268

transition from non-breaking to breaking parts of the surface. On the contrary, a neg-269

ative difference is expected at the transition from breaking to non-breaking. However,270

Streßer et al. (2021) showed that radar pulse smearing can lead to signal artifacts at the271

rear sides of steep and breaking waves. There is a high chance that Doppler velocity ob-272

served in this region is invalid. Therefore, only the positive differences dUD > 0 are con-273

sidered here and all negative differences are excluded from the computations.274

The wave energy dissipation due to wave breaking is is related to the vertical ve-275

locity shear. It is determined by the velocity difference between water particle velocity276

at the surface (within the roller) and the underlying water mass (e.g. Svendsen, 1984).277

Our hypothesis is thus that the large positive spatial Doppler velocity difference dUD278

observed at the toe of surface rollers can be used as a proxy for this vertical velocity dif-279

ference and is linked to energy dissipation. The following empirical scaling was tested280

for the radar-derived wave energy dissipation:281

Demp = Bemp dUp , (3)

where Bemp and the exponent p are calibration constants and the overbar indicates time282

avaraging over the 10 min long radar record. The empirical calibration constants need283

to be determined from in-situ observations of the dissipation rate that are deduced from284

the pressure wave gauges as285

DPG =
FPGB

− FPGA

|xPGB
− xPGA

| , (4)

where xPGA
and xPGB

are the cross-shore location of the pressure gauges and FPGA
and286

FPGB
are wave energy flux at each pressure gauge. The wave energy flux is computed287

as FPG = ρwg η2PGcg , where cg =
√
gd is the group speed of the waves (in shallow wa-288

ter equal to the phase velocity), ηPG is the surface elevation obtained from the pressure289

gauges, ρw is water density, g is gravitational acceleration, and d is the local water depth.290

To determine the values empirical constants Bemp and p, a cost function is computed291

representing the root mean square difference between the radar estimate and the obser-292
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vations:293

Fcost(Bemp, p) =

√

(

Demp(Bemp, p)−DPG

)2

. (5)

For now, only integer values in the range of [1,5] were tested for the exponent p. The min-294

imum of Fcost was found for Bemp = 3.65 kg m−3 and p = 3, where the difference to295

the observations was ≈ 17 W m−2. Resulting from dimensional analysis, the unit of Bemp296

must be [kg m−3] to correctly fit to the unit of dissipation [W m−2]. Note, that the em-297

pirically derived dissipation rate Demp (eq. 3) was evaluated two radar range cells (15298

m) further offshore than the location of the pressure gauges. This is needed because the299

jump from slow to fast scatterers appears at the toe of the surface roller, but the point300

where the wave energy is dissipated (the wave crest) is located slightly further offshore.301

This is explained in more detail in sections 3.2 and 5.302

3.2 Physical Scaling303

The relationship in eq. 3 is purely empirical and was found from comparisons to304

the in-situ observations. To gain further insight into the geophysical processes, a deriva-305

tion based on physical principles is presented in the following. For long-crested waves,306

the total (bulk) kinetic energy stored in the surface roller per unit span is given by307

Er,total =
1

2
ρ′Ar

(

u2
r + w2

r

)

, (6)

where Ar is the cross-sectional roller area, ur and wr are the bulk horizontal and ver-308

tical motions of the roller and the overbar indicates time averaging. The bulk density309

of the roller, including both water and air, can be expressed as310

ρ′ = βρ ρw , (7)

where βρ represents the reduction of the water density ρw according to the void fraction311

inside the roller. Phase-averaging the total roller energy yields the roller energy per unit312

area313

Er =
Er,total

L
, (8)

where L is the wave length. With the assumption that the vertical component of the roller314

motion is small (wr ≪ ur), the roller moves approximately with the same speed as the315

breaking wave, and thus316
(

u2
r + w2

r

)

≈ c2p . (9)

The roller area can be expressed as317

Ar = κ HL , (10)

where H is the wave height and κ is a proportionality constant that varies between 0.06318

and 0.07 (Okayasu et al., 1986; Svendsen, 2005). Combining eq. 9, 10, 6 and 8 yields for319

the roller energy320

Er =
1

2
ρ′ κ H c2p . (11)

The wave height can not be measured directly by the radar. To substitute H, the de-321

pendency of the shallow water wave propagation speed on the wave height (amplitude322

dispersion) is exploited using the empirical predictor of Booij (1981) for the non-linear323

shallow water phase speed324

cp =
√

g(d+ αadH) . (12)

The calibration coefficient αad determines to what extent the amplitude dispersion is con-325

sidered. For αad = 0, eq. 12 corresponds to the shallow water phase velocity accord-326

ing to linear wave theory, whereas for αad = 0.5 it corresponds to solitary wave the-327

ory. The water depth at the breakpoint can be roughly estimated as328

d =
H

γ
, (13)
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where γ is the well known breaker parameter which is approximately 0.78. Combining329

eq. 12 and 13 yields the approximate expression330

H =
c2p

g
(

1

γ
+ αad

) , (14)

relating the wave height of a breaking shallow water wave to its phase speed. Combin-331

ing equations 11, 16 and 14 finally yields a scaling for the roller energy as a function of332

the phase speed cp of the breaker333

Er =
βρ κ ρw

2g
(

1

γ
+ αad

) c4p . (15)

The Doppler velocity for the radar cell just before the front edge of the roller is small.334

For the next radar cell, which is dominated by the roller, the Doppler velocity is close335

to the phase speed of the breaking wave; thus, the spatial increase in Doppler velocity336

dUD can be used to approximate the breaking phase speed as337

cp = βD dUD . (16)

The calibration parameter βD was introduced to correct for the fact that the positive338

spatial difference of Doppler velocity dU may not always be an exact estimate of the wave339

phase speed cp.340

3.2.1 Radar-derived roller properties341

Equations 15 and 16 provide the basis to obtain roller properties from the Doppler342

velocity. To provide a more convenient scaling for the radar-derived roller properties, all343

calibration parameters within equation 15 are combined to one single scaling factor Br =344

βρ κ
(

2
(

γ−1 + αad

))

−1
and the final scaling for radar-derived roller energy reads345

Er = Br

ρw
g

(βD dUD)
4
, (17)

where the over-bar indicates time averaging over the full radar record (10 min for the346

present study). Accordingly, the flux of roller energy is given by347

Fr = Er cp = Br

ρw
g

(βD dUD)
5
. (18)

The dissipation of roller energy is related to the roller energy through348

Dτ =
2Ergβs

cp
, (19)

where βs is a calibration coefficient related to the slope of the breaking wave front (Deigaard349

& Fredsøe, 1989; Nairn et al., 1990). Therefore, the scaling for the roller dissipation de-350

rived from the radar is351

Dτ = 2 Br ρw (βD dUD)
3
βs . (20)

All calibration parameters that affect Br are listed in tab. 1. The assumed default352

values and the expected minimum and maximum values are also listed for each param-353

eter. The default value for the radar roller dissipation scaling factor is Br = 0.0177.354

Given the expected ranges of each calibration factor (shown in tab. 1) contributing to355

Br, this factor is expected to range within 0.003 and 0.027. The implications of this pa-356

rameter range for the expected accuracy of the proposed method are discussed in detail357

in section 7.2.358
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Parameter Symbol Default value Expected range

Relative roller density βρ 0.9 [0.3, 0.9]
Roller area scaling factor κ 0.07 [0.06, 0.07]
Breaker parameter γ 0.78 [0.4, 0.88]
Amplitude dispersion factor αad 0.5 [0.0, 0.5]
Breaker slope parameter βs 0.1 [0.05, 0.15]
dUd to c conversion factor βD 1 [0.7, 1.3]

Table 1. Dimensionless calibration parameters for the scaling of the radar-derived roller prop-

erties.

Note that the empirically found scaling factor that provided the best match with359

the observations was Bemp = 3.65 kg m−3. To nondimensionalize the empirical scal-360

ing factor, it could also be written in a similar form as as eq. 20, yielding the nondimen-361

sional empirical scaling factior Br,emp = 0.5 Bemp ρ−1
w β−1

s . It takes the value 0.0178,362

which is actually very close to the expected default value of Br. The similarity between363

the empirical scaling factor Br,emp and the physically derived scaling factor Br shows364

that the two approaches are consistent. This is a strong indication that the assumptions365

taken do derive the physical scaling are reasonable.366

4 Evolution of Roller Dissipation367

Figure 3 shows the radar-derived mean roller dissipation Dτ (eq. 20) over the course368

of the storm. The mean roller dissipation was computed from the hourly 10-min long369

radar measurements collected in the static antenna mode. Also shown is the significant370

wave height Hs observed by the wave rider as well as the mean water elevation extracted371

from the operational model BSHcmod of the German federal hydrographic and maritime372

traffic agency, that includes the astronomical tide and wind induced surge.373

Rollers are present at the outer bar (−800 m < x < −350 m) during low tides374

when Hs > 1.5 m. At the peak of the storm, when wave heights reach up to 3 m, the375

outer bar also remains active during high tide and roller dissipation rates at the crest376

of the outer bar (x = −500 m) reach up to ≈ 120 W m−2. At the inner bar (x ≈ −200377

m, depending on the tide), roller dissipation rates are generally higher and reach values378

> 200 W m−2 over a relatively short distance of less than 100 m. Both, the location and379

the extent of the inner breaker zone are strongly modulated by the tide. It moves fur-380

ther offshore at low tide when its cross-shore extent is significantly narrower than at high381

tide. In the swash zone right at the beach face (x ≈ −90 m), rollers are only present382

at high tide, when the crest of the inter-tidal bar is submerged allowing some wave en-383

ergy to pass.384

5 Cross-shore Transformation of Wave Height385

Wave heights in shallow water are strongly influenced by the local water depth. There-386

fore, the skill of numerical models in predicting nearshore wave heights depends to a large387

extent on the availability of an up-to-date bathymetry map as well as accurate informa-388

tion on the incident wave energy. This information is often not available and beach pro-389

files can change rapidly, sometimes within a few hours in storm conditions. The proposed390

radar methodology to obtain roller energy flux and dissipation does not require any ad-391

ditional information. It is therefore interesting to further assess the performance of the392

radar in comparison to a numerical wave model under optimal preconditions, i.e. a re-393

cent bathymetry is available and the incoming wave energy flux is known. The results394
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Figure 3. Time-space evolution of radar-derived roller dissipation averaged over 10 minutes

at the beginning of each hour. The top panel shows the significant wave height Hs observed by

the wave rider buoy and the mean water elevation ζ (tide + surge) from the operational model

BSHcmod.

are presented in terms of the significant wave height Hs, which is expected to be more395

conceivable than the wave energy flux for most readers. The distribution of Hs along the396

cross-shore transect is computed for both, the radar and the model, using a coupled wave397

and roller energy flux balance as explained in the following.398

For the simplified case of a stationary, unidirectional, normally incident, random399

wave field, and in the absence of cross-shore currents, the cross-shore wave momentum400

flux balance can be written as401

∂Fw

∂x
= −Dw , (21)

where Fw = Ew cg is wave energy flux and Ew = 1

16
ρwgH

2
s is the organized wave en-402

ergy. The source term Dw is the bulk wave energy dissipation. It may be further decom-403

posed into production of turbulence, buoyant air entrainment (bubble generation), sea404

spray, sound and heat. In equilibrium wave conditions, energy input from winds, dissi-405

pation by white-capping and bottom frictional losses cancel each other out. Thus dis-406

sipation by depth-induced breaking is the dominant source term in such conditions and407

is therefore the only one considered for the present study. Svendsen (1984) showed that408

surface rollers carry a large portion of the total momentum flux in the surf zone. This409

must be considered in the cross-shore momentum balance. The roller energy is trans-410

ported towards shore at the phase speed cp of the wave carrying the roller. Thus, the411

cross-shore balance of roller energy reads412

∂Fr

∂x
= Dw −Dτ , (22)

where Fr = Er cp is the roller energy flux and Dτ is the dissipation of roller energy (eq.413

19) and Dw is the wave energy dissipation from eq. 21. The wave dissipation couples eq.414

21 with eq. 22. Once wave energy is dissipated, it is transferred to roller energy and is415

finally dissipated by the shear stress between the roller and the underlying water body.416
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This generates turbulence and drives wave-induced currents. The roller energy grows or417

decays according to the difference of Dw and Dτ .418

The roller energy Er, the flux of roller energy Fr, and the dissipation of roller en-419

ergy Dτ can be directly estimated from the radar measurements using eq. 17, 18 and420

20. The dissipation of organized wave energy Dw, at the location xri+1 of the range range421

cell ri+ 1 is estimated numerically according to eq. 22 as422

Dw,ri+1 =
Fr,ri − Fr,ri+1

∆r
+Dτ,ri , (23)

where ∆r = xri+1 − xri is the distance between two adjacent radar range cells (here423

7.5 m). The wave energy flux at xr,i+1 then follows from eq. 21 as424

Fw,ri+1 = Fw,ri +Dw,ri ∆r , (24)

and the wave energy and significant wave height along the full radar transect are given425

by426

Ew,ri =
Fw,ri

cg,ri
(25)

and427

Hs,ri =

√

16 Ew,ri

ρw g
. (26)

The first order numerical integration scheme used in eq. 23 is sensitive to large gradi-428

ents. Since the radar observations naturally involve some high frequency noise, the radar-429

derived roller energy (eq. 17), the flux of roller energy (eq. 18) as well as the dissipation430

of roller energy (eq. 20) were smoothed with a moving average filter spanning 5 range431

cells to avoid unrealistically high gradients.432

For comparison to the radar results, the crosshore wave and roller energy and dis-433

sipation was also simulated numerically by solving equations 21 and 22 in the opposite434

direction, i.e starting offshore. The incoming flux of wave energy at the offshore bound-435

ary was derived from the wave rider buoy and the wave dissipation Dw was estimated436

using the parameterization proposed by Janssen and Battjes (2007) (referred to as JB07,437

further details can be found in Appendix A).438

Figure 4 shows the cross-shore transect of the significant wave height derived from439

the radar observations (blue line) and the model (red line) at the peak of the storm event,440

when the offshore significant wave height was 3.2 m with a peak period of 10 s. Also shown441

are the cross-shore distributions of observed and simulated wave and roller dissipation,442

as well as the beach profile. The Hs-profile obtained from the radar yields a realistic cross-443

shore distribution of Hs. It is very similar to the result from the simulation for this sit-444

uation. The observed wave height at all available in-situ sensors, the pressure wave gauges445

PGA and PGB, and the wave rider buoy is matched well. The radar slightly underes-446

timates the wave height that is observed at PGB (x = −180 m), whereas the model seems447

to match the in-situ observations better at this location. The reason for this can be seen448

in the center panel of fig. 4. The wave dissipation rate Dw observed by the radar just449

offshore of PGB (≈ 280 W m−2 ) is significantly higher than the one predicted by the450

model (≈ 190 W m−2 ). Accordingly, the radar-derived wave height decreases faster in451

this region compared to the simulation. The transition region after onset of breaking un-452

til the point when the rollers have formed is still not well understood and the assump-453

tion of an analogy between breaking waves and a moving bore within the JB07 param-454

eterization is violated. It is therefore possible, that the radar observations provide a more455

realistic estimate for the wave dissipation in this transition region, but further ground456

truth with better spatial coverage would be needed to investigate this. However, it is in-457

teresting that the observed and the simulated roller dissipation Dτ in the region of the458

inner bar have similar magnitudes. This shows nicely that the formation of surface rollers459
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Figure 4. Top: Cross-shore transformation of the significant wave height Hs at the peak of

the storm (Sep. 29,2016 22:20 UTC) as observed by the radar (blue) and simulated with the

parameterization of Janssen and Battjes (2007) (JB07, red). Also shown are in-situ observa-

tions at the wave rider buoy (WR, yellow circle) and the pressure gauges PGB (brown triangle)

as well as PGA(brown diamond). Center: Observed (blue) and simulated (red) dissipation of

organized wave energy Dw and roller dissipation Dτ . Bottom: Depth profile at the time of the

measurements.
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Figure 5. Time series of significant wave height observed by the radar (blue), simulated by

the model (red) and in-situ observations (black) at the locations of the in-situ sensors, i.e. the

wave rider buoy (WR), and the two bottom mounted pressure wave gauges PGB and PGA. The

right panels show the corresponding scatter diagrams of Hs and error statistics.

compensates abrupt changes in wave dissipation leading to a smoothing and and onshore460

shift of the forcing of wave-induced currents (e.g. Goda, 2006).461

To better quantify the overall performance of the proposed method, error statis-462

tics are computed for the locations where in-situ data is available. Figure 5 shows the463

time series of the observed and the simulated significant wave heights at the wave rider464

buoy (WR) and the two bottom mounted pressure wave gauges (PGB and PGA). Also465

shown are the corresponding scatter diagrams and error metrics. Both, the radar obser-466

vations and the simulations are matching the in-situ measurements well at all three lo-467

cations throughout the entire storm event. The root-mean square errors (RMSE) and468

corresponding bias (in parenthesis) of the radar observations (blue colors) are 0.14 m (-469

0.12 m), 0.26 m (-0.17 m), and 0.23 m (-0.08 m), at PGA, PGB and WR, respectively.470

The combined RMSE (bias) taking all available sensors into account is 0.23 m (−0.13471

m). While the results are generally very good during a growing sea, a slight decrease in472

the performance is apparent in the decaying phase of the storm. The wave model shows473

a slightly smaller deviation from the ground truth with RMSEs (biases) of 0.17 m (-0.07474

m) and 0.13 m (0.00 m) at PGA and PGB, respectively. Since the wave model was forced475

at the offshore boundary with the observed wave height at the buoy, it makes no sense476

to compute an error at this location. Even if the wave model appears to be performing477

slightly better, the skill of the proposed radar method and the wave model in estimat-478
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Figure 6. Flux of incoming wave energy measured at the wave rider buoy and the pressure

gauges (PGB and PGA) together with the radar-derived wave energy flux represented by the

bars in the plot. The color coding indicates the energy flux dissipated at the outer bar (between

x = −1100 m and x = −330 m, light blue), the inner bar (between x = −330 m and x = −127.5

m, light red) and the swash zone at the beach (between x = −127.5 m and x = 0 m, light yellow).

ing the significant wave height is comparable. The results show that the proposed radar479

method can be applied with similar accuracy as numerical wave models, but without the480

need to know the bathymetry or incident wave height. This is a major benefit in par-481

ticular for long-term observations.482

6 Energy Flux Budget483

The radar provides measurements of wave energy flux and dissipation along the com-484

plete cross-shore transect every 7.5 m over a distance of more than 1.5 km. This opens485

the opportunity to quantify and attribute the dissipation of wave energy to different mor-486

phological features, the outer bar, the inner bar and the swash zone at the beach. Fig-487

ure 6 shows the in-situ measurements of the incoming flux of wave energy at the wave488

rider buoy and the two pressure gauges PGA and PGB. The bars in the plot represent489

the radar-derived flux of wave energy, separated into the portion of energy dissipated at490

the outer bar, the inner bar, and the swash zone at the beach. At the peak of the storm,491

when Hs > 3 m at the buoy, about 50% of the total incoming wave energy flux is al-492

ready dissipated at the outer sandbar. This nicely demonstrates the effectiveness of sub-493

merged morphological features in reducing the wave energy at the beach during storm494

conditions. The energy that ends up at the beach shows a dependency on tides, but not495

so much on the offshore wave height, indicating the expected strong bathymetric con-496

trol of the nearshore wave heights.497

7 Discussion498

The results presented in sections 5 and 6 show a good performance of the method499

over the entire storm event, and the complete cross-shore transect. Previous radar-based500

wave height retrieval methods based on the signal-to-noise ratio or a direct inversion of501

the Doppler velocity to surface elevation often fail in the nearshore due to the high spa-502

tial variability and high wave non-linearity. The proposed method now provides a radar-503

based close-range remote sensing technique to reliably observe the transformation of wave504

energy in the surf zone at a spatial high resolution (dx = 7.5 m). Such measurements505
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are complicated to realize using traditional point observation based wave monitoring sys-506

tems, e.g. arrays of wave buoys, bottom mounted ADCPs or pressure wave gauges.507

Furthermore, for many research questions the surface stress is the quantity of in-508

terest because it is directly driving wave-induced currents and turbulence production by509

breakers (e.g. Svendsen, 2005). The primary quantity that is observed by the radar is510

the roller energy and dissipation, which is closely related to the Reynolds stress acting511

at the water surface. Estimating roller quantities, as done here, is therefore a more di-512

rect measure of the drivers of nearshore circulation compared to wave height measure-513

ments.514

A small disadvantage is the fact that the wave height must be known for at least515

one location along the transect. This is not a problem, if the beach (where there is no516

wave energy) is located inside the area covered by the radar. However, it could be prob-517

lematic e.g. in reef-lagoon systems where the wave energy does not drop to zero inside518

the lagoon. Another requirement for the method is the fact that the jump from slow to519

fast Doppler speeds at the toe of the breaker must be visible. If the dominant wave length520

of the wave field is short and the local grazing angle is low, the entire wave trough might521

be shadowed. In this situation, it would not possible to estimate the Doppler velocity522

at the toe of the roller and thus dUD is not anymore related to the wave phase speed cp.523

The dissipation rate would then be strongly underestimated. Adjusting βD to compen-524

sate underestimation of cp would not help in this case because the error stems from miss-525

ing information rather than from a systematic bias. For the studied storm event, how-526

ever, there was no indication for an error of this kind. However, the lower limits of the527

method in terms of wave length and local grazing angle remain to be determined in fu-528

ture studies.529

7.1 Generalisation and transferability530

The roller concept was originally introduced for spilling breakers in deep water (Duncan,531

1981). From laboratory experiments, Duncan (1981) found that the height of breaking532

deep water waves scales with533

H = 0.6
c2p
g

. (27)

In the present work, eq. 14 was used to substitute the wave height. This scaling is only534

valid for breaking waves in shallow water. However, the chosen typical values for γ and535

αad within eq. 14 yield536

H =
c2p

g
(

1

0.78
+ 0.5

) = 0.5612
c2p
g

≈ 0.6
c2p
g

, (28)

and thus match the results of Duncan (1981). This suggests that the proposed scaling537

is also valid for breaking deep water waves. However, further research is required to con-538

firm this assumption.539

Another question that remains open is whether the proposed scaling also provides540

good results in the transition region between the onset of breaking and the formation541

of the roller. In this region, the roller concept does not describe the physics well. It is542

missing important aspects such as the formation plunging jet of water and the correspond-543

ing energy transfer when the jet hits the surface. This is expected to be of higher rel-544

evance for a plunging breaker type, since for spilling breakers, the roller is formed faster.545

The roller concept was utilized in the context of the present study to provide a physi-546

cal basis for the proposed scalings to obtain roller energy (eq. 17) and dissipation (eq.547

20) from the Doppler velocity measured by the radar. However, the empirically derived548

scaling given (eq. 3) does not rely on the roller concept. Due to its empirical nature, it549

must not necessarily be invalid in this region and could potentially also provide good data550
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there. More in-situ data in particular with higher spatial coverage and resolution in the551

transition region is needed to investigate this hypothesis.552

7.2 Uncertainty553

Two main sources of uncertainty can affect the radar-based estimation of roller en-554

ergy. Firstly, the correct value of the physically motivated calibration parameter Br is555

not exactly known. Secondly, the spatial increase of the Doppler velocity dUd may not556

always exactly represent the wave phase speed cp.557

The condensed calibration parameter Br ( in eq. 17, 18, and 20) is composed of558

multiple components. Each calibration parameter within Br has a specific physical mean-559

ing and default values were selected from well accepted approximations available from560

literature. However, the majority of these parameters stem from empirical studies and561

may need to be calibrated for each individual location. Moreover, some parameters e.g.562

the air fraction within the roller represented by βρ as well as the roller area scaling fac-563

tor κ are very difficult to determine in the field. The combined scaling factor Br should564

therefore be interpreted as a general calibration factor for the proposed method. It yields565

very good results for the environmental conditions of the present study, but may need566

to be adjusted elsewhere. As discussed above, it is likely that different breaker types re-567

quire different choices for Br to compensate for errors due to aspects of the physics that568

are not covered by the roller concept. As mentioned in section 3.2, the estimated lower569

and upper bounds of the radar roller dissipation scaling factor Br are 0.003 and 0.027,570

respectively. However, since these limits reflect the largest expected deviations from the571

correct value of Br, it is assumed that the appropriate value for Br is much closer to the572

default value of 0.0177 in most conditions.573

The calibration factor βD was introduced to compensate the second source of er-574

ror, i.e. a discrepancy between the measured spatial increase in Doppler velocity dUD575

and wave phase speed cp. For the present study, βD was set to 1 implying the assump-576

tion dUD = cp. However, environmental conditions such as the sea state, the wind and577

also the radar installation height may affect the correct choice of βD. A systematic anal-578

ysis of the dependency of βD on these external factors may result in a reduction of un-579

certainty in future.580

The present data set does not provide sufficient ground truth to perform an em-581

pirical quantification of the measurement uncertainty. Instead, a brief discussion of the582

theoretical uncertainties and their implications is provided here. The expected range of583

βD from 0.7 to 1.3 implies an error of ±30% for the estimation of wave phase speed (i.e.584

cp = (1±0.3) dUD). Since the wave dissipation scales with dU3 (see eq. 23), error prop-585

agation yields an uncertainty of 90% for individual measurements of the dissipation. How-586

ever, for the mean dissipation over one 10-min radar record, this error will be significantly587

reduced due to averaging. The integration time of 0.512 s for the Doppler velocity yields588

N = 1170 measurements of dUD during the 10-min sampling. If all measurements were589

independent and there was no bias, the error would be reduced by a factor of 1170−0.5
590

resulting in an approximate relative error for the mean dissipation and roller energy of591

2.6% and 3.5%, respectively. However, it is unlikely that all measurements of dUD are592

independent particularly if they belong to the same individual wave. A better assump-593

tion could be to consider the number of waves in the record instead of the number of sam-594

ples. The peak period measured by the wave rider buoy is 10 s meaning approximately595

60 waves are observed during a 10-min long radar record. This translates to maximum596

expected relative accuracy of 11.6 % and 15.5 % for the mean dissipation and roller en-597

ergy, respectively.598
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8 Summary and Conclusion599

High-resolution (7.5 m) observations of surface wave and roller dissipation are stud-600

ied along a cross-shore transect of a submesotidal, double-barred, sandy beach in the South-601

ern North Sea. A new close-range remote sensing methodology is introduced to estimate602

surface roller energy and dissipation from coherent-on-receive marine radar backscatter.603

Ground truthing observations of the dissipation of waves breaking over an intertidal sand-604

bar were estimated between the location of two bottom mounted pressure wave gauges.605

It is shown empirically, that the spatial increase of the Doppler velocity observed by the606

radar at the transition from non-breaking to breaking parts of the sea surface is related607

to the observed dissipation rate. This empirical relationship can be explained with the608

concept of surface rollers combined with common approximations for nearshore break-609

ing waves. Based on this physical concept, scalings are derived to directly estimate the610

energy stored within surface rollers, the dissipation of roller energy, and the flux of roller611

energy from the Doppler velocity observed by the radar. Assimilation of these quanti-612

ties into the coupled, one-dimensional wave and roller energy flux balance equations also613

yields the dissipation and energy flux (and thus the significant wave height) of organized614

wave energy along a cross-shore transect over more than one kilometer with a spatial res-615

olution of 7.5 m. Comparisons to the in-situ observations at the two pressure gauges and616

a wave rider buoy, moored about 1 km off the shoreline, indicate a good performance of617

the proposed method. Root-mean-square errors at all locations were below 0.26 m over618

the course of a storm lasting three days, with significant wave heights peaking at 3.3 m.619

Results from a phase-averaged numerical wave model showed errors below 0.15 m and620

thus the skill of the radar observation is slightly lower, but comparable to the model. How-621

ever, no prior knowledge of the bathymetry is required for the radar-based estimates. This622

is a major benefit compared to numerical wave models, in particular for locations where623

rapid bathymetric changes occur, e.g. sandy beaches. This new methodology overcomes624

the difficulties of previously available radar-based wave height retrieval methods, that625

are not able to provide reliable measurements in the surf zone, mostly due to the influ-626

ence of wave breaking and and increased spatial inhomogeneity. Strong rain and the ab-627

sence of surface roughness due to low winds are expected to negatively influence the method.628

However, shore-based radar is relatively easy to install and maintain and is able to mea-629

sure day and night as well as in foggy conditions. This makes the technology perfectly630

suited for continuous long-term observations with high spatial and temporal resolution,631

that are difficult to realize with in-situ instrumentation.632

The observations are used to investigate wave transformation along a double-barred633

beach profile and attribute wave energy losses to the morphological features, i.e the outer634

bar, the inner bar, and the swash zone. Highest roller dissipation rates (> 200 W m−2)635

are found at the inner bar, where also the majority of the incoming wave energy flux is636

dissipated during moderate conditions. In storm conditions, however, up to 50% of the637

wave energy is dissipated at the outer bar. This confirms the effectiveness of submerged638

bathymetric features in reducing wave heights at the beach in energetic wave conditions.639

Appendix A JB07 wave breaking parameterization640

The wave breaking parameterization proposed by Janssen and Battjes (2007) (re-641

ferred to as JB07) approximates the average dissipation of wave energy per unit surface642

area by depth induced breaking as643

DJB =
3
√
π

16
B frep ρg

H3
rms

d

[

1 +
4

3
√
π

(

R3 +
3

2
R

)

exp
[

R2
]

− erf(R)

]

, (A1)

where R = Hb/Hrms, Hb = γd and B is a calibration factor representing the break-644

ing strength and is set to one. frep is the representative frequency of the wave field (of-645

ten the peak frequency is considered). JB07 includes a slight modification of the empir-646
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ical relationship for the breaker parameter proposed by Battjes and Stive (1985)647

γ =
Hb

d
= 0.39 + 0.56 tanh(33 S0) , (A2)

which depends on the offshore wave steepness S0 = (Hrms/L)offshore. JB07 is simi-648

lar to an earlier parameterization by Baldock et al. (1998). However, in JB07 the H3/d649

dependency is retained instead of substituting it by H2, as done by Baldock et al. (1998),650

who assumed that the wave height of a breaking is approximately equal to the water depth,651

as proposed by Battjes and Janssen (1978). The same modification was coincidentally652

also reported by Alsina and Baldock (2007) in the same year.653
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