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Introduction 
The text, figures and table included in this document are designed to complement and support the analysis presented in the main text. Text S1, S2, and S3 overview our waveform processing procedure, radiation pattern measurements, and regression analyses to correct for distance-dependent effects. Figure S1 shows an example of the automated P-wave picks obtained through a kurtosis-based algorithm. Figure S2 compares measurements of double couple parameters within different time windows following the P-wave arrival. Figure S3 shows results of the regression analyses used to correct for distance of waveform amplitudes in our dataset. Figure S4 plots the residual wavefield as a function of source-receiver distance. Figure S5 shows residuals for a test model in which the isotropic term increases linearly with distance. Figure S6 shows the within-station correlation of model residuals. Table S1 presents measurement results for each event in our final dataset.

Text S1: Waveform analysis and quality control
For each earthquake of potential interest, we use the IRIS-PH5 Webservices tool to download all available waveform data within a 60-s time window bracketing the event. This window is sufficient for our purposes due to the proximity of the stations (35 km or less) and our focus on the direct P wave. As phase arrival picks for these stations are not publicly available to our knowledge, we implemented an automated approach to extract P-wave arrival times and first motion polarities. Following some experimentation and visual inspection of the waveforms, we found that a kurtosis-based picking algorithm inspired by the workflow described by (Baillard et al., 2013) performed well for our purposes, though our approach is notably simpler due to our target of P waves and vertical-component channels. Prior to picking the waveforms, we remove the instrument response (identical for all stations) and filter the waveforms into the 2.5 Hz – 25 Hz band to best isolate first arrivals (Fig. S4). All waveform processing was done using the open source SeisIO module (Jones et al., 2020) of the Julia programming language (Bezanson et al., 2017).
From this initial set of arrivals, we select a quality-controlled subset for final analysis. To do this, we first measure the signal-to-noise ratio (SNR) by comparing filtered waveform amplitudes in 0.2-s long time windows immediately before and after the arrival, keeping only picks with SNR in excess of 5. Using a short time window for this purpose helps to ensure that the automated picks are indeed aligned rather than offset from the true phase arrival. In addition, because of the high gain of the nodal seismometers, we further exclude traces where the seismometer reaches the known clip level during the direct P-wave arrival and those with predicted S arrivals within our P-wave analysis window. These latter constraints, while important, affect only a small fraction of the dataset, as clipping is rarely observed to occur during the direct P-phase for small earthquakes even at close distances.

Text S2: Measurements of first motions and P-wave radiation patterns
With this quality-controlled subset of data in hand, we begin by performing automated measurements of P-wave first motion polarities. For most events, the radiation pattern and associated nodal planes are readily apparent in map view (Figure 1b), lending confidence to our methodology. To obtain initial estimates of the double-couple slip mechanisms of each event, we use the algorithm of (Hardebeck & Shearer, 2002), abbreviated HASH, which combines a grid search approach with random perturbations to source depth to estimate the best-fitting focal mechanism estimate and its uncertainty. For consistency, we assume the velocity model of (Rubinstein et al., 2018) used to locate the events in the LASSO catalog. From the catalog of focal mechanisms output by HASH, we select a final subset of 24 events with well-constrained, strike-slip focal mechanisms (Table S1). Doing so allows us to clearly visualize the azimuthal variations in the radiation pattern in each frequency band and enables us to study frequency-dependent effects in a manner consistent with previous work using traditional seismic networks (Takemura et al., 2009). Note that while the first-motion focal mechanism estimates are a useful starting point for further analysis, they do not provide any direct information about the frequency-dependent nature of the seismic radiation pattern. 
With this in mind, we apply a filterbank approach to measure the average amplitude of the direct P wave in a sequence of progressively increasing frequency bands. That is, we re-analyze the waveform data, removing the full (i.e., frequency-dependent) instrument response as before and then filter the data into eight different frequency bands: 2.5-5.5 Hz, 4-8 Hz, 6-12 Hz, 8-16 Hz, 12-20 Hz, 16-24 Hz, 20-30 Hz, and 25-35 Hz. These frequency bands were selected to span the dominant portion of signal energy in our dataset, noting in particular that the nodal seismometers in question rapidly lose sensitivity at longer periods (< 2 Hz). In each frequency band, we then measure the root-mean-square (RMS) waveform amplitude at each station within a 0.2-s time window following the P-wave arrival. This window length was selected as a compromise between being long enough to capture the direct P-wave pulse of each event while being short enough to avoid the inclusion of scatter phases and background noise that may bias the measurement. Sensitivity analyses comparing different time window lengths confirm that the major results are not very sensitive to the particular choice of time window (Fig. S2). 

Text S3: Normalization and correction for distance-dependent effects
Waveform amplitudes exhibit distance-dependent effects due to geometrical spreading and path attenuation. To correct for these effects, we perform a regression analysis of the form:  
		(S1)
where  is the RMS P-wave amplitude from earthquake i recorded at station j in frequency band k,  and  are the hypocentral distance and travel time between source and station, and fk is the center of the frequency band of the measurement. The mixed-effects regression solution estimates event terms ( and frequency-dependent offsets ( as well as constants for geometrical spreading () and attenuation (. In this functional form, for a homogenous wholespace, the geometric spreading coefficient would be 1.0, though we anticipate a modest steepening for a real Earth dataset (we obtain 1.28 here). The inferred attenuation coefficient obtained through this analysis (Q ~ 330) is plausible for the raypaths considered in this study, which in large part traverse shallow crystalline basement rocks and overlying sediments. We use the outcome of this regression analysis to correct each observation to a common distance (here, 1 km) to enable direct comparison with theoretical models of the seismic radiation pattern. While it is straightforward to verify that the corrected observations do not exhibit systematic trends with distances (Fig. S3), it is worth noting that this procedure will not necessarily correct for near-site attenuation effects that are present at all distances.
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Figure S1. Example P-wave picks and first motion polarities. Waveforms from the first 12 stations (in numerical order) are shown in black. Red lines denote the estimated P-wave arrival time based on the kurtosis function (thin blue line). The green x marks the arrival time estimate from ray-tracing the velocity model. First motions marked with blue dots.
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Figure S2. Comparison of the double couple parameter p for measurements using different time window lengths following the P-wave arrival. Panels (a) through (d) show the statistical distribution of the double couple p in different frequency bands for measurement time windows of 0.10 s, 0.16 s, 0.25 s, and 0.50 s following the P-wave arrival. These results span the value of 0.20 s chosen for the main text. While the results are not very sensitive to the choice of window length, long time windows include larger amounts of post-event noise and scattering, which compromises the measurement at higher frequencies. Short time windows have slightly larger variability because of sample size effects on stable averaging.
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Figure S3. Results of the regression analysis to correct for distance-dependent trends in waveform amplitudes. Each panel plots the difference between the observed and predicted amplitude from the regression model as a function of distance (log-log scale) in each of the eight frequency bands we consider. There are no systematic trends in with distance, indicating a satisfactory model fit.
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Figure S4. Overall trends in the residual wavefield as a function of hypocentral source-receiver distance. Each panel displays plots individual absolute residuals (black dots) within each of the eight frequency bands we analyze, with the solid line showing the median trend. Absolute residuals do not increase in size with increasing distance as one would expect for a scattering-driven process. Near-source residuals at high frequencies are slightly larger, possibly because this is the node of the radiation pattern for a strike-slip event and thus sensitive to the overall noise. 
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Figure S5. Residual wavefield for a test model in which the isotropic term increases linearly with hypocentral distance.  Each panel displays plots individual residuals (black dots) within each of the eight frequency bands we analyze, with the solid line showing the median trend. Compared to our preferred distance-independent isotropic model, this distance-dependent model underpredicts amplitudes at close distances and overpredicts amplitudes at larger distances.  Panels (a) and (b) show absolute and signed residuals, respectively.
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Figure S6. Within-station correlation of model residuals. Each panel corresponds to one of eight frequency bands considered in this study. At each station in the dataset, we consider all available earthquake pairs and plot these pairwise combinations of residuals against one another on the x and y axes. We then measure the correlation coefficient (labeled cc) for each dataset (aggregated across stations) in each frequency band. The observed correlations in the 0.25-0.35 range are positive, indicating the presence of site effects, but much there exists a great deal of scatter left after accounting for this. Notably, the fraction of the variance explained by this correlation is ~ 0.1 (10%).    






	OTIME
	MAG
	LON
	LAT
	DEP
	HASH FSP
	OPT FSP

	2016/04/20 13:51:21.48
	1.70
	-97.7990
	36.82150
	4.30
	(204, 90, -157)
	(204, 76, -167)

	2016/04/25/ 05:02:45.21
	1.73
	-97.7598
	36.91600
	3.10
	(72, 51, -141)
	(70, 65, -127)

	2016/05/02 16:07:46.78
	1.73
	-98.0545
	36.74883
	4.77
	(204, 77, -168)
	(204, 81, -164)

	2016/04/19 02:45:52.02
	1.75
	-98.0628
	36.75450
	4.64
	(230, 70, -153)
	(220, 76, -155)

	2016/04/14 23:16:57.07
	1.82
	-97.9937
	36.70983
	3.52
	(204, 83, -175)
	(206, 77, -165)

	2016/04/18 12:32:32.43
	1.83
	-97.9935
	36.72950
	3.97
	(201, 70, -174)
	(201, 68, -160)

	2016/05/04 11:49:38.85
	1.83
	-97.8847
	36.83883
	4.15
	(241, 81, -168)
	(61, 79, -148)

	2016/05/02 20:53:01.19
	1.85
	-98.0177
	36.74217
	3.49
	(248, 67, -164)
	(240, 75, -156)

	2016/04/17 15:36:01.23
	1.87
	-98.0295
	36.74800
	3.31
	(233, 75, -162)
	(229, 89, -144)

	2016/04/24 03:17:35.46
	1.89
	-98.0500
	36.74883
	5.00
	(209, 75, -166)
	(205, 87, -160)

	2016/04/16 08:53:23.92
	1.91
	-97.9217
	36.8735
	4.96
	(190, 72, -175)
	(194, 76, -169)

	2016/04/16 22:14:55.64
	1.92
	-97.9948
	36.86100
	3.27
	(26, 85, 178)
	(28, 81, -166)

	2016/05/06 01:53:06.97
	1.93
	-97.7733
	36.83250
	4.68
	(48, 84, 179)
	(46, 76, 177)

	2016/04/29 14:13:04.91
	1.95
	-98.0588
	36.74833
	5.45
	(236, 55, -143)
	(226, 57, -147)

	2016/04/24 07:16:04.73
	2.02
	-98.0488
	36.74933
	6.23
	(27, 76, -166)
	(25, 86, -180)

	2016/05/04 22:54:15.92
	2.03
	-97.8843
	36.83850
	4.38
	(246, 89, 173)
	(246, 89, 153)

	2016/04/17 08:40:50.24
	2.07
	-98.0632
	36.75533
	4.66
	(227, 61, -160)
	(219, 75, -158)

	2016/05/07 08:10:45.36
	2.11
	-98.0575
	36.74750
	5.59
	(225, 59, -160)
	(219, 59, -152)

	2016/04/16 05:09:08.92
	2.20
	-97.8068
	36.83417
	4.51
	(28, 81, -175)
	(28, 81, -169)

	2016/04/24 07:15:15.08
	2.33
	-98.0520
	36.75017
	5.26
	(207, 81, -176)
	(207, 77, -168)

	2016/05/06 21:30:16.10
	2.46
	-98.0578
	36.74817
	5.72
	(227, 65, -160)
	(221, 59, -152)

	2016/04/24 18:05:52.37
	2.47
	-97.9662
	36.88467
	4.79
	(226, 82, 174)
	(226, 74, -176)

	2016/04/22 15:53:09.73
	2.54
	-98.0668
	36.74883
	4.85
	(41, 64, -177)
	(41, 74, 169)

	2016/05/03 10:35:01.79
	2.76
	-97.7982
	36.80267
	6.05
	(73, 70, -164)
	(71, 68, -168)



Table S1. Summary information for earthquakes analyzed in our dataset.  Columns are (1) origin time, (2) local magnitude, (3) longitude, (4) latitude, (5) depth (km), (6) fault plane solution from HASH (strike, dip, rake in degrees), (7) optimized fault plane solution (strike, dip, rake in degrees).
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