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ESM Simulations available Ensemble member used 

ACCESS-CM2 historical, ssp126, ssp245, ssp370, ssp585 r1i1p1f1 

ACCESS-ESM1-5 historical, ssp126, ssp245, ssp370, ssp585 r1i1p1f1 

AWI-CM-1-1-MR historical, ssp126, ssp245, ssp370, ssp585 r1i1p1f1 

CanESM5 historical, ssp119, ssp126, ssp245, ssp370, ssp585 r1i1p1f1 

CMCC-CM2-SR5 historical, ssp126, ssp245, ssp370, ssp585 r1i1p1f1 

CNRM-CM6-1 historical, ssp126, ssp245, ssp370, ssp585 r1i1p1f2 

CNRM-CM6-1-HR historical, ssp126, ssp585 r1i1p1f2 

CNRM-ESM2-1 historical, ssp119, ssp126, ssp245, ssp370, ssp585 r1i1p1f2 

FGOALS-g3 historical, ssp119, ssp126, ssp245, ssp370, ssp585 r1i1p1f1 

HadGEM3-GC31-LL historical, ssp126, ssp245, ssp585 r1i1p1f3 

HadGEM3-GC31-MM historical, ssp126, ssp585 r1i1p1f1 

IPSL-CM6A-LR historical, ssp119, ssp126, ssp245, ssp370, ssp585 r1i1p1f1 

MPI-ESM1-2-HR historical, ssp126, ssp245, ssp370, ssp585 r1i1p1f1 

MPI-ESM1-2-LR historical, ssp126, ssp245, ssp370, ssp585 r1i1p1f1 

MRI-ESM2-0 historical, ssp119, ssp126, ssp245, ssp370, ssp585 r1i1p1f1 

NESM3 historical,  ssp126, ssp245, ssp585 r1i1p1f1 

NorESM2-MM historical, ssp126, ssp245, ssp370, ssp585 r1i1p1f1 

UKESM1-0-LL historical, ssp119, ssp126, ssp245, ssp370, ssp585 r1i1p1f2 

 

Table S.1: ESMs selected for emulation, based on the availability of data. 

  



Optimization of the first guess for the fit of the GEV with covariates: 

In section 3.1 of the main text of this paper, we describe how a distribution is fitted for the 

climate extreme, using covariates on parameters. As written in section 3.1, Δ𝑋𝑠,𝑡 corresponds 

to the sample of the climate extreme and 𝚫𝑪𝒕,𝒌 to the vector of covariates. We assume 

immediately that we are on a given gridpoint 𝑠 to drop the index. In this section, we note Δ𝑋𝑡 

the full sample of the climate extreme, historical and scenarios together. 

The objective is to identify coefficients for the emulator configuration. We illustrate this 

method with a GEV here of location 𝜇, scale 𝜎 and shape 𝜉. We write in equation (A.1) the 

objective. The coefficients 𝜇0, 𝜎0 and 𝜉0 are constant terms. We separate the 𝑖 coefficients 𝜇𝑙𝑖𝑛,𝑖 

on linear covariates from the 𝑗 coefficients 𝜇𝑜𝑡ℎ𝑒𝑟,𝑗 on non-linear covariates, for all parameters. 

{

(𝜇0, … 𝜇𝑙𝑖𝑛,𝑖… ,…𝜇𝑜𝑡ℎ𝑒𝑟,𝑗 …)

(𝜎0, … 𝜎𝑙𝑖𝑛,𝑘 … ,…𝜎𝑜𝑡ℎ𝑒𝑟,𝑙 …)

(𝜉0, … 𝜉𝑙𝑖𝑛,𝑚… ,…𝜉𝑜𝑡ℎ𝑒𝑟,𝑛…)

 (𝐴. 1) 

The general idea of this method is to propose a first guess of the constant terms for the 

location, scale and shape of the distribution using the analytical expressions of the mean, 

variance and skewness. By optimizing a first evaluation of these constant terms to the observed 

moments of the distribution, we obtain an optimized first guess. 

 

Step 1: 

To begin with, the sample of the climate extreme Δ𝑋𝑡 is detrended using ordinary least 

squares, and only with the terms on the location that were assumed linear in the emulator 

configuration. The constant term is noted 𝜇𝑓𝑔1,0, while the coefficients on the 𝑖 linear terms are 

written 𝜇𝑓𝑔,𝑙𝑖𝑛,𝑖. 

 

Step 2: 

From the detrended climate extremes, we deduce the residuals. From these residuals, we 

calculate the mean 𝑀, the variance 𝑉 and the skewness 𝑆 of the full sample. 

 

Step 3: 

The support of a GEV is defined as shown in equation (A.2). In our data, we observe that 

the shape is mostly negative, pointing at an upper limit in Δ𝑋𝑡. 

{

Δ𝑋𝑡 ∈  [𝜇 − 𝜎 𝜉⁄ ,+∞[   𝑤ℎ𝑒𝑛 𝜉 > 0

Δ𝑋𝑡 ∈  ]−∞,+∞[   𝑤ℎ𝑒𝑛 𝜉 = 0

Δ𝑋𝑡 ∈  ]−∞, 𝜇 − 𝜎 𝜉⁄ ]   𝑤ℎ𝑒𝑛 𝜉 < 0

 (𝐴. 2) 



An initial value 𝜉𝑟𝑎𝑤 for the shape is calculated using this support and an ad-hoc value, as 

shown in equation (A.3). This value will not be the first guess for the shape of the GEV. This 

𝜉𝑟𝑎𝑤 is meant to ensure that all points of the sample are within the support of the GEV. 

𝜉𝑟𝑎𝑤 = 𝑚𝑎𝑥 (−0.25,
𝑉

𝑀 −max( Δ𝑋𝑡)
+ 0.1) (𝐴. 3) 

 

Step 4: 

We write a first set of coefficients, shown in equation (A.4). The coefficients 𝜇𝑓𝑔,𝑜𝑡ℎ𝑒𝑟,𝑗 are 

written so that the ensuing evolutions would be small compared to the constant. For instance, 

using notations from Figure 1, the logistic terms are set to 𝜉𝜆,1= 0.1 𝑦𝑟−1 and 𝜉𝛿,1 = 0.01 𝜉0. 

{

(𝑀,…𝜇𝑓𝑔,𝑙𝑖𝑛,𝑖 … ,…𝜇𝑓𝑔,𝑜𝑡ℎ𝑒𝑟,𝑗 …)

(√𝑉,…0… ,…𝜎𝑓𝑔,𝑜𝑡ℎ𝑒𝑟,𝑙…)

(𝜉𝑟𝑎𝑤, … 0… ,… 𝜉𝑓𝑔,𝑜𝑡ℎ𝑒𝑟,𝑛…)

 (𝐴. 4) 

The mean 𝑀𝐺𝐸𝑉, the variance 𝑉𝐺𝐸𝑉 and the skewness 𝑆𝐺𝐸𝑉 of a GEV of location 𝜇, scale 𝜎 

and shape 𝜉 can be written as shown in equations (A.5). We write 𝛾 as the Euler’s constant, Γ 

as the Gamma function, 𝑠𝑔𝑛 as the sign function and 𝜁 as the Riemann’s zeta function. 

{
 
 
 
 
 

 
 
 
 
 

𝑀𝐺𝐸𝑉 = {
 𝜇 + 𝜎 (𝑔1 − 1) 𝜉⁄   𝑤ℎ𝑒𝑛 𝜉 ≠ 0, 𝜉 < 1

𝜇 + 𝜎𝛾  𝑤ℎ𝑒𝑛 𝜉 = 0
∞  𝑤ℎ𝑒𝑛 𝜉 ≥ 1

𝑉𝐺𝐸𝑉 = {

𝜎2 (𝑔2 − 𝑔1
2) 𝜉2⁄   𝑤ℎ𝑒𝑛 𝜉 ≠ 0, 𝜉 < 1/2

𝜎2 𝜋2 6⁄   𝑤ℎ𝑒𝑛 𝜉 = 0
∞  𝑤ℎ𝑒𝑛 𝜉 ≥ 1/2

𝑆𝐺𝐸𝑉 = {
𝑠𝑔𝑛(𝜉)

𝑔3 − 3𝑔2𝑔1 + 2𝑔1
3

(𝑔2 − 𝑔1
2)
3
2

  𝑤ℎ𝑒𝑛 𝜉 ≠ 0, 𝜉 <
1

3

12√6𝜁(3) 𝜋3⁄   𝑤ℎ𝑒𝑛 𝜉 = 0

𝑔𝑘 = Γ(1 − 𝑘𝜉)

 (𝐴. 5) 

We optimize now the constant coefficients (𝜇𝑐 , 𝜎𝑐 , 𝜉𝑐) with starting values (𝑀, √𝑉, 𝜉𝑟𝑎𝑤) 

from (A.4), by minimization of the differences to the moments of the GEV deduced from (A.5). 

This process is illustrated in equation (A.6), and the solution is noted (𝜇𝑓𝑔2,0, 𝜎𝑓𝑔,0, 𝜉𝑓𝑔,0). 

(𝜇𝑓𝑔2,0, 𝜎𝑓𝑔,0, 𝜉𝑓𝑔,0) =  𝑚𝑖𝑛(𝜇𝑐,𝜎𝑐,𝜉𝑐)
𝑐𝑜𝑛𝑠𝑡𝑟𝑎𝑖𝑛𝑡𝑠 (

(𝑀𝐺𝐸𝑉(𝜇𝑐, 𝜎𝑐 , 𝜉𝑐) − 𝑀)
2

+(𝑉𝐺𝐸𝑉(𝜇𝑐, 𝜎𝑐 , 𝜉𝑐) − 𝑉)2

+(𝑆𝐺𝐸𝑉(𝜇𝑐, 𝜎𝑐 , 𝜉𝑐) − 𝑆)2
) (𝐴. 6) 

Equation (A.6) shows that the minimization is performed with constraints. For every set of 

values (𝜇𝑐, 𝜎𝑐 , 𝜉𝑐), the evolutions of the parameters (𝜇𝑡, 𝜎𝑡 , 𝜉𝑡) of the GEV are computed. To 

do so, the covariates are used along the coefficients from equation (A.4), although values 



(𝑀, √𝑉, 𝜉𝑟𝑎𝑤) are replaced by the current values (𝜇𝑓𝑔1,0 + 𝜇𝑐, 𝜎𝑐 , 𝜉𝑐). We pinpoint that the 

actual mean for the calculation of the evolution of the coefficients was 𝜇𝑓𝑔1,0 + 𝜇𝑐, not only 

𝜇𝑐. This is due to the dependency of the mean of the GEV to its scale and shape, as shown in 

equation (A.5), and the linear detrend used in step 1. 

The computation of the evolutions of the parameters allow the verification of conditions, as 

shown in equation (A.7). The first condition verifies that the sample falls within the support of 

the current tested GEV, and is a direct consequence of equation (A.2). The second condition is 

meant to avoid problematic values on the shape. The low and high thresholds on the shape were 

respectively set to −∞ and 1 3⁄ , to avoid an infinite skewness, as shown in equation (A.5). The 

third condition simply answers to obvious mathematical and physical grounds. The fourth 

condition is meant to avoid spurious evolutions of coefficients in ill-defined emulator 

configurations, causing a trend in coefficients, almost compensating in the evolutions of 

parameters. This second low threshold were set to -2, this value were observed to provide good 

results. The last condition actually corresponds to other mathematical conditions on 

coefficients, such as the time constant in logistic evolutions that are meant to be positive. 

{
  
 

  
 {
Δ𝑋𝑡 ∈  [𝜇𝑡 − 𝜎𝑡 𝜉𝑡⁄ ,+∞[   𝑤ℎ𝑒𝑛 𝜉𝑡 > 0

Δ𝑋𝑡 ∈  ]−∞, 𝜇𝑡 − 𝜎𝑡 𝜉𝑡⁄ ]   𝑤ℎ𝑒𝑛 𝜉𝑡 < 0

𝜉𝑡  ∈ [𝜉𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑,𝑙𝑜𝑤, 𝜉𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑,ℎ𝑖𝑔ℎ]

𝜎𝑡 > 0
𝜉𝑐 > 𝜉𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑,𝑙𝑜𝑤,2 

𝜉𝜆 > 0,…

 (𝐴. 7) 

 

Step 5: 

Thanks to the former optimization, better values for the constant terms have been found. By 

feeding the result of (A.6) in (A.4), we calculate the negative log likelihood of the current 

solution, a first optimized first guess. 

Then we repeat step 4, although by removing the term on the mean. The second optimized 

first guess is then used to calculate the negative log likelihood. 

We deduce the first guess by taking the one with the lower negative log likelihood. Equation 

(A.8) shows the optimal first guess used for the fit of the distribution from section 3.1. We 

pinpoint that the conditions (A.7) are used as well during the fit of the distribution. 

{

(𝜇𝑓𝑔1,0 + 𝜇𝑓𝑔2,0, … 𝜇𝑓𝑔,𝑙𝑖𝑛,𝑖 … ,…𝜇𝑓𝑔,𝑜𝑡ℎ𝑒𝑟,𝑗 …)

(𝜎𝑓𝑔,0, … 0… ,…𝜎𝑓𝑔,𝑜𝑡ℎ𝑒𝑟,𝑙 …)

(𝜉𝑓𝑔,0, … 0… ,… 𝜉𝑓𝑔,𝑜𝑡ℎ𝑒𝑟,𝑛…)

 (𝐴. 8) 



Comparison of emulator configuration over each scenario individually: 

 

Figure S.1. Emulator configurations over historical and all scenarios. The first row shows 

the CRPS (lower is better) for E0 used as a reference. On the following rows, the CRPSS (higher 

is better) with reference to the emulator configuration E0 show the respective global 

performance of the different emulator configurations for different ESMs. 

 

 

Figure S.2. Same as Figure S.1, with training over all available scenarios, but evaluation 

solely over the historical (1850-2014). 



 

Figure S.3. Same as Figure S.1, with training over all available scenarios, but evaluation 

solely over the ssp119 (2015-2100). 

 

 

Figure S.4. Same as Figure S.1, with training over all available scenarios, but evaluation 

solely over the ssp126 (2015-2100). 



 

Figure S.5. Same as Figure S.1, with training over all available scenarios, but evaluation 

solely over the ssp245 (2015-2100). 

 

 

Figure S.6. Same as Figure S.1, with training over all available scenarios, but evaluation 

solely over the ssp370 (2015-2100). 



 

Figure S.7. Same as Figure S.1, with training over all available scenarios, but evaluation 

solely over the ssp585 (2015-2100). 

  



Examples of emulations under each ESM: 

 

Figure S.8. Example of emulations for ACCESS-CM2 and three of its emulations in 2014 

and 2100, in columns (a) and (b), respectively. The transient regional response from 2014 to 

2100 are shown in column (c) for selected regions and grid points. It features the values from 

ACCESS-CM2, the same three emulations shown in maps and the density of the 1000 

emulations drawn for this emulator configuration. 



 

Figure S.9. Same as Figure S.8, but with ACCESS-ESM1-5. 



 

Figure S.10. Same as Figure S.8, but with AWI-CM-1-1-MR. 



 

Figure S.11. Same as Figure S.8, but with CanESM5. 

 



 

Figure S.12. Same as Figure S.8, but with CMCC-CM2-SR5. 

 



 

Figure S.13. Same as Figure S.8, but with CNRM-CM6-1. 

 



 

Figure S.14. Same as Figure S.8, but with CNRM-CM6-1-HR. 

 



 

Figure S.15. Same as Figure S.8, but with CNRM-ESM2-1. 

 



 

Figure S.16. Same as Figure S.8, but with FGOALS-g3. 

 



 

Figure S.17. Same as Figure S.8, but with HadGEM3-GC31-LL. 

 



 

Figure S.18. Same as Figure S.8, but with HadGEM3-GC31-MM. 

 



 

Figure S.19. Same as Figure S.8, but with IPSL-CM6A-LR. 

 



 

Figure S.20. Same as Figure S.8, but with MPI-ESM1-2-HR. 

 



 

Figure S.21. Same as Figure S.8, but with MPI-ESM1-2-LR. 

 



 

Figure S.22. Same as Figure S.8, but with MRI-ESM2-0. 

 



 

Figure S.23. Same as Figure S.8, but with NESM3. 

 



 

Figure S.24. Same as Figure S.8, but with NorESM2-MM. 

 



 

Figure S.25. Same as Figure S.8, but with UKESM1-0-LL. 

 

 


