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The supplementary file includes information on details of the earthquakes relocation for the SWEAP segment. Text S1 describes the location procedure. Accompanying Figures S1-5 and table S1 illustrate the results and sensitivity tests. 
Also included are maps (Figure S6) and repartition histograms (Figure S7) for the SWEAP segment according to Grevemeyer et al. (2019) study.


Text S1.
Relocation of earthquakes in the SWEAP segment.
A thin layer of soft, unconsolidated sediments beneath four seismometer stations of the SWEAP network caused considerable delays of S phases that were dealt differently in previous studies (Schlindwein & Schmid, 2016; Schmid & Schlindwein 2016; Grevemeyer et al. 2019) yielding differing earthquake depths. Here, we present the details of our relocation approach that carefully considers the difficulties inherent in this particular data set.
In a first step, we determined station specific static correction terms to account for any delays caused by the sediment layer in the subsurface of the stations. Since four out of eight stations are affected, it is important to select only well recorded events with sufficiently many, unbiased observations to calculate average station residuals. We required the events to lie within the perimeter of the network with a gap of less than 180°, to be recorded by all stations and to have at least three S-phase observations at the unaffected stations SWE02, SWE03, SWE07, SWE10. This resulted in a set of 202 well recorded events. We then located the events using the velocity model of Schmid & Schlindwein (2016), a vp/vs ratio of 1.77 and the linearized inversion algorithm Hyposat (Schweitzer, 2001). S-phases from stations SWE05, SWE06, SWE08 and SWE09 were excluded from the first location to avoid biasing the results. The average station residuals based on this initial location were calculated for all stations and phases, excluding outliers larger than 3 s. These served as initial station correction terms for a second inversion, that now included all arrivals of the 202 selected events. The average station residuals from this second inversion run served as final station correction terms (Fig. S1, Table S1). An unweighted average rms of 0.182  0.146 s was achieved. Subsequently, all earthquakes in the data set were relocated using these station correction terms. From this relocation, we selected events that we consider reliably located based on the following strict criteria: rms < 0.3 s; depth error < 5 km; a minimum of six defining phases; at least one P-phase observation within an epicentral distance equivalent to the hypocentral depth and at least one S-phase observation within an epicentral distance of 1.4 times the hypocentral depth. We excluded events farther than 15 km away from a station, removing events from far outside the perimeter of the network. A total of 1036 events fulfilled these criteria (Fig. S2). The average unweighted rms of these earthquakes is 0.152  0.064 s. Residuals are shown in Fig. S1.
We further tested the robustness of this result by applying the nonlinear, probabilistic, grid search location algorithm Nonlinloc (Lomax et al. 2000) and by iteratively updating station correction terms in a series of inversions. For these tests, we used the 202 best observed events. Nonlinloc offers two likelihood functions for building the posterior probability density function, the classical L2-norm (Tarantola & Valette 1982) and the equal differential time (Font et al. 2004) likelihood function which is considered more robust in the presence of outliers. For both likelihood functions the average rms of the located earthquakes decreases during iteration. Fig. S3 shows weighted and unweighted rms values, since weighting schemes differ between location methods and are not comparable. Iteratively updating the station correction terms led for all stations to increasing corrections to the initially observed S-P travel time difference, even at stations that did not show any signs of delayed S-phases (Fig. S3). At the same time, location quality deteriorated. We used as approximation of the location quality in space the average length of the three axes of the 68% confidence ellipsoid and the spatial distance between the expectation hypocenter and the maximum likelihood hypocenter as a qualitative measure of how well the complete posterior probability density function can be approximated by an ellipsoid (Husen & Smith, 2004). We chose as preferred solution the iteration with the best compromise between a small spatial error, a low rms and small station correction terms to remain as close as possible to the original observations (Fig. S3). Fig. S4 compares the preferred locations of all approaches. Scatter clouds were calculated for each earthquake by drawing samples of the posterior probability density function and hence visualizing spatial location uncertainty. Fig. S4 counts the number of samples in latitude-depth cells. All approaches independently yield similar hypocentral depths and a similar shape of the seismicity cloud, giving confidence in our Hyposat-based solution. The hypocentral depth range of 10-20 km further matches the results of Grevemeyer et al. (2019) obtained in a similar iterative approach (c.f. their Fig. S5c). Shallow earthquake depths in Grevemeyer et al. (2019) were mainly obtained when using P-phases only for earthquake location and after manual adjustment of station correction terms (c.f. their Figs. S5b,d). A location run using P phases only for the 202 events resulted in larger vertical location uncertainties (Fig. S5). The average deviation between maximum likelihood hypocenter and expectation hypocenter is 0.59  2.50 km compared to 0.22  0 .86 km for the selected solution with S-phases based on the L2-norm. This gives an indication for a generally less stable solution where the posterior probability density function is less well approximated by an ellipsoid. The average axis length of the 68% confidence ellipsoid is 3.25   1.31 km when using P-phases only compared to 1.87  0.39 km  when S-phases are incorporated. We therefore relied on a location that incorporates S-phases, in particular since S-phases were clearly visible in the seismograms.


[image: ../../../../../vera_projekte/loc_technique/plot_all_residuals_figs1.pdf]
Figure S1. Phase residuals statistics for the best observed 202 events used to determine station correction terms (left, red) and the final selection of 1036 events (right, blue). L2 norm indicates the scatter of the residuals <|0.8s|. N indicates number of phases and N>|0.8s| indicates number of phases outside the plotting range.  
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Figure S2. Longitude-depth section showing the hypocentres of the 1036 selected events (red) out of the entire dataset (grey). Blue triangles indicate longitude of seismic stations. Note the relative absence of shallow events. 


[image: fig/plot_iterations_figs3.pdf]
Figure S3. Iterative earthquake location runs using Nonlinloc for the 202 best observed events. Top row: L2-norm likelihood function, bottom row: equal differential time likelihood function. Selected iterations 3 and 10, respectively, are marked by solid line. a) and d) average rms of located events using unweighted (blue) and weighted (red) phase residuals. b) and e) location accuracy from average axis length of the 68% confidence ellipsoid (red) and the average distance between maximum likelihood and expectation hypocenter (blue). c) and f) average hypocentral depth (blue dots) and difference between station correction term for S-phase and P-phase per station, colour referring to station.
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Figure S4. Longitude-depth section for 202 well recorded events comparing the results of the three different location approaches. Blue: Hyposat location with error bars representing the 95% confidence interval; red: Nonlinloc location using L2-norm; green: Nonlinloc location using the equal differential time likelihood function. Density of scatter samples was calculated from the Nonlinloc L2-norm solution. To better visualize the full spatial extent of the scatter clouds, the colour scale saturates for more than 50 scatter samples per cell. The maximum number of scatter samples per cell is 411. Note that the depth range and shape of the seismicity cloud matches within the error range of all three location procedures.


[image: fig/plot_scat_Ponly_figs5.pdf]
Figure S5. Longitude-depth section for 202 well recorded events located using only P-phases and Nonlinloc with the L2-norm received after 29 iterations. Scatter density plot as in Fig. S4. Note the large vertical spread of the scatter clouds.

[image: ]
Figure S6. Location of the recorded seismicity SWEAP segment according to Grevemeyer et al.’s (2019) relocation. a) Earthquake epicenters location along the SWEAP segment. Places where no bathymetry data was available are indicated by a lighter grey color. b) Depth profile of earthquakes distribution and magnitudes along the SWEAP segment. The red dashed line indicates the Brittle Ductile Transition Zone. c) & d) Depth profile of earthquakes distribution and magnitudes across the amagmatic (c) and magmatic (d) portions of the SWEAP segment. Blue and red zones indicate the emplacement of the amagmatic zone and the magmatic zone, respectively. Yellow triangles show ocean bottom seismometers location.
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Figure S7. Spatial distribution of earthquake numbers and magnitudes for the SWEAP catalogue according to Grevemeyer et al.’s (2019) relocation. a) Schematic map showing the cross-sections represented in b), c) and d). b)-d) Histograms showing the earthquakes number and magnitude spatial distributions of the SWEAP segment and of the amagmatic and magmatic sub-segments. Spatial directions represented are latitude (b), longitude (c), and depth (d). 


	Station
	correction term 
P (s)
	correction term S (s)

	SWE02
	-0.083 
	0.203

	SWE03 
	-0.175
	-0.237

	SWE05 
	0.009
	1.818

	SWE06 
	0.090
	1.618

	SWE07 
	-0.307
	-0.151

	SWE08 
	-0.048
	1.741

	SWE09
	0.145
	1.063

	SWE10 
	-0.098
	0.529


Table S1. Static station correction terms used in final location of events with Hyposat. Indicated values are subtracted from the original observations prior to location.  
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