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Abstract21

The mechanisms and geographic locations of tidal dissipation in barotropic tidal mod-22

els is examined using a global, unstructured, finite element model. From simulated ve-23

locities and depths, the total dissipation within the global model is estimated. This study24

examines the effect that altering bathymetry can have on global tides. The Ronne ice25

shelf and Hudson Bay are identified as a highly sensitive region to bathymetric speci-26

fication. We examine where dissipation occur and find that high boundary layer dissi-27

pation regions are very limited in geographic extent while internal tide dissipation re-28

gions are more distributed. By varying coefficients used in the parameterizations of both29

boundary layer and internal tide dissipation, regions that are highly sensitive to pertur-30

bations are identified. Particularly sensitive regions are used in a simple optimization31

technique to improve both global and local tidal results. Bottom friction coefficients are32

high in energetic flow regions, across the arctic ocean, and across deep ocean island chains33

such as the Aleutian and Ryuku Islands. Global errors of the best solution in the M234

are 3.10 cm overall, 1.94 cm in areas deeper than 1000 m, and 7.74 cm in areas shallower35

than 1000 m. In addition to improvements in tidal amplitude, the total dissipation is es-36

timated and compared to astronomical estimates. Greater understanding of the geograph-37

ical distribution of regions which are sensitive to friction allows for a more efficient ap-38

proach to optimizing tidal models.39

Plain Language Summary40

This paper studies how and where tides dissipate energy. Using current speeds and41

water levels, it is possible to estimate how much energy the ocean dissipates and find ar-42

eas that are particularly energetic. An important aspect of tidal modelling is accurately43

setting the depth of the ocean. We identify areas of the ocean where it is very impor-44

tant to have accurate water depths for accurate results by using different bathymetric45

datasets. Additionally, we find what areas of the ocean are sensitive to changes in en-46

ergy dissipation. This is done via altering frictional coefficients in our model for both47

friction between the ocean floor and the bottom of the water column, and for internal48

waves that are generated near steep topography with strong vertical density gradients.49

With this information, a simple technique is used to determine optimal friction coeffi-50

cients, improving the tides in our model by over half a centimeter globally, by almost a51

centimeter in the deep ocean, and by a little less than half a centimeter in shallow re-52

gions.53

1 Introduction54

The primary dissipation mechanisms for global tides are boundary layer dissipa-55

tion and internal tide dissipation from baroclinic to barotropic tidal conversion (Munk,56

1997). Estimates of the total tidal dissipation have ranged widely as knowledge of phys-57

ical systems has grown. From early estimates of total tidal dissipation characterized solely58

by boundary layer dissipation by Taylor and Shaw (1920) and Jeffreys (1921) in the early59

20th century using energy fluxes, to sophisticated estimates using altimeter data and as-60

similated tidal models performed by Egbert and Ray (2001) and Green and Nycander61

(2013), our understanding of where the astronomical energy imparted on the oceans is62

dissipated has grown tremendously. Several of these studies use the geographical distri-63

bution of energy dissipation as a method to better understand the physical realities that64

govern tidal dynamics.65

The numerical model used in this study is based on recent developments of the Ad-66

vanced Circulation Ocean Model (ADCIRC) and the mesh generation toolbox Ocean-67

Mesh2D. The former is a finite-element method shallow water equation solver used for68

modeling of regional, coastal, and global ocean systems (Westerink et al., 2008; Pringle69

et al., 2021). The latter allows for the creation of high quality, global to channel scale,70
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unstructured triangulated meshes driven by geometric and hydrodynamic characteriza-71

tion parameters (Roberts et al., 2019a). This tidal model can, in turn, be used to ascer-72

tain the geographical location of tidal dissipation Our mesh resolution varies between73

2.5 and 25 km and strategically focuses resolution on areas with geometric complexity74

and large bathymetric gradients (Pringle et al., 2021).75

Before examining frictional sensitivities, we believe that it is important to put in76

context the magnitude of sensitivities to frictional changes by exploring how changes in77

bathymetry within our model can effect tides. X. Wang et al. (2021) shows that certain78

regions are highly sensitive to bathymetric perturbations. This would suggest that im-79

proving bathymetry in specific locations models will have a significant impact on global80

tides. With the continued improvement and availability of global bathymetric datasets81

such as the GEBCO Bathymetric Group gridded bathymetry data and numerous high-82

fidelity local/regional bathymetric datasets it is vital to assess how these different data83

sources can impact tidal results. We will show that bathymetric improvements in select84

areas can have disproportionate impacts on global tidal results and are a vital control85

on improving modeled tides.86

Following the study of bathymetry, we subsequently identify regions within our global87

model that dissipate a large amount of tidal energy. Based on this geographic distribu-88

tion of dissipation density, we use a targeted approach to investigate what regions are89

particularly sensitive to perturbations in parameterizations of both boundary layer and90

internal tide dissipation.91

With knowledge of where and how dissipation occurs in our model, a careful study92

of both internal tide and boundary layer dissipation is performed. Locations of high sen-93

sitivity are examined and reasons for their sensitivity are discussed.94

There have been numerous studies on using frictional tuning parameters to improve95

tidal results. Approaches have varied from methodical searches of what parameters pro-96

vide the best results (Lyard et al., 2006, 2021), using bedform information to select val-97

ues for the open ocean (Pringle et al., 2018a), adjoint-type methodologies for selecting98

optimal coefficients (Graham et al., 2017; Qian et al., 2021; D. Wang et al., 2021) and,99

in the case of overland flooding, using land use information to select values (Bunya et100

al., 2010). Our investigation suggests that through careful consideration of which areas101

of the globe are most sensitive to frictional perturbations, and through the use of cost102

function minimization, it is possible to more efficiently find optimal friction coefficients103

for these sensitive areas, resulting in a high fidelity global tidal model. We also find that104

these optimal parameters are consistent with the physical and hydrodynamic character-105

istics of the targeted regions.106

2 Model Setup and Methods107

2.1 Governing Equations108

The governing equations used in this study are the non-conservative shallow wa-109

ter equations (SWE). These are depth averaged Navier-Stokes equations commonly used110

in tidal modeling. The form of these equations used by ADCIRC are written in spher-111

ical coordinates as (Westerink et al., 1994; Pringle et al., 2021):112
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where η is the water surface elevation; R is the radius of the earth; U and V are the depth114

averaged velocities in the zonal and meridional directions; H = h + η is the total wa-115

ter column with h being the still water depth; f = 2Ω sinφ+ tanφ
R U is the Coriolis pa-116

rameter and advection in spherical coordinates with Ω being the angular velocity of the117

earth and φ being the latitude; ηEQ is the equilibrium tide; ηSAL is the self-attracting118

and loading term; and Cd is the dimensionless bottom drag coefficient. Additional terms119

are:120

C =

[
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Cφλ Cφφ

]
= internal wave drag tensor
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A further explanation of the internal wave drag tensor is provided in Section 2.2.1. The121

lateral stress parameterization used is a symmetrical Smagorinski closure model where122

υt is the Smagorinski lateral eddy viscosity coefficient (Smagorinsky, 1963; Dresback et123

al., 2006).124

While the physics of tides are largely barotropic, there are several baroclinic effects125

that can have noticeable effects on solutions. Among these, the most important is the126

dissipation due to baroclinic conversion discussed in Section 2.2.1. For this study, inter-127

nal wave stresses are estimated by using decadally-averaged salinity and temperature fields128

from the World Ocean Database (WOD) (Boyer et al., 2013). Using the temperature and129

salinity information, the wave drag tensor is calculated using a local generation formu-130

lation (Pringle et al., 2018a). Other baroclinic effects that are not captured involve baro-131

clinicly driven ocean circulation, steric effects, and the seasonality of vertical density struc-132

tures that determine baroclinic wave generation.133

2.2 Calculation of Dissipation134

Numerous forms of both internal tide and boundary layer dissipation have been used135

to parameterize energy loss due to internal wave generation and turbulence in the bot-136

tom boundary layer respectively. Two characterizations have been chosen for each form137

of dissipation and their performance will be examined in Section 5.138

2.2.1 Internal Tide Dissipation139

The internal wave drag tensor C in Equations 2 and 3 is either the scalar or di-140

rectional drag coefficient of the linear frictional drag formula for internal tide dissipa-141

tion due to baroclinic to barotropic conversion. Prior studies have suggested this dissi-142

pation mechanism has a large impact in global models, especially in areas with steep bathy-143

metric gradients coincident with strong vertical density gradients (Egbert & Ray, 2000).144

For the purposes of this study, the “local” parameterization from Pringle et al. (2018a)145

was used. This parameterization assumes that internal waves are generated perpendic-146

ular to steep bathymetric gradients and are only affected by local topography and den-147

sity gradients. In addition to the directional parameterization used in Pringle et al. (2018a),148
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a scalar parameterization that uses the magnitude of the topographic slope is examined.149

The directional and scalar parameterizations are, respectively:150

Cdirectional = Cit

√(
N2
b − ω2

)(
N̄2 − ω2

)
ω

[
h2λ hλhφ
hλhφ h2φ

]
, (4)

Cscalar = Cit

√(
N2
b − ω2

)(
N̄2 − ω2

)
ω

√
h2λ + h2φ (5)

where, Cit is a dimensionless tuneable scale factor; Nb is the Brunt-Väisälä frequency151

calculated at the seabed; ω is the dominant tidal frequency (M2 in this study); N̄ is the152

depth-averaged Brunt-Väisälä frequency; and hλ and hφ are the bathymetric slopes in153

the zonal and meridional directions. Both Nb and N̄ are estimated from temperature154

and salinity fields from WOD (Boyer et al., 2013). For this study, a cutoff depth above155

which internal tide dissipation is ignored was set at 150 meters because boundary layer156

dissipation becomes the dominant dissipation mechanism in shallow regions (Pringle et157

al., 2018a).158

An important note is that hλ and hφ are calculated directly from bathymetric datasets159

and not from our model. Bathymetric gradients are assigned using a cell-averaged ap-160

proach that calculates the root mean square of the differences in height contained within161

the elements attached to a node (Roberts & Pringle, 2018). This approach accentuates162

steep regions more than a simple cell averaging technique. For all cases in this study, bathy-163

metric slopes were calculated from GEBCO2020 in order to eliminate discrepancies be-164

tween models.165

One important consideration when selecting Cit is the mesh dependency of the co-166

efficient. Both mesh resolution and bathymetry can impact the optimum tuning coef-167

ficient. While directly using the source bathymetric data and applying the cell-averaged168

approach removes these impacts to a degree, it does not elimitate them entirely.169

2.2.2 Boundary Layer Dissipation170

Boundary layer dissipation is determined by the quadratic friction law Cd|u|u. The171

bottom drag coefficient (Cd) can be calculated in several ways. Commonly, the coeffi-172

cient is treated as a constant on the order of 3×10−3. Previous studies have suggested173

that changing these values between commonly used values of 1× 10−3 up to 1× 10−2
174

have little global effect but can result in improved results regionally, especially on shelves175

and floodplains (Pringle et al., 2018a; Lyard et al., 2006). In this study, we show that176

while this is generally the case, altering the bottom friction in specific regions around177

the globe can have significant, basin-scale impacts on tidal results.178

An alternative strategy for calculating a bottom friction coefficient is through the179

use of Manning’s n coefficients and a depth-dependent relationship with Cd. Originally180

developed for use in open channel flow, Manning’s equation has been widely used to pa-181

rameterize frictional losses in rivers, over floodplains, and in coastal and ocean flows (Arcement182

& Schneider, 1989). Manning’s n values are selected through characterization of sedi-183

ment in a region, how much vegetation is present, any bends in rivers, and other bed-184

form factors that could affect friction (Chow, 1959; Arcement & Schneider, 1989). These185

Manning’s n values are converted to bottom drag coefficients in the governing equations186

using the following relationship (Atkinson et al., 2011):187

Cd =
gn2

H1/3
(6)

where n is the selected Manning’s n coefficient generally in the range of 0.012 to 0.05 s m−1/3
188

in the ocean and can be much higher overland. A commonly used Manning value for the189

open ocean is 0.022 s m−1/3 (Atkinson et al., 2011; Kerr et al., 2013). The inclusion of190

the extra H−1/3 depth dependency in the calculation of the bottom drag coefficient re-191

sults in higher boundary layer dissipation in shallow regions and lowers it in the deep192
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Figure 1. Resolution of the global mesh used in this study. The effect of the topographic

length scale can clearly be seen along ocean ridges, mountain chains, and shelf breaks. Minimum

resolution is 2 kilometers, maximum is 25 kilometers.

shelf and ocean regions, redistributing the boundary layer dissipation to regions where193

it is known to occur (Munk & Wunsch, 1998).194

2.3 Finite Element Grid195

For this study, a global, unstructured mesh was generated using OceanMesh2D 3.3196

(Roberts et al., 2019a). The resolution ranges from 25 km in the deep ocean down to 2197

km in coastal areas. The final mesh contained approximately 3.7 million nodes and 7.1198

million elements. The resolution of the finished mesh can be seen in Figure 1. While nu-199

merous parameters determine edgelength in OceanMesh2D, of particular importance for200

this study is the topographic length scale, which ensures that steep topography is well201

resolved (see Roberts et al. (2019a); Pringle et al. (2021) for a description of other pa-202

rameters used, including medial axes, expansion rates, wavelength to mesh size ratio, etc.)203

(Roberts et al., 2019b). Resolution targeted in regions with steep bathymetry efficiently204

places higher resolution in key regions of the ocean. As Figure 1 shows, this mesh has205

targeted resolution over mid ocean ridges, at shelf breaks, and over submerged moun-206

tain chains. By placing high resolution in such areas, the baroclinic conversion can be207

more accurately resolved, allowing for this mesh to better capture deep ocean dissipa-208

tion. Boundary layer dissipation is already well resolved because it is focused mainly in209

shallow and coastal regions which already have high resolution. Bathymetric datasets210

used to develop this mesh are described and analyzed in Section 4. Due to the shallow211

nature and complex shorelines in areas with high boundary layer dissipation, these re-212

gions—Hudson Bay, Bay of Fundy, etc.—are also highly resolved due the depth-dependent213

and feature size edgelength functions. For all simulations, a minimum depth of 5 m was214

enforced.215

2.4 ADCIRC Implementation216

Simulation in this study were executed using version 55 of the ADCIRC model, a217

finite element based 2D/3D shallow water equation solver which considers the reformu-218

lation of the continuity equation into the generalized wave continuity equation (Luettich219
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& Westerink, 2004; Pringle et al., 2021). This reformulation is performed by differen-220

tiating the continuity equation with respect to time, weighting the primitive continuity221

equation with a weighting parameter τ0, and adding the two equations together. AD-222

CIRC is notable for its low numerical dissipation and its high degree of scalability (Tanaka223

et al., 2010). Several modifications were made in version 55 that enable the modeling224

of global domains (Pringle et al., 2021). These modifications include rotating the poles225

to pass through land locations to remove the spherical coordinate systems singularity226

and allow for better formed elements near the poles; corrections to the governing equa-227

tions in a global cylindrical projection system; and reformulation of variables to elim-228

inate overly systems of equations at high latitudes. Additionally, careful weighting of the229

temporal scheme to allow for significantly larger time steps and improved computational230

efficiency. In addition to the methods of dissipation discussed above, there is also min-231

imal loss due to numerical diffusion. By carefully selecting the weighting parameter τ0,232

it is possible to improve numerical dispersion properties and better capture phases of tidal233

propagation (Atkinson et al., 2004a, 2004b). For this model, a value of τ0 = 8/(5∆t) =234

0.027 was used to satisfy stability constraints (Pringle et al., 2021).235

Simulations were forced with the M2, Q1, O1, P1, K1, N2, S2, and K2 astronom-236

ical tides. Due to the changes to v55 of ADCIRC, it was possible to use a time step of237

60 seconds without degrading temporal accuracy. Tidal analysis was performed over a238

180 day period with a 30 day spin up period to dampen any transients from the cold start239

of the model. For the perturbation runs described in Section 5, a shorter run was pos-240

sible because the M2 tide was the only constituent considered. As such, perturbation sim-241

ulations were run for 45 days with a 15 day spin up. The Smagorinsky coefficient (υt)242

which controls lateral eddy viscosity was set to a value of 0.05 for all simulations. Re-243

sults showed little to no sensitivity to the selection of υt.244

2.5 Methods of Analysis245

In order to analyze the accuracy of this model, tidal harmonics were used and a246

number of error metrics were calculated. To evaluate both the amplitude and phase of247

the error in one metric, the root mean square discrepancy (D) was used (X. Wang et al.,248

2012):249

D =

√
0.5
∑
k

[(
Ako
)2

+
(
Akm
)2 − 2AkoA

k
m cos

(
θko − θkm

)]
(7)

where A and θ are amplitude and phase, k denotes the kth constituent, o denotes ob-250

served, and m denotes modelled. This metric was calculated at the centroid of each el-251

ement by interpolating TPXO9-atlas (hereafter TPXO9) and model result (Egbert & Ero-252

feeva, 2002, 2021). TPXO9 was selected as a reference solution due to its high accuracy253

compared to tide gauges in open water regions. In deep water, TPXO9 has a mean er-254

ror compared to gauges of 0.5 cm; in shallow regions of 3.19 cm; and in coastal regions255

of 3.03 cm (Stammer et al., 2014). All regions shallower than 20 meters were omitted256

from the calculation of error metrics due to lower accuracy of TPXO9 in coastal and in-257

let systems, inadequate resolution of complex inlet systems within our mesh, and lack258

of high resolution bathymetric data. To turn D into a single global metric, the area weighted259

mean of the discrepancy compared to TPXO9 (D̄tpxo) was used:260

D̄tpxo =

∑
iAiDi∑
iAi

(8)

where Ai is the area of the ith element and Di is the discrepancy at the centroid of the261

ith element.262

In addition to computing the mean discrepancy to TPXO9, results were also com-263

pared to a compilation of global tide datasets (Pringle, 2017). Stations used for anal-264

ysis were limited to ensure that they fell within the model domain and that sufficient265

resolution existed at their locations for an accurate analysis. A list of the specific sta-266

tions used, as well as the amplitudes and phases from Pringle (2017) is available from267
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Blakely (2021). For these stations, the discrepancy, mean amplitude error, absolute mean268

amplitude error, standard deviation, R2, and average error were computed.269

3 Dissipation Estimation270

As an additional measure of model skill, the total tidal energy dissipated was es-271

timated and compared to estimates of global tidal dissipation. This calculation was per-272

formed using velocity and elevation outputs from simulations. Velocity and elevation were273

output at 30 minute intervals over 180 days of simulation to find time averaged dissipa-274

tion rates. Terms for boundary layer and internal tide stress are:275

τbl = ρ0Cd |u|u (9)

τit = Hρ0C · u (10)

where ρ0 is the reference density of water, Cd is the bottom friction coefficient defined276

as either constant or derived from Manning’s n, u is the depth averaged velocity vec-277

tor, and C is either the directional internal wave tensor, or the scalar internal wave co-278

efficient.279

Using the above drag forces, the dissipation due to boundary layer friction and in-280

ternal wave turbulence are found to be:281

Dbl = u · τbl = ρ0Cd |u|3 (11)

Dit = u · τit = ρ0u ·C · u (12)

where all variables have the same meanings as defined in equations 1, 2, 3 9, and 10. In282

order to find total dissipation, these dissipation rates were time averaged and then in-283

tegrated over the whole domain of the simulation. Thus, the total dissipation for bound-284

ary layer friction and internal tide generation are found to be285

Dbl,total =

∫
A

[
1

T

∫ t=tf

t=t0

Dbldt

]
dA (13)

Dit,total =

∫
A

[
1

T

∫ t=tf

t=t0

Ditdt

]
dA (14)

respectively. This method is different than that implemented in Egbert and Ray (2000,286

2001), wherein the dissipation was calculated from a formula based on the balance be-287

tween the so-called work rate and tidal energy flux using tidal amplitudes and volume288

fluxes. The advantage of using the parameterizations of stress to estimate dissipation289

are that it is possible to split the dissipation mechanisms clearly between internal tide290

conversion and boundary layer dissipation. Using the local balance formula, it is nec-291

essary to make assumptions about the locations of boundary layer and internal tide dis-292

sipation, i.e., it is necessary to assume that shallow regions are dominated by boundary293

layer dissipation and deep areas are dominated by internal tide dissipation (Munk & Wun-294

sch, 1998; Egbert & Ray, 2000, 2001; Green & Nycander, 2013). Additionally, by using295

the direct formula, dissipation rates are always positive, whereas using the balance for-296

mula, this is not always the case.297

4 Bathymetric Sensitivities298

Later in this paper, we demonstrate that it is possible to improve results for a tidal299

model by carefully selecting parameters that govern energy dissipation; however, the best300

way to improve results in simulations is to use the most accurate bathymetry available.301

High quality bathymetry is particularly important in key areas of high sensitivity.302

In order to understand the impact of bathymetry on model results, a selection of303

data sets were assigned to mesh nodes based on a cell-averaged approach and 45-day tidal304

simulations were performed (Roberts & Pringle, 2018). Hereafter, when it is mentioned305
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Table 1. Summary of bathymetric datasets.

Data Set Source Resolution Coverage

GEBCO 2014 Grid GEBCO (2014) 30 arc-second Global
GEBCO 2019 Grid GEBCO (2019) 15 arc-second Global
GEBCO 2020 Grid GEBCO (2020) 15 arc-second Global
CHS NONNA 100 CHS (2018) 100 meter Canadian Territorial Waters

RTopo-2 Schaffer et al. (2019) 30 arc-second Greenland and Antartica
nthaus100 Beaman (2018) 100 meter Northwest Australia/Timor Sea

that bathymetry was interpolated onto the mesh, this cell-averaged interpolation is the306

method used. All experiments used a directional Cit of 2.5 and a Manning’s n of 0.022307

s m−1/3 in the majority of the ocean and 0.028 s m−1/3 in the high dissipation regions308

defined in Section 5. We consider combinations of bathymetry from six different datasets,309

namely, GEBCO2014, RTopo-2, GEBCO2019, CHS NONNA-100, nthaus100, and GEBCO2020310

(see Table 1 for a summary of these datasets). Figure 2 shows the response in the M2311

amplitude due to using various combinations of the bathymetric datasets.312

A shortcoming, for tidal modeling, of the GEBCO datasets is their representation313

of the Arctic and Greenland ice shelves. Within GEBCO versions 2014, 2019, and 2020,314

altimeter data is used over these ice shelves. In Figure 3, this results in ice sheets be-315

ing represented in GEBCO by the ice shelf surface elevation (Hse) depicted in Figure316

3. In contrast, RTopo is composed of three different datasets: “bedrock topography,” or317

bathymetric depth without the presence of ice (H); “ice base topography,” or the loca-318

tion in reference to the geoid of the ice draft (Hib); and the “surface elevation,” or the319

height above the geoid of the surface (Hse).320

When only a GEBCO dataset is used, any part of the mesh that was underneath321

the ice shelf was represented as land and therefore set to a minimum depth of 5 meters.322

Clearly, this treatment will not result in accurate volume fluxes underneath ice shelves.323

Instead a physically consistent value to use under ice shelves is the difference between324

the bedrock topography and ice base topography (in Figure 3, this value corresponds to325

H − Hib) as prescribed in Pringle et al. (2021). Hereafter, it is noted that this treat-326

ment is used for all simulations with the RTopo dataset.327

Figure 2a shows the difference in the M2 amplitude between the simulation with328

only GEBCO2014 and the simulation with GEBCO2014 and RTopo. While it would be329

expected that drastically changing the bathymetry under the Arctic ice shelves would330

have a large effect on local tidal results, it is notable that this bathymetric change dra-331

matically changed the tides all over the globe and particularly through the Atlantic basin.332

In this extreme case, changes in the M2 amplitude of up to 20 cm were seen as far north333

as Baffin Bay. In order to investigate this phenomenon more closely, an additional sim-334

ulation wherein the Ronne ice shelf bathymetry was interpolated from GEBCO2014 was335

performed. As discussed above, this had the effect of enforcing the minimum depth of336

5 meters anywhere that the Ronne ice shelf covers. Everywhere else in and around An-337

tartica, RTopo was used. Figure 2b shows the difference between this run and the run338

with only GEBCO2014. Using RTopo in Antartica everywhere but under the Ronne ice339

shelf did have global effects on the M2 tide in the model; however, the response to this340

perturbation was nowhere near the magnitude of the response when RTopo is used un-341

der the Ronne ice shelf.342

Strikingly, the Ronne ice shelf has a disproportionately large influence on the tides343

all the way through Baffin Bay and the North Sea. We hypothesize that this sensitiv-344

ity is related to semi-diurnal, basin scale resonance throughout the Atlantic Basin, start-345

ing in Baffin Bay and extending all the way down to Antartica. By interpolating RTopo346

in addition to GEBCO2014, the bathymetry in the Weddell Sea, and specifically under347

the Ronne ice shelf, is deepened. This increases wave propagation speed nearshore in the348
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(a)

(c)

(e)

(b)

(d)

(f)

Figure 2. Changes in M2 amplitude due to changes in bathymetry. (a) The primary dif-

ference in bathymetry here is the use of the height of the ice cavity as a bathymetric depth

underneath the Antartic ice shelves. (b) In this sensitivity plot, the Ronne ice shelf is left

as it is treated in GEBCO2014. The rest of Antartica uses RTopo. (c) Sensitivity from us-

ing GEBCO2019 in place of GEBCO2014; the resolution of GEBCO2019 is twice that of

GEBCO2014 (d) Adding the CHS-NONNA100 dataset (which is already assimilated into

GEBCO2019) does have an effect on the tides. (e) The inclusion of the nthaus100 grid (which

primarily covers the Timor Sea) has similar magnitude effects to CHS-NONNA100. (f) Similar

to upgrading from GEBCO2014 to GEBCO2019, the usage of GEBCO2020 has large magnitude

effects on the tidal solution on a global scale.
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Hse

H
Hib

Figure 3. A visualization of the three RTopo quantities and what they contain. The black

hatched line is the surface of the earth, the black dashed line is the reference datum (or GEOID),

the blue line is the top of the ice sheet, and the green line the bottom of the ice sheet. Hse is

the surface elevation. When no ice is present, this is just the surface topography. When ice is

present it is the height above the GEOID of the top of the ice sheet. Over the ocean, where no

ice is present, Hse = 0. H is the bedrock topography. This is simply the bathymetric depth or

topographic height in the absence of an ice sheet. Hib is the ice base topography. When the ice

is land bound, this coincides with the bedrock topography. When the ice is floating, it is the ice

draft.

Weddell Sea, changing the wavelength of a resonant wave in the Atlantic. Additionally,349

by shortening or lengthening ice shelves, the length of the Atlantic Basin is altered, al-350

lowing the wave to near resonance. Arbic et al. (2009) found that by blocking the Hud-351

son Strait in tidal simulations, the effect on the Atlantic basin was to drastically increase352

the M2 amplitude throughout the North Atlantic. They found that in resonant systems,353

there is a “back effect” on the open ocean when key areas of tidal resonance are altered.354

In the case of our treatment of the Ronne ice shelf, we perform the inverse of Arbic et355

al. (2009) and “un-block” the Weddell Sea. The effect in our case is also inverted, with356

the M2 tide decreasing drastically. The nature of this sensitivity is highly interesting and357

certainly warrants more in depth study. In X. Wang et al. (2021), an in depth bathy-358

metric sensitivity analysis was performed, wherein regions’ bathymetry was perturbed359

randomly and areas with high sensitivity were identified. That study also finds that global360

tides are extraordinarily sensitive to perturbations in bathymetry of the Ronne ice shelf361

and the Weddell Sea.362

Figure 2c shows the difference in the M2 amplitude of GEBCO2019+Rtopo com-363

pared to GEBCO2014+Rtopo. The biggest difference between the GEBCO2014 and GEBCO2019364

datasets is that GEBCO2019 has twice the resolution of GEBCO2014 (15 arc-seconds365

vs 30 arc-seconds). An additional difference between the datasets is the number of datasets366

assimilated into the global grid. GEBCO2014 has limited datasets and thus has to rely367

heavily on ship soundings. GEBCO2019 assimilates many more high-resolution datasets368

including CHS-NONNA100 and the nthaus100 dataset. The usage of localized datasets369

results in a significantly higher quality product and more accurate representations of bathymetry370

within the ADCIRC model used in this study.371

While the use of GEBCO2019 does not result in nearly the magnitude of response372

as that from the inclusion of RTopo, it does significantly impact tides all over the globe.373

Throughout the Pacific, the response to using GEBCO2019 is ±3 centimeters while in374

the Atlantic it reaches as high as +20 centimeters along the US east coast. Once again,375

the Atlantic appears more sensitive to these bathymetric changes than the Pacific. The376

explanation is the improved representation of bathymetric depth in GEBCO2019 in the377
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Hudson and Baffin Bays. The Hudson Bay is one of the largest tidal dissipators in the378

world, dissipating between 200 and 350 GW of the total estimated 1.5 to 2 TW glob-379

ally (Egbert & Ray, 2001). One of the datasets incorporated into GEBCO2019 that is380

absent in GEBCO2014 is CHS-NONNA100, a 100 meter resolution dataset covering Cana-381

dian waters including the Hudson and Baffin Bays. Inclusion of this dataset, even resam-382

pled to the 15 arc-second resolution of GEBCO2019, results in large differences in tides383

in the North Atlantic as can be seen in Figure 2c.384

Due to the importance of correctly resolving the Hudson and Baffin Bays, the CHS-385

NONNA dataset in its original 100 meter resolution was independently interpolated onto386

the portion of the mesh within the CHS-NONNA coverage. The combination GEBCO2019+Rtopo+NONNA387

was compared to the combination GEBCO2019+Rtopo and the resulting response in the388

M2 amplitude is depicted in Figure 2d. While GEBCO2019 does incorporate CHS-NONNA,389

Figure 2d clearly shows that the higher resolution of using the original dataset does have390

a noticeable effect. In the Arctic Ocean, the tidal response was a change in amplitude391

up to 2 centimeters in places. Additionally, the US East Coast is again impacted quite392

heavily, with a change of up to 3 centimeters in the Northeast. At first glance, this could393

be somewhat surprising since the mesh element size in the majority of the Hudson/Baffin394

bay areas is greater even than the 450 meter resolution of GEBCO2019. We attribute395

this to the cell-averaged method of bathymetric interpolation used in this study. This396

method of interpolation allows for much more physically consistent approximations of397

bathymetry which produces noticeable responses in the tides, especially in the North At-398

lantic and North Sea.399

Another region with high dissipation is the Timor Sea/Northwest Australia. In or-400

der to examine the effect that higher resolution bathymetry had in that region, the nthaus100-401

grid dataset was interpolated onto our mesh (Beaman, 2018). Like CHS-NONNA, this402

dataset is a 100 meter resolution bathymetric dataset that was assimilated into GEBCO2019.403

Figure 2e shows the response on the M2 tide due to the inclusion of this higher resolu-404

tion bathymetry. Similar to the Hudson Bay and Baffin Bay, altering the bathymetry405

of the Timor Sea has modest non-local effects on tidal results in this model. Also like406

the Hudson and Baffin Bays, the Timor Sea has high velocity flows and large estimates407

of tidal boundary layer dissipation. This trend highlights the magnitude of improvement408

that higher quality bathymetry can have on tidal results, while also indicating that some409

areas are far more critical than others for bathymetric accuracy.410

For completeness, GEBCO2020 was also used to compare the impact on tides that411

an updated global dataset would have. Like GEBCO2019, GEBCO2020 has 15 arc-second412

resolution. The differences between GEBCO2019 and GEBCO2020 are primarily the qual-413

ity and number of assimilated datasets. Despite the resolution being identical, as Fig-414

ure 2f shows that the updates to the GEBCO dataset resulted in substantial changes on415

global tidal results. Most heavily impacted are the Bering Sea, Hudson Bay, and the Ohkotsk416

Sea, all of which have responses over 5 centimeters in the M2 tide.417

Our bathymetric sensitivity investigation points to the significant impact that bathymetry418

has on tidal results. Highly accurate tidal results require high quality bathymetric data419

in specific areas. Certain regions, such as the Ronne Ice Shelf, the Weddell Sea, and Hud-420

son Bay have impacts on global tidal results that other regions do not. Later in this pa-421

per, it will be shown that while altering frictional coefficients can impact tidal results,422

the magnitude of response to altering friction (up to around 1 or 2 cm) pales in compar-423

ison the effect of altering bathymetry in highly sensitive regions. The combination GEBCO2020+RTopo424

+NONNA+Aus provided the best solution of the various combinations of datasets and425

was used as the baseline for the rest of this study.426
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5 Sensitivity to Friction427

5.1 Geographical Distribution of Dissipation428

Estimates of tidal dissipation have historically split dissipation between shallow bound-429

ary layer dissipation and deep internal tide dissipation. It has long been accepted that430

most dissipation occurs due to boundary layer dissipation on the shelves and shallow re-431

gions of the ocean (Taylor & Shaw, 1920; Jeffreys, 1921). More recently, it has also been432

realized that a large amount of dissipation occurs in the deep ocean and across shelf breaks433

due to internal wave generation (Munk, 1997). Munk estimates that of the 3.7 TW of434

input energy from the sun and moon, 0.2 TW is lost to earth tides and 0.02 TW is lost435

to atmospheric tides. That leaves approximately 3.5 TW of energy to be dissipated due436

to dissipation in the ocean. How this energy is distributed between boundary layer and437

internal tide dissipation is somewhat uncertain. However, using altimetry data, Munk438

arrives at an estimate of 2.6 TW dissipated in the boundary layer and 0.9 TW in the439

internal tides, resulting in a 74%/26% split between boundary later and internal tide dis-440

sipation. In a more recent study Green and Nycander (2013) perform similar calcula-441

tions using various parameterizations and find that in water deeper than 500 m, there442

is between 0.91 and 1.18 TW of dissipation, placing the proportion of internal tide dis-443

sipation between 26% and 34% of total tidal dissipation.444

Beyond the split between shallow and deep water dissipation, there has been in-445

terest in finding exactly where geographically dissipation occurs within the ocean. Taylor446

and Shaw (1920) applied two different techniques—one using estimated energy fluxes and447

another using work performed by astronomical forcing—to the Irish Sea in order to es-448

timate the boundary layer dissipation within that body of water. Expanding on that work,449

Jeffreys (1921) used similar techniques and applied them to other regions to find a very450

rough estimate of total tidal dissipation. Since then, numerous studies have been per-451

formed to more accurately find the locations, modes, and magnitudes of tidal dissipa-452

tion. With the advent of projects such as the TOPEX/POSEIDON mission and subse-453

quently highly accurate global tidal models such as TPXO, both altimetry (Egbert &454

Ray, 2001) and numerical models (Green & Nycander, 2013) have been used to estimate455

the location and magnitudes of not only the total tidal dissipation, but also the dissi-456

pation of specific tidal constituents.457

For this study, it was hypothesized that, especially for boundary layer dissipation,458

only areas with high dissipation rates would be highly sensitive to frictional parameter459

adjustments. For that reason, and to perform a more targeted analysis of global sensi-460

tivities to changes in frictional parameters, an analysis of dissipation within the model461

was performed by examining the dissipation within each element as well as the total tidal462

dissipation from the formula described in Section 3. Figures 4a and 4b show, on a log463

scale, the boundary layer and internal tide dissipation, respectively, of our “best solu-464

tion” model. Additionally, for reference, the maximum current speed and maximum tidal465

elevation are plotted in Figures 4c and 4d.466

As expected, Figure 4a shows the vast majority of the boundary layer dissipation467

within the model occurs in shallow regions near the coast. Also as would be expected,468

the areas of highest dissipation have a combination of shallow bathymetry, high veloc-469

ities (Figure 4c) and large tidal amplitudes (Figure 4d). In Figure 5, plots in the left col-470

umn (Figures 5a, 5c, and 5e) display the areas that account for 50%, 90%, and 99% of471

boundary layer dissipation. In fact, based on this simulation, it was estimated that 90%472

of the boundary layer dissipation occurs in 1.4% of the surface area of the global ocean.473

This indicates that boundary layer dissipation is highly localized within just a few ma-474

jor dissipators.475

Internal tide dissipation is far less localized as can be seen in Figure 4d. Within476

this model, it was determined that 90% of the internal tide dissipation occurred in 17.2%477

of the world oceans. Figure 5b, 5d, and 5f show the areas that account for 50%, 90%,478

and 99% of the internal tide dissipation in the model respectively. Clearly, this analy-479

sis indicates that baroclinic internal tide conversion and subsequent dissipation occurs480
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(a)

(c)

(b)

(d)

Figure 4. (a) Maximum current speed (m/s). (b) Boundary layer dissipation (W/m2). (c)

Maximum tidal elevations (m). (d) Internal tide dissipation (W/m2). Note the use of logarithmic

scales on the dissipation plots (b) and (d). Current speed and tidal elevation were taken from 30

day tidal simulations forced by the 8 dominant tidal constituents.

primarily along ridges, mountain ranges, and island chains in the deep ocean. The de-481

cision to place higher resolution in such regions certainly helps to resolve this dissipa-482

tion and, ideally, produce higher quality tidal results.483

5.2 Global Sensitivity to Friction Parameters484

Prior to examining the responses of tides to changes in localized frictional param-485

eters, we first studied tidal sensitivities to uniform change in friction parameters. In ad-486

dition to better understanding the sensitivity to changes in globally constant friction pa-487

rameters, this experiment also allowed for a comparison of the different parameteriza-488

tions of internal tide dissipation (directional versus scalar Cit) and boundary layer dis-489

sipation (constant Cd or Manning’s n). One important note is that due to the finding490

that boundary layer dissipation is highly localized, the majority of the model (mostly491

deep ocean and low velocity shelf regions) were left as commonly used values for both492

Cd or Manning’s n. It is noted that perturbing botton friction values globally from stan-493

dard values in most regions degrades local solutions. This was found to be especially true494

in low energy shelves and the deep ocean. In contrast, altering these friction values in495

high energy dissipation zones had effects locally as well as on a regional and basin scale.496

Unlike boundary layer dissipation, the internal tide parameter Cit was altered glob-497

ally. As Figure 4b shows, it is much harder to pinpoint areas of extremely high dissipa-498

tion for internal tides. Additionally, the parameterization of internal tide dissipation au-499

tomatically excludes many areas of low dissipation due to the parameterization being500

undefined at high latitudes and our depth cutoff of 150 m (any white space in Figure 4b).501
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(a)

(c)

(e)

(b)

(d)

(f)

Figure 5. (a), (c), and (e) show the areas that account for 50%, 90%, and 99% of dissipa-

tion within the ADCIRC model. The corresponding area ratios are 0.2%, 1.4%, and 4.3% of

the model area respectively. (b), (d), and (f) show the same thing for internal tide dissipation

with the area ratios being 2.3%, 16.7%, and 45.6% of the model area. Dissipation rates were

interpolated to the centroids of each element. Elements were then sorted by dissipation rate in

descending order and total dissipation per element was estimated via integration. In this man-

ner, it was possible to find the least area that could account for 50%, 90%, and 99% of the total

model dissipation.

–15–



manuscript submitted to JGR: Oceans

5.2.1 Cd and Manning’s n502

Historically both Cd (Lyard et al., 2006; Egbert & Ray, 2001) and Manning’s n (Bunya503

et al., 2010; Dietrich et al., 2011) have been used in the quadratic friction laws for mod-504

eling boundary layer dissipation in ocean models. ADCIRC supports both parameter-505

izations and both have been tested extensively for both tide-only and extratropical and506

tropical storm surge cases. For the purposes of this study, we examined the efficacy of507

both in our global parameter study and select the more optimal parameterization.508

Figure 6 shows the mean discrepancy compared to TPXO9 in various basins and509

marginal seas as a function of changed Cd or Manning’s n. Of particular note is how gen-510

tle the slopes of the mean discrepancy are. As was expected, changing bottom friction511

does not have large effects on global solutions. However, certain regions seem to be quite512

sensitive to changed bottom friction. The marginal seas (Bering Sea, Japan Sea, Java513

Sea, and Yellow Sea) are noticeably more sensitive to bottom friction. Reasons for this514

disproportionate effect of bottom friction is due to the large island chains and shallow515

depths that characterize these areas. The Ryukyu and Aleutian Islands are extremely516

steep and contain shallow ridges and high current speeds. It is likely that the model is517

missing some unresolved lateral and vertical eddying associated with flows passing across518

very steep topography and through narrowly constrained island chains such as the Aleu-519

tian and Ryuku Islands. Further, our minimum 2.5 km resolution limits the ability of520

our model to capture this eddying in narrow, high energy regions.521

For the Manning scheme, the majority of regions have relatively consistent min-522

ima at Manning values ranging from 0.026 to 0.030, while the Yellow Sea requires lower523

friction than the rest of the globe. This aligns with the findings in Pringle et al. (2018a),524

wherein seabed properties were used to estimate Cd for the Western Pacific and Indian525

Oceans. In that study, the values predicted for the Yellow Sea were significantly lower526

than the rest of the domain studied. As explained in Pringle et al. (2018a) in the study,527

the sediments in the Yellow Sea are quite silty and fine. As a consequence, lower values528

for both Cd and Manning’s n are more optimal, explaining physically why this partic-529

ular area has a minimum at a lower bottom friction coefficient than other regions which530

are not as homogeneously silty and clay-ey. Similarly in the Cd scheme, lower Cd yields531

better results in the Yellow Sea. Unlike the Manning scheme, there is not quite as much532

consistency in where the minima occur for the different regions. Instead, for example,533

the NE Pacific gets the best results at Cd ≈ 3.3 × 10−3 while for the North Atlantic,534

Cd ≈ 1.9× 10−3 yields the best results.535

Another important comparison is the impact of friction in coastal/shallow (20 to536

1000 meters deep) compared to in the deep ocean. As past studies would suggest, for537

the majority of the ocean, the deep ocean is far less affected by changing the bottom fric-538

tion than shallow regions. This is physically consistent with the parameterization of bot-539

tom friction, as the dependence on depth results in much lower boundary layer dissipa-540

tion in deep regions than shallow ones. Furthermore, current speeds are simply lower in541

deeper waters.542

From the numerical evidences described above, we prefer the Manning parameter-543

ization largely due to the minimum error for most basins and marginal seas (the Yellow544

Sea being the exception) having the lowest error at approximately n = 0.028. This is545

in contrast to the Cd parameterization where the improvement is much less consistent,546

with higher friction improving results in several basins while simultaneously degrading547

results in others. The Atlantic and southwest Pacific especially seem to be harmed by548

the use of higher Cd while in the Manning configuration, all basins except the Yellow Sea549

show consistent improvement with higher Manning’s n. Additionally, Manning’s n has550

many desireable characteristics suitable for the ultimate goal of this global model, which551

is to model integrated ocean to channel scale total water level driven by hurricanes, trop-552

ical storms, and other extreme weather events. It has been found that the extra depth553

dependency in the Manning’s n formulation distributes resistance better across flood-554

plains and captures hurricane forerunners more accurately than a constant drag coef-555

ficient (Kennedy et al., 2011; Hope et al., 2013). Another advantage is that boundary556

–16–



manuscript submitted to JGR: Oceans

(a)

(b)

(c)

Figure 6. Comparisons of the mean discrepancy compared to TPXO9 M2 tide as a function

of varying Manning’s n (on left) and constant friction coefficient (on right). (a) Overall mean

discrepancy. For this study, areas shallower than 20 meters were omitted from analysis. (b) Deep

mean discrepancy. Deep is defined as anything deeper than 1,000 meters. (c) Shallow mean

discrepancy. Shallow is defined as anything between 20 and 1,000 meters deep.
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layer dissipation in floodplains and channels is commonly parameterized using Manning’s557

n (Arcement & Schneider, 1989). By using the same parameterization in the open ocean558

as in areas at risk of flooding, there is more consistency within the model.559

5.2.2 Directional and Scalar Cit560

Similar to the investigation of various bottom friction parameterization, we stud-561

ied the performance of the directional and scalar forms of the internal tide parameter-562

ization by varying the tuning parameter Cit. Figure 7 shows the responses in mean dis-563

crepancy of the model compared to TPXO due to changing Cit values. As was hypoth-564

esized, the effects, especially in overall (Figure 7a) and deep water (Figure 7b) are much565

greater than those of altering boundary layer dissipation. Most notably, the scalar pa-566

rameterization of Cit is highly sensitive in all basins and has a much larger impact than567

that of the directional parameterization. The Bering Sea especially has a large sensitiv-568

ity to internal tide dissipation regardless of the parameterization used. As was discussed569

with regards to boundary layer dissipation, it is believed that this is due to physical pro-570

cesses that are not captured in our simulation due to high velocities, steep bathymetry/topography,571

and complex channels in the Aleutian Islands.572

While the steeper curves of the scalar parameterization could result in simpler op-573

timization, the directional model is more physically intuitive. While the scalar model has574

equal dissipation in all directions, the directional model only produces dissipation orthog-575

onal to slopes. Based on the mechanisms by which internal waves are generated the di-576

rectional parameterization clearly has highly desirable properties. Furthermore, the over-577

all mean discrepancy in the directional model was lower than the overall mean discrep-578

ancy in the scalar parameterization. When studying deep and shallow regions, this pat-579

tern continues. Therefore, the directional parameterization was selected for our optimiza-580

tion study.581

Of particular note in Figure 7 is the steepness of the curves compared to the curves582

in Figure 6. While bottom friction could change results by only up to a centimeter in583

the most drastic cases, altering Cit changes results by several centimeters even in the least584

affected regions. What is also interesting is that it appears that regions that are heav-585

ily affected by bottom friction are similarly affected by Cit. The Yellow Sea shows the586

same degradation of solution with higher Cit as it did with higher bottom friction co-587

efficient. Additionally, the marginal seas exhibit much more sensitivity to friction regard-588

less of the mechanism of dissipation. Again, we attribute this to be due to additional dis-589

sipation in those regions being required due to missed physics or simply extremely high590

energy dispersal over the steep island chains in those areas.591

5.2.3 Global Baseline Model592

Based on the above assessments, we concluded that the best methodology for ex-593

amining localized sensitivity to friction—and subsequently the optimization of these lo-594

calized frictional coefficients—was to select the Manning’s n and directional Cit param-595

eter that provided the lowest error with constant parameters when compared to TPXO9.596

Thus, a Manning’s n of 0.028 s m−1/3 in the regions of high dissipation discussed in Sec-597

tion 5.3.1 and 0.022 s m−1/3 elsewhere, in combination with a Cit value of 2.5 with the598

directional parameterization were selected as baseline starting values. The mean discrep-599

ancy compared to TPXO9 of this model for the M2 constituent was 3.70, 2.81, and 7.94600

cm for an overall value, for regions deeper than 1000 meters, and for regions between 1000601

and 20 meters deep respectively.602
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(a)

(b)

(c)

Figure 7. Comparisons of the mean discrepancy compared to TPXO9 of the M2 tide as a

function of varying Cit with a directional parameterization (on left) and a scalar parameteri-

zation (on right). (a) Overall mean discrepancy. For this study, areas shallower than 20 meters

were omitted from analysis. (b) Deep mean discrepancy. Deep is defined as anything deeper than

1,000 meters. (c) Shallow mean discrepancy. Shallow is defined as anything between 20 and 1,000

meters deep.
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5.3 Local Sensitivity to Friction Parameters603

Based on the global baseline established, we further investigate areas which are par-604

ticularly sensitive to local perturbations in both boundary layer and internal tide coef-605

ficients.606

To facilitate these experiments, continental shelves as defined by Harris et al. (2014)607

were divided into 60 regions and individually had their bottom friction, in this case Man-608

ning’s n, perturbed.609

Unlike boundary layer dissipation, internal tide dissipation is largely concentrated610

in the deep ocean. It is primarily found over submerged mountain ranges, near oceanic611

ridges adjacent to deep trenches, and at steep continental shelf breaks. Additionally, it612

is not as simple to determine small regions to perturb and as such a more basin-scale ap-613

proach is appropriate. Twelve individual regions were created which broadly capture unique614

topography and the Cit was perturbed using a directional parameterization.615

5.3.1 Sensitivity to Bottom Friction616

Bottom friction regions were selected largely based on prior experience with sen-617

sitivity, knowledge of the geomorphology of the ocean floor, and guided by the regions618

of high boundary layer dissipation seen in Figures 4a, 5a, 5c, and 5e. While some regions619

had basin scale impacts (Figure 8), the vast majority of regions perturbed showed only620

local changes in M2 amplitude when the bottom friction is changed (for examples, see621

Figure 9). It is important to keep in context the magnitude of tidal response to pertur-622

bations of boundary layer dissipation compared to bathymetric perturbations. Note that623

the colorbar limits in Figure 2 are ten times those in Figures 9 and 8 (±5 cm versus ±0.5624

cm respectively). This does not mean that regions cannot be sensitive to bottom fric-625

tion, but is mentioned to reinforce the key point that bathymetry in select areas is the626

most influential control on global tidal results.627

While most responses were either highly local (e.g., the Louisiana/Texas Shelf) or628

regional (e.g., the West Florida Shelf), there were several areas where basin scale responses629

were seen. Figure 8 shows the efect of perturbing the bottom friction in regions with par-630

ticularly significant basin scale impacts, including the Hudson/Baffin Bays, George’s Bank,631

and the European Shelf. As was hypothesized, there is a relationship between regions632

that are sensitive to bottom friction perturbations and regions that have high bound-633

ary layer dissipation. While it is not the case that all regions with large amounts of bound-634

ary layer dissipation are highly sensitive, it does appear that low boundary layer dissi-635

pation results in insensitivity to bottom friction.636

One particularly interesting region is the George’s Bank. This oval-shaped relief637

feature off the coast of Massachusetts is approximately 250 km long and 120 km wide,638

accounting for less than a tenth of a percent of the total ocean area. It is significantly639

shallower than the surrounding ocean and the rest of the Massachusetts Bay, with depths640

ranging from approximately 15 to 70 meters. As Figure 4a shows, George’s Bank has very641

high boundary layer dissipation owing to its shallow depths, high velocity flows, and rough642

and scoured sediments. Changing the bottom friction on the George’s Bank affects the643

M2 amplitude all along the east coast of the United States, in the west Caribbean, and644

even off the coasts of Brazil and in the Gulf of Guinea as seen in Figure 8c. While some645

other regions have similar extent of response to perturbations, all of them are significantly646

larger in area than George’s Bank.647

Most areas with this high sensitivity have a number of things in common. Fore-648

most among these are high dissipation rates. Egbert and Ray (2001) provides a list of649

the largest tidal dissipators based on calculations from data assimilated tidal models. While650

the regions used in their calculations are not identical to those used in this study, there651

is significant overlap in what they found to be the largest tidal dissipators and regions652

found to be highly sensitive to bottom friction in this study. For example, Egbert and653

Ray (2001) found that the largest shallow water tidal dissipator was the Hudson Bay (in654

their study, the Hudson Bay region also included Baffin Bay, the Labrador Sea, and the655
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(a)

(c)

(e)

(g)

(b)

(d)

(f)

(h)

Figure 8. Examples of basin-scale responses in the M2 amplitude due to perturbing Man-

ning’s n by 0.002 s m−1/3 in certain regions.
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(a)

(c)

(e)

(b)

(d)

(f)

Figure 9. Response of the M2 amplitude to raising the Manning’s n by 0.002 s m−1/3 in se-

lected regions. (c) and (d) are examples of highly local responses, i.e., the response is confined

almost entirely to the region with perturbed friction. (a), (b), (e), and (f) show region-scale re-

sponses, with responses not necessarily confined to the region with perturbed friction but not

nearly on a basin-scale.
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Northwest Passage). In this study, two of the largest responses to perturbing Manning’s656

n are seen in Baffin Bay (Figure 8b) and the Hudson Bay (8f). Raising the friction in657

these two regions has an effect throughout the North Atlantic, lowering tides along the658

east coast of the United States and raising them in Western Europe and North Africa.659

Another region known to be a large tidal dissipator is the European Shelf. Again,660

the response to raising friction within this highly dissipative area is highly non-local. Fig-661

ure 8d shows how altering friction within the European Shelf altered the M2 tide through-662

out the North Sea, the North Atlantic, and even within the Gulf of Guinea and the north-663

ern Mozambique Channel. The Patagonian Shelf (8g), Eastern Australia (8c), and the664

Bay of Fundy (8e) also make both the list of large tidal dissipators and highly sensitive665

regions.666

In most cases, tidal responses to altering bottom friction within a region are com-667

pletely local, i.e., varying friction only changes results within the region of altered fric-668

tion. Figures 9c and 9d show two examples of this. In the majority of cases, these highly669

local responses are in regions with relatively low tidal velocities and are often within larger670

bays or inlet systems. These types of perturbation responses are often very small in mag-671

nitude, with magnitudes only up to 0.2 cm or so.672

Another common response seen was a “regional” response. For example, Figure 9f673

shows the response of the tides to raising friction on the West Florida Shelf. In this case,674

there is a noticeable response outside the shelf in question, with a response on the west675

and north sides of the Yucatan Peninsula as well as some change in the Straits of Florida.676

Unlike the Louisiana/Texas shelf (9d) and the Gulf of Aden/Red Sea (9d), the West Florida677

shelf experiences relatively high tidal velocities. By altering the dissipation within that678

region, the dynamics within the Gulf of Mexico are thus changed, altering the tidal re-679

sponse within the localized basin. Similar responses can be seen in Cook Inlet (9b), which680

has a large tidal range and is a key dissipator in Alaska, resulting in perturbation responses681

within Bristol Bay and the Shelikof Strait; the Arafura Sea (9a), which is surrounded682

by complex island systems and channels, resulting in high velocities and large responses683

throughout the Java Sea, Gulf of Carpentaria, and even extending up to the Sulu Sea684

and the West Australian Shelf; and the Sea of Japan (9e), where raising the friction in685

the Taiwan Strait results in a large response within the Yellow Sea. This is not a com-686

prehensive list of regional or highly local responses, but rather gives examples of some687

regions where such responses can be seen.688

Because there are a limited number of regions which have large scale effects when689

their bottom friction is changed, we decided to consider only select regions for their bot-690

tom friction in the optimization. This decision was made for two reasons. The first rea-691

son was computation and time efficiency. With 60 regions to perturb and then optimize,692

the amount of time and computer resources used would be disproportionate to the ex-693

pected improvement in tidal results. The second, and perhaps more important, reason694

was that most regions are largely insensitive to bottom friction. While local results might695

improve by changing bottom friction in, for example, the Puget Sound, it would have696

little to no effect globally. As such, regions that were highly sensitive, as well as a few697

that are of interest for future work, were selected. These regions are listed in Table 2.698

Figure 10 shows the geographical extent of the selected regions.699

5.3.2 Sensitivity to Coefficient of Internal Tides700

Similarly to establishing regions for Manning perturbations, selecting regions for701

Cit was performed largely on prior experience with global models. To a large degree re-702

gions were selected to encompass unique areas of steep bathymetric gradient, e.g., break-703

ing out the Galapagos region to contain the large submerged mountains in that area. Fig-704

ure 11 shows the geographic extent of these regions. Other regions were defined due to705

prior experience with optimizing Cit values. For example, splitting up the Atlantic Ocean706

in to north and south regions was performed because prior models have benefited from707

having separate values in these two regions. Additionally, by using smaller regions, there708
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Figure 10. Boundary layer dissipation regions selected for use in the global optimiza-

tion. Most areas were chosen due to the basin-scale response to frictional perturbation.

Some—including the West Florida Shelf and the Gulf of St. Lawrence—were selected due to

future work focused on those areas.

are more degrees of freedom in the optimization and thus a greater ability to optimize709

the model. Each defined region tried to characterize broadly the physical character of710

that portion of the basin.711

The Pacific was broken up largely to be consistent with the Atlantic as well as due712

to the large geographic extent of the Pacific Ocean. Historically, our global models have713

had major differences with data assimilated tidal models as TPXO9 in the Galapagos,714

for this reason, and the aforementioned submerged mountains in the area, the Galapa-715

gos was given its own region.716

The remaining regions, including the Bering Sea, Sea of Ohkotsk, Yellow Sea, and717

Java Sea regions were selected due to the steep bathymetric gradients and large island718

chains in those regions. While the magnitudes of response to the perturbations of Cit719

are similar to those due to perturbing Manning’s n (and are still significantly lower in720

magnitude than sensitivity to bathymetry), the geographic extent is far more wide reach-721

ing.722

Figure 12 shows the responses to all twelve regions that were used. With the ex-723

ceptions of the Bering Sea (12j), the Japan and Ohkotsk Seas, and the East China/Yellow724

Sea, all of the Cit regions had responses to the perturbation that were more far reach-725

ing than even the most non-local Manning perturbation. More importantly, there is sig-726

nificant overlap between the response in, for example, the response to perturbing Cit in727

the North Atlantic and the response to perturbing Cit in the South Atlantic. Clearly,728

the optimization of internal tide coefficients is a coupled problem.729

There are a number of intriguing observations to be made about the responses to730

altered internal tide friction seen in Figure 12. First, there is notable similarity between731

the sensitivity in the North Atlantic (12a) and South Atlantic (12b). While the South732

Atlantic has more of an effect outside of the Atlantic Basin, especially in the Indian Ocean733

and along the West Coast of the Americas, within the Atlantic there is remarkable con-734

sistency. Additionally, within the Pacific Ocean, the Southwest (12e) and Northeast (12d)735

perturbations seem to have had a larger effect than the Southeast (12f) and Northwest736
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Figure 11. Cit regions used for optimization. A full list of region names can be found in Ta-

ble 3. An important note is that NE Pacific is the region bound in the south by the equator, in

the east by the prime meridian, and on the north and west by the Bering, Ohkotsk, Japan, and

South China Seas. Similarly the SE Pacific is south of the equator, west of the prime meridian,

and east of the Indian Ocean. NW Pacific is north of the equator, east of the prime meridian,

and west of the west coast of North America. SW Pacific is south of the equator, east of the

prime meridian, and west of South America.

(12c). While the magnitude of responses were different, the areas affected were quite sim-737

ilar. Additionally, the Galapagos region (12g) has an extremely large effect.738

While the Bering Sea, Japan and Ohkotsk Seas, and the East China/Yellow Sea739

all had largely local effects, they were included as separate regions despite their relative740

insensitivity globally mainly because of our experiences of poor results within those re-741

gions. The hope was that by optimizing the Cit within them separately, results could742

be improved due to extra degrees of freedom and capturing local physics. Note that the743

lack of regions in the far north and south of the globe is due to the parameterization of744

internal tide being undefined in those latitudes.745

6 Global Optimization746

6.1 Optimization of parameters747

In order to optimize both the internal tide and Manning’s n parameters, it is use-748

ful to treat the complex amplitude at a point in the model as the baseline complex am-749

plitude plus the changes in amplitude due to the alteration of friction factors in various750

locations. This allows for relative simplicity in predicting what tidal results will be with-751

out performing hundreds of tidal simulations as well as accounting for both the ampli-752

tude and phase to be optimized simultaneously. We will use the following definitions:753

Zko,m = Reko,m + iImk
o,m (15)

Zkb,m = Rekb,m + iImk
b,m (16)

fkm(x) = gkm(x) + ihkm(x) (17)
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(a) (b)

(d)(c)

(e) (f)

(g) (h)

(i) (j)

Figure 12. Responses in M2 amplitude to perturbing Cit by 0.2 within certain regions. Note

that most show heavily non-local effects. Also note the overlap in responses especially between

regions in the same oceans. Japan/Ohkotsk Seas and East China/Yellow Seas regions were omit-

ted because they showed only local effects.
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where Zko,m is the observed complex amplitude composed of real (Re) and imaginary (Im)754

parts interpolated from TPXO9 of constituent k at centroid m and i denotes the imag-755

inary unit (i2 = −1). Similarly, Zkb,m is the complex amplitude of constituent k at node756

m in the baseline run from which the perturbations are made, fkm(x) is the complex val-757

ued real function that describes the changes in complex amplitude of constituent k at758

node m as a function of the change in friction factor vector x in the M regions of inter-759

est. fkm is further decomposed into the real valued functions gkm(x) and hkm(x). Both gkm760

and hkm can be written as the summation of functions gkj,m(xj) and hkj,m(xj), which are761

the changes at node m of the kth constituent of the real and imaginary components due762

the altering friction in region j. This results in:763

gkm(x) =

M∑
j=1

gkj,m(xj) (18)

hkm(x) =

M∑
j=1

hkj,m(xj) (19)

With (8)-(12), the so-called cost function can be defined as the absolute value of the dif-764

ference between the observed and modelled complex amplitudes–where the modelled am-765

plitude is Zkm,i = Zkb,i + fki (x):766

Eki (x) =
√

(Zko,i − Zkb,i − fki )(Zko,i − Zkb,i − fki )∗

Eki (x) = ([(Reko,i −Rekb,i − gki (x)) + i(Imk
o,i − Imk

b,i − hki (x))]∗
[(Reko,i −Rekb,i − gki (x))− i(Imk

o,i − Imk
b,i − hki (x))])

1
2

(20)

Eki (x) =
(
(Reko,i −Rekb,i − gki (x))2 + (Imk

o,i − Imk
b,i − hki (x))2

) 1
2 (21)

The above cost function is a measure of the error at node i of constituent k. To create767

a global cost function, sum over all the constituents k = 1 to L and all the elements768

i = 1 to N :769

E(x) =

N∑
i=1

L∑
k=1

Eki (x) (22)

Expand gki (x) and hki (x) as Taylor series and linearize:770

gki (x) ≈ gki |x0 +∇gki |x0(x− x0) (23)

hki (x) ≈ hki |x0 +∇hki |x0(x− x0) (24)

Finally, let x0 = 0 and the cost function becomes:771

E(x) =

[ N∑
i=1

L∑
k=1

(
(Reko,i −Rekb,i −∇gki |x0x)2 + (Imk

o,i − Imk
b,i −∇hki |x0x)2

) 1
2

]
(25)

Given all of the perturbations from Section 5 and this cost function, it is possible772

to find the combination of parameters for the 41 regions of interest (12 Cit and 29 Man-773

ning) that will minimize the error in the domain. For this study, MATLAB’s fmincon774

function was used, which utilizes an interior point algorithm to find the minimum of a775

multi-dimensional function within certain constraints (MATLAB, 2018). Initially, lim-776

its were set to accepted ranges of values, with Cit being allowed to range between 1.0777

and 4.0 and Manning values to range between 0.018 and 0.050. The purpose of these lim-778

its was to both ensure convergence to an optimum and also to keep values relatively close779

to those tested as global values as discussed in Section 5.2.780

6.2 Optimized Parameters781

The optimization of frictional parameters occurred in two parts. First, comparing782

to TPXO9, the M2 amplitude at the centroid of all elements in the mesh with bathy-783
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Table 2. Manning’s n (s m−1/3) for regions of interest for progression of runs. Asterisks denote

regions that, following the global optimization, were re-optimized locally. Numbers denote regions

that were sub-divided following the global optimization.

Region Global Baseline Global Optimization Local Re-Optimization

Aleutian Islands∗1 0.028 0.037 0.087
Arabian Sea/Persian Gulf 0.028 0.018 0.021
Arctic Ocean 0.028 0.042 0.042
Baffin Bay 0.028 0.027 0.027
Bass Strait 0.028 0.018 0.025
Bering Sea∗1 0.028 0.037 0.025
East Australian Shelf 0.028 0.018 0.018
East China Sea∗2 0.028 0.026 0.010
English Channel∗3 0.028 0.033 0.026
European Shelf∗3 0.028 0.033 0.026
George’s Bank 0.028 0.033 0.033
Gulf of Maine/Bay of Fundy 0.028 0.035 0.035
Gulf of St. Lawrence 0.022 0.018 0.018
Hudson Bay 0.028 0.029 0.029
Irish Sea∗3 0.028 0.033 0.026
Java Sea/Gulf of Thailand 0.028 0.041 0.036
Korean Strait∗2 0.022 0.022 0.015
Northwest Passage 0.028 0.048 0.048
North Australian Shelf 0.028 0.023 0.023
Patagonian Shelf∗ 0.028 0.025 0.031
Ryuku Islands∗2 0.028 0.026 0.099
Salish Sea∗4 0.022 0.022 0.022
Sea of Japan∗2 0.022 0.022 0.046
Sea of Ohkotsk 0.028 0.030 0.030
South China Sea 0.028 0.041 0.040
Southwest Australian Shelf 0.028 0.023 0.023
Strait of Georgia/Puget Sound∗4 0.022 0.022 0.022
West Florida 0.022 0.029 0.034
Yellow Sea 0.028 0.023 0.020

metric depth greater than 20 meters were considered. The cost function above was cal-784

culated at each of these centroids for only the M2 constituent, because it dominates the785

tides in most locations. Following this global optimization of local parameters, there were786

some shelf regions that had large errors. For example, the European shelf region had sig-787

nificant underprediction as seen in the global difference between the globally optimized788

run and TPXO9 (Figures 13e and 13f). To further reduce these errors, the cost function789

minimization was locally reapplied to optimize the Manning’s n within that region. This790

was applied selectively in areas that had particularly bad solutions and was only done791

for Manning’s n. In these local re-optimizations, areas with particularly high error such792

as the European Shelf were subdivided into smaller regions (Irish Sea, English Channel,793

and European Shelf), individually perturbed once more, and the cost function minimiza-794

tion was re-applied only within the European shelf. While these local re-optimizations795

somewhat degraded deep ocean results globally, the shallow water solutions improved796

drastically, especially in the regions in which this treatment was used (Figure 13g and797

13h). Tables 2 and 3 summarize the optimized coefficients.798

6.2.1 Manning’s n799

An important factor in examining the results of this optimization is to attempt to800

examine what Manning’s n one would find in the regions of interest using conventional801

methods. The selection of Manning’s n coefficients is highly dependent on in situ con-802

ditions. While initially created for use in open channel flow, it has been adapted to flood-803

plain and open ocean use. Factors that affect the selection of Manning’s n coefficients804
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(a)

(c)

(e)

(b)

(d)

(f)

(g) (h)

Figure 13. Progression of error from Global Baseline, to First Global Optimization, to Lo-

cal Re-Optimization. Figures on left show amplitude error compared to TPXO9 based on error

brackets as seen in the colorbar with the minimum bracket of either percentage or absolute error

being displayed. This allows for accurate representations of error to be displayed. For instance,

at amphridromic points, a small absolute error produces a large percentage error and hence the

solution appears worse than it is. Figures on right show the complex error (in this case mean

discrepancy from TPXO9).
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include roughness of sediments in a region, the amount of scouring/dunes/bedform rough-805

ness, and the presence of any obstructions/vegetation. Unfortunately, it is quite diffi-806

cult to find accurate Manning values for different regions of the open ocean due to lack807

of knowledge of the ocean bottom. In the past, attempts have been made to estimate808

friction factors based on paramaterized estimates of roughness, substrate, and current809

speed (Pringle et al., 2018a). However, as can be seen in Table 2 and discussions below,810

it is possible to achieve physically consistent values through the use of an optimization811

metric such as the one described in this paper.812

One observation that springs out when examining Table 2 in conjunction with Fig-813

ure 4a is that most of the high energy areas tend towards a Manning’s n of ≈ 0.028 s m−1/3.814

Such areas include Baffin Bay (0.027 s m−1/3), the Bass Strait (0.025 s m−1/3), the En-815

glish Channel (0.026 s m−1/3), the European Shelf (0.026 s m−1/3), George’s Bank (0.033816

s m−1/3), the Gulf of Maine (0.035 s m−1/3) and Hudson Bay (0.029 s m−1/3). All of these817

regions were identified as having very high dissipation rates. The reason for these con-818

sistent values of Manning’s n is that the high velocity currents in these regions will strip819

away fine sediments, create large ripples and dunes on the seabed, and create a rougher820

surface that results in higher Manning’s n than the typical 0.022 s m−1/3.821

One important qualifier to this trend is the case of the Aleutian and Ryuku Islands.822

When setting the upper limit to 0.050 s m−1/3 for optimized Manning values, there was823

still a huge over prediction throughout the Bering Sea and Shelf as well as within the824

Korean Strait and Yellow Sea. Due to past experience, it was thought that this was due825

to lack of capturing some dissipation mechanism through the Aleutian Islands through826

lateral and vertical eddying. High velocity flows and the presence of eddying also increase827

turbulence, increasing the boundary layer dissipation which would require a higher Man-828

ning’s n to capture. In order to capture some of this dissipation without sacrificing ac-829

curacy in other regions, the Aleutian and Ryuku islands were separated from their re-830

spective regions (Bering and East China Seas respectively) and the upper limit on Man-831

ning’s n was removed. The new optimized value for Manning became 0.087 s m−1/3 for832

the Aleutians, which is high, but still physically reasonable, and was capped at 0.099 s m−1/3
833

for the Ryuku Islands lest it degrade results. For the most part, the other values did not834

require being on the boundary to produce a minimum, and so the bounds did not pose835

a problem. Additionally, several regions which past studies have shown to require low836

friction, such as the Yellow Sea, require lower than the widely used value of 0.022 s m−1/3
837

(Pringle et al., 2018a). While the Yellow Sea does dissipate a large amount of tidal en-838

ergy (see Figure 4a), this marginal sea is characterized by fine sediments deposited by839

rivers that flow into it. These sediments result in a lower than usual Manning’s n. An-840

other interesting note is the optimal value for the Arctic Ocean and Northwest Passage.841

These regions have Manning values of 0.042 and 0.048 s m−1/3 respectively, higher than842

most of the highly dissipative regions. We posit that this higher friction is due to the843

presence of sea ice in those regions, which creates two interfaces of boundary layer fric-844

tion—the bottom of the ocean and the bottom of the ice shelf.845

In addition to the global optimization performed here, we showed through the lo-846

cal re-optimizations of the European Shelf, the Yellow/East China/Japan Seas, and the847

Puget Sound/Strait of Georgia that this methodology could be used to locally improve848

friction parameters in regions of interest, e.g., applying a local optimization to the Gulf849

of Mexico region for hurricane prediction.850

6.2.2 Coefficient of Internal Tides851

Establishing a physical basis for the selection of Cit values is much harder than for852

Manning’s n. This is largely due to the resolution-dependence of this parameter. This853

appears to be supported by the optimized values seen in Table 3. As with Manning’s n,854

the Bering Sea (which contains the Aleutian Islands) has capped out at the maximum855

value allowed. This is again believed to be due to unresolved physics due to missing some856

sort of dissipation.857
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Another region of interest is the area surrounding the Galapagos Islands off the west-858

ern coast of Central America. When the same values used in the greater Pacific Ocean,859

this entire region is largely under predicted. After separating the various regions of the860

Pacific, the Galapagos region improves drastically. What is intriguing is that, as seen861

in Table 3, all of the Pacific regions except the SW Pacific have Cit values that are quite862

high. Examining Figure 12e, it is easy to see that the M2 amplitude in the Galapagos863

region is heavily controlled by the SW Pacific. When Cit was raised in the SW Pacific,864

the Galapagos region had a decreased tidal amplitude. Thus, lowering Cit in the SW Pa-865

cific will raise the amplitude in the Galapagos. It appears that any decrease in the M2866

amplitude due to raising Cit in the NW, NE, and SE Pacific—as well as in the Galapa-867

gos region itself—is counteracted by the lower value used in the SW Pacific.868

The Atlantic basin in the Global Baseline is very under-predicted as seen in Fig-869

ure 13c. As the sensitivity plots for the North and South Atlantic (Figures 12a and 12b870

respectively) indicate, lowering Cit in those regions will raise the M2 amplitude. This871

expectation is born out in Table 3, where it can be seen that the optimal Cit values for872

the North and South Atlantic are 2.2 and 1.0 respectively.873

Attempts were made to find some relationship between the optimal Cit values and874

the magnitude of the slopes in each region. Unfortunately, there did not appear to be875

a clear correlation between the two values. Additionally, when an attempt to re-perturb876

and re-optimize Cit was performed, the friction factors did not converge to values con-877

sistent with the first global optimization.878

We believe there are several reasons that the Cit does not optimize as neatly as bound-879

ary layer dissipation. First, the parameterization of internal tide conversion is somewhat880

mesh and resolution-dependent. While the topographic length scale parameter does a881

good job placing resolution in areas of high bathymetric gradient, it cannot place min-882

imum resolution in all those places. Second, unlike Manning’s n, there is large variabil-883

ity in the value of Cit that is optimal for a region. Because of this, the starting point (Cit =884

2.5) for the optimization metric was far away from the optimal value for regions with885

very high or very low optimal values. The optimization algorithm uses a linearization886

of the response function of amplitude to changing frictional value and thus may not be887

ideal for this application. This hypothesis is supported by Figures 6 and 7. The slopes888

of the error function as a function of changed frictional coefficient are far steeper for Cit889

than they are for boundary layer dissipation. As a proxy for the response in the tidal890

amplitude, the mean discrepancy compared to TPXO, D̄tpxo (see equation 8) highlights891

that changing Cit has a larger effect than changing Manning’s n. Finally, the global na-892

ture of the response of the tides to perturbations in internal tide dissipation means that893

there may be more than one optimal set of coefficients, which could cause inconsisten-894

cies between the slopes and the values of Cit.895

In addition to the challenges inherent in our optimization technique, there are ex-896

terior factors that affect the optimal Cit values. Foremost among these is the complex-897

ity of the baroclinic to barotropic conversion phenomenon. While internal tide dissipa-898

tion has been studied for decades (Garrett & Kunze, 2007), there is uncertainty in the899

best method to parameterize this complicated process. Additionally, the use of decadally900

averaged salinity and temperature fields from observational data could result in imper-901

fect depth-averaged values. Despite these challenges, there can be no doubt that this op-902

timization scheme greatly improved tidal results in this model both in the deep ocean903

and in coastal areas.904

7 Summary and Discussion905

The simplest method to evaluate the effects of the optimization is to examine the906

global error metrics as seen in Table 4. First, let us consider the comparisons to TPXO9907

since that is the reference solution used in the cost function. In the overall mean discrep-908

ancy from TPXO, there is an improvement from the global baseline to the global opti-909

mization of almost 0.6 centimeters in the M2 constituent. The additional improvement910
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Table 3. Optimized Cit values

Region Optimal Cit

North Atlantic 2.2
South Atlantic 1.0

Bering Sea 2.4
NE Pacific 3.4
SE Pacific 4.0
NW Pacific 4.0
SW Pacific 1.7
Galapagos 4.0

Indian Ocean 1.4
Japan Sea 3.8
Java Sea 1.0

Yellow Sea 1.2

seen in the local re-optimization is almost negligible in the overall statistics. In the deep911

ocean, the global optimization improves the results by over a centimeter. Unfortunately912

this improvement is to the detriment of the shallow solution, where results actually got913

worse in the global optimization. As has already been mentioned, the use of the local914

reoptimization improves the shallow solution compared to TPXO by 0.36 centimeters915

for the M2 over the global optimization (a net improvement from the global baseline of916

0.2 centimeters). At the same time, the deep water solution degrades slightly; however,917

it is still a net improvement of 0.86 centimeters.918

When comparing to the measured station data, the results are even more interest-919

ing. Noting that the stations were not included in the cost function, there is a marked920

improvement. Deep station results improve in the same pattern as when comparing to921

TPXO9, i.e. improving for the global optimization then degrading slightly with the lo-922

cal optimization. The shallow station also show the same pattern as their counterparts923

in TPXO9. Where the trends become most interesting is when comparing to coastal sta-924

tions. Because areas less than 20 meters in depth were omitted from the TPXO9 cost925

function, there is no analogous error metric for the coastal stations to compare with TPXO9.926

However, where the coastal stations differ from the shallow stations is in improvement927

over both steps of the optimization. With a net improvement of 1.11 centimeters, the928

shallow station error metric is where the most global improvement is seen.929

We believe that the shallow water solutions not improving with the global optimiza-930

tion is due to the error function minimization sacrificing shallow areas in an attempt to931

improve the deep ocean. One specific example is the European Shelf. By raising the fric-932

tion on the shelf, the North Atlantic, which is very under predicted in the baseline run,933

sees an increase in the M2 amplitude. Hence, the error minimization tries to raise that934

friction in order to improve the North Atlantic to the detriment of the solution on the935

European Shelf. However, by performing the local re-optimization, this is corrected and936

the shallow results see a net improvement.937

For constituents other than the M2, there is, generally, improvement for semi-diurnal938

constituents. Despite not being included in the cost function, the S2, N2, and K2 all939

show improvement in most error metrics (the exceptions being the mean discrepancy com-940

pared to stations in shallow regions for the S2 and K2). The diurnal constituents, on the941

other hand largely stayed the same or degraded slightly overall. While select error met-942

rics for the diurnal constituents did show modest improvement, there is not an obvious943

trend. Importantly, the 8 constituent error metrics all improved.944

Figure 13 also highlights the improvements compared to TPXO9 and shows that945

in certain basins they are far better than the global error metric indicates. The under-946
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Table 4. Summary of error statistics for major eight constituents for Baseline, Globally Opti-

mized, and Locally Re-Optimized runs. All error metrics are given in centimeters.

Const. Error Metric Global Baseline Global Optimization Local Re-Optimization

8
C

o
n

st

D̄tpxo,overall 5.18 4.61 4.59
D̄tpxo,deep 3.94 3.03 3.11
D̄tpxo,shallow 11.15 11.18 10.90
D̄sta,deep 3.75 3.04 3.18
D̄sta,shallow 10.18 13.74 9.77
D̄sta,coast 9.67 9.26 8.85

M
2

D̄tpxo,overall 3.70 3.10 3.10
D̄tpxo,deep 2.81 1.77 1.94
D̄tpxo,shallow 7.96 8.10 7.74
D̄sta,deep 2.67 1.72 1.94
D̄sta,shallow 7.18 9.52 6.16
D̄sta,coast 6.47 6.02 5.63

S
2

D̄tpxo,overall 2.83 2.49 2.45
D̄tpxo,deep 2.37 2.09 2.03
D̄tpxo,shallow 5.34 4.72 4.71
D̄sta,deep 2.41 2.19 2.19
D̄sta,shallow 4.93 6.12 5.12
D̄sta,coast 4.27 4.09 4.17

N
2

D̄tpxo,overall 0.77 0.70 0.72
D̄tpxo,deep 0.56 0.39 0.43
D̄tpxo,shallow 1.75 1.83 1.85
D̄sta,deep 0.51 0.38 0.43
D̄sta,shallow 1.76 2.02 1.64
D̄sta,coast 1.40 1.33 1.32

K
2

D̄tpxo,overall 0.90 0.47 0.48
D̄tpxo,deep 0.59 0.32 0.32
D̄tpxo,shallow 2.20 1.13 1.14
D̄sta,deep 0.41 0.36 0.36
D̄sta,shallow 1.01 1.37 1.03
D̄sta,coast 1.14 1.09 1.04

K
1

D̄tpxo,overall 1.67 1.83 1.83
D̄tpxo,deep 1.01 1.05 1.06
D̄tpxo,shallow 4.26 4.78 4.76
D̄sta,deep 0.54 0.73 0.74
D̄sta,shallow 1.84 1.99 1.80
D̄sta,coast 1.71 1.87 2.00

O
1

D̄tpxo,overall 0.78 1.00 1.00
D̄tpxo,deep 0.44 0.51 0.54
D̄tpxo,shallow 2.06 2.73 2.67
D̄sta,deep 0.28 0.34 0.38
D̄sta,shallow 1.00 1.35 1.04
D̄sta,coast 1.10 1.17 1.29

P
1

D̄tpxo,overall 0.53 0.51 0.52
D̄tpxo,deep 0.32 0.23 0.28
D̄tpxo,shallow 1.34 1.36 1.38
D̄sta,deep 0.18 0.19 0.20
D̄sta,shallow 0.65 0.66 0.67
D̄sta,coast 0.64 0.68 0.70

Q
1

D̄tpxo,overall 0.18 0.21 0.21
D̄tpxo,deep 0.12 0.12 0.13
D̄tpxo,shallow 0.44 0.53 0.54
D̄sta,deep 0.18 0.18 0.17
D̄sta,shallow 0.71 0.68 0.67
D̄sta,coast 0.33 0.33 0.35
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prediction throughout the Atlantic Ocean is largely solved and much of the Pacific Ocean947

has also improved. Figure 13a and 13b are included to again highlight the magnitude948

of improvement that can be seen by using higher quality bathymetry over and above any949

improvement that could hope to be seen by tuning friction factors. Simply by upgrad-950

ing the bathymetry, especially in the Antarctic ice shelves and in Hudson Bay, the en-951

tirety of the globe shows dramatic improvement. Another very interesting result can be952

seen by comparing the Atlantic basin in both Figure 13c and 13e. In the global base-953

line, the entirety of the Atlantic is underpredicted. This is primarily due to too high of954

Cit for that basin. By using basin-sector-specific values, and by carefully choosing those955

values, the entire Atlantic ocean can be drastically improved. The improvement is not956

limited strictly to amplitudes either as 13d and 13f highlight. The complex error, which957

accounts for both amplitude and phase, also shows marked improvement between these958

two runs.959

The improvement from the global optimization (13e and 13f) to the local re-optimization960

(13g and 13h) is more subtle. In this step, several areas were further sub-divided in or-961

der to provide more degrees of freedom to optimize local areas. Among these were di-962

viding the European Shelf into the Irish Sea, English Channel, and the remainder of the963

European Shelf. By performing the re-optimization, results on the European Shelf were964

significantly improved. Another regions this procedure was used was in the Yellow and965

East China Seas. These two regions were further divided into the Sea of Japan, Korean966

Strait, Yellow Sea, and South China Sea. Again, this procedure greatly improved local967

solutions.968

A final measure of model skill to consider is calculating the total tidal dissipation969

within the model. While there is a certain amount of uncertainty in what distribution970

of tidal dissipation exists in nature, it is relatively well accepted that tides dissipate ap-971

proximately 3.6 terrawatts of energy (Munk, 1997). This value is calculated from astro-972

nomical inputs and thus has relative certainty. What is more unclear is the distribution973

between internal tide dissipation and boundary layer dissipation. Munk (1997) estimates974

2.6 TW of dissipation on the shelves and 0.9 TW dissipated through internal tides. In975

our Global Baseline model, boundary layer dissipation accounted for 1.72 TW of dissi-976

pation and internal tides accounted for 1.49 TW. This brings the total dissipation to 3.21977

TW, which is slightly lower than the accepted total. After performing the global and lo-978

cal optimizations, however, the new totals came out to 1.83 TW of boundary layer dis-979

sipation and 1.49 TW of internal tide dissipation. This brings the total dissipation to980

3.31 TW in the local re-optimization. Note that we are missing lateral viscous dissipa-981

tion which likely plays a roll in the high energy dissipation regions. Our findings indi-982

cate that more dissipation occurs due to internal wave conversion than was previously983

expected. Egbert and Ray (2001) estimate that 1 TW or more could be dissipated in984

the deep ocean (where dissipation is dominated by internal tides). Furthermore Green985

and Nycander (2013) raises this estimate even further, estimating that up to 1.18 TW986

are dissipated by internal tides. Our new findings seems to indicate that it could be higher987

than that by 50% or more. This is partly due to better attribution of dissipation as we988

directly compute it from the dissipation terms. Furthermore we better resolve both shelf989

regions and steep topography where internal dissipation dominates than previous data990

assimilated models, likely increasing internal tide dissipation along mid-oceanic ridges991

and shelf breaks.992

Figure 14 shows the amplitude and phase of the M2, Q1, O1, P1, K1, N2, S2, and993

K2 tides. Additionally, Figure 15 shows the same constituents compared to global tidal994

stations.995

Overall our optimized solution finds solutions with very low error metrics compared996

to both TPXO9 as well as tidal station data. Certainly bathymetric is a few select lo-997

cation plays a large role in tidal fidelity. Boundary layer dissipation is also critical in a998

few very limited regions. In fact 50% of the total global tidal boundary layer dissipation999

occurs over only 0.2% of the ocean. Furthermore, optimal bottom friction parameters1000

align very well with the energetics of the very limited high dissipation regions. The large1001
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(a)

(c)

(e)
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(d)

(f)

(h)

Figure 14. Amplitude and phase of best solution.
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 15. Errors compared to tidal gauges of the best solution. Colorbars have the same

error brackets as amplitude errors in Figure 13.
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bottom friction values in the Arctic also make good physical sense. Especially interest-1002

ing is investigating why dissipation parameterization coefficients are so high in the Aleu-1003

tians and Ryukyu Islands. The missing lateral viscous dissipation due to highly ener-1004

getic eddying is likely driving these high coefficients.1005

Certainly the sensitivity of the Ronne ice shelf needs to be explored in more de-1006

tail. As we have suggested, there appears to be a resonant effect running North-South1007

through the Atlantic. Further examination of this effect could be highly instructive and1008

further the understanding of global tidal dynamics.1009

Another future course of action is to incorporate time varying salinity and temper-1010

ature profiles from a high resolution global ocean model to drive ADCIRC’s baroclinic1011

pressure gradient terms. While this coupling has been performed on a regional mesh by1012

using data from a global forecast system, it has not been studied on a global mesh (Pringle1013

et al., 2019; Metzger et al., 2017). Incorporating this data will allow for live calculation1014

of baroclinic currents, allowing for far better capture of currents systems in the ocean1015

such as the Gulf Stream. By incorporating these currents, both the draw down and pil-1016

ing up of water along coasts due to such currents can be captured. Using live baroclinic1017

information will also allow us to capture the seasonality of internal tide dissipation, which1018

is known to vary throughout the year due to changing density and buoyancy. Finally,1019

this information will allow for steric effects to be incorporated through post processing1020

by estimating steric effects at various times during simulations.1021

Finally, while the optimization strategy used in this study was relatively rudimen-1022

tary, it demonstrates that such techniques can result in large improvements in global tides.1023

Further improvement of optimization techniques for this purpose could result in even greater1024

improvement in tidal results.1025
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