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 Classification for the Determination of
Estimation Domains in a Cu-Zn Skarn Deposit in

Central Peru, New Approach using Gaussian
Kernel Support Vector Machine
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Abstract— The Ore-control block-model in an open pit mine constitutes the final outcome after rigorous analysis and interpretations of a

wide range of geological data. Moreover, modeling different variables in current tools such as GIS software or specialized programs may

be highly time consuming and these software’s and tools may restrict you to use determined types of data and can be un-accurate when

they are utilized for making attempts to find out multivariate relationships. One of these ore-control tasks that has to be done is the

determination of the short-term grades for the block-model, within which diverse mathematical calculations are carried out. In order to get

the grade estimation, geologists require to determine the Estimation Domain for every lithology and then go forward with the estimation

techniques using the laboratory grades from blastholes samples as an input, so it is clear that estimation domains are essential for ore-

control purposes. Estimation domains require logged lithology and grades input of every blast hole sample; the logged lithology is directly

obtained by the geology staff  by describing the detritus from blastholes. This paper aims to present novel  results in determining the

relationships of multivariate laboratory assays in a Cu-Zn Skarn deposit and its corresponding logged lithology using kernel support vector

machine algorithm, so with this, it may be possible for geologists to forecast lithology of every sample, based on its chemical content, and

so, they will be able to determine estimation domains.

Index Terms— Blasthole, Kernel trick, LaGrange multiplier, Litho-geochemistry, Radial Basis Function, Skarn, Support Vector Machine.

——————————      ——————————

1 INTRODUCTION                                                                   

upport Vector Machines (SVM) recently became one of the
most popular classification methods. They have been used

in a wide variety of applications such as text classification [1],
facial expression recognition [2], gene analysis [3] and many
others.  In  many  real-life  situations  we  want  to  be  able  to
assign an object to one of several categories based on some of
its characteristics. For example, based on the results of several
laboratory assays we want to be able to say whether a blast
hole  detritus  sample  belongs  to  a  particular  estimation
domain  or  not  [4].  In  this  paper  we  address  Vapnik’s  [5]
Support Vector Machine (SVM), and in particular its training
when the so-called Gaussian kernel is adopted [6].

S

   Support Vector Machines can be thought of as a method for
constructing a special kind of rule, called a linear classifier, in
a way that produces classifiers with theoretical guarantees of
good predictive performance (the quality of classification on
unseen  data).  The  theoretical  foundation  of  this  method  is
given  by  statistical  learning  theory  [7].  Literature  study
reveals  that  SVM  has  been  used  to  solve  classification
problems  in  different  domains  of  research  such  as
hyperspectral  imaging  [8],  reservoir  characterization  [9],
imbalanced dataset [10],  and machines [11]. The theory and
approaches of SVM (binary or multiclass) has been discussed
in length [12]. In essence, SVM is a binary classifier. Therefore,
in case of a multiclass problem as in our case of  study, the
problem is divided into a series of binary problems which are
solved  by  binary  classifiers,  and  finally  the  classification
results are combined following either the one-against-one or

one-against-all strategies [13].

To  start  comprehending  this  work  it  is  required  we
understand  the  detritus  logging.  Detritus  logging  is  a
significant  labor carried out by the geology staff  on a daily
basis. This, consists on describing the mineralogical features,
the approximate visually determined ore content and besides, 
some physical properties of the detritus coming from the blast
holes.  Each and every day over  300  blastholes  samples  are
logged  and  the  most  important  variable  described  is  the
lithology which is afterwards utilized for the grade estimation
process.  As the time passes,  activities need to be optimized
according to the trending and so automatic data generating
need to impose over old methods. Litho-geochemistry; which
is defined as the determination of the chemical composition of
the  rock  units  with  the  objective  of  detecting  distribution
patterns of elements that are spatially related, might help us;
in  this  case,  a  skarn  zonation.  In  other  words,  litho-
geochemistry can be used for the classification of  particular
types of rocks and zones based on chemical elements content.

In  this  work  we  are  seeking  the  results  of  applying
classification with Support Vectors Machine on a specific set of
data available from a Skarn deposit in Central Peru. This is not
a determinant result due to the set of data do not contain the
specific elements analyzed that would be needed in order to
characterize  a  specific  type  of  rock,  however  it  will  give  us
initial impressions of how effective the SVM method is, and if
the current set of elements assayed in this deposit are sufficient
to determine estimation domains .
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2 LITERATURE REVIEW

2.1 Support Vector Machine

SVM’s are one of the top edge supervised learning algorithms.
To gain a better grasp of how SVM works we need to first get
an insight of what margins is, and the idea of separating data
with  a  widest  space  between  them.  We  also  need  to
understand  the  Lagrange  duality  that  we  are  not  going  to
discuss in depth here. Finally, kernels will show us a way to
apply  SVM’s  in  a  higher  dimensional  space.  Many  kernels
have been developed for special applications such as sequence
matching in bioinformatics [14] and that is the reason because
general  properties  of  kernels  are  described  in  many
publications, including [15]. The main objective of SVM is to
find the optimal hyperplane in order to linearly or no- linearly
separates  the  data  points  in  two  or  more  components  by
maximizing the so-called margin.

2.2 SVM Formulation

It  is  better  to  first  understand  the  support  vector  machine
concept with binary classes due to it can be later extrapolated
for multi-classes analysis. 

TABLE 1

In the image below we can see the two classes of points and
the hyperplane passing in the midst of these two-point classes
in such a way to give us the widest road or gap to separate the
two group of points displayed. This is known as the  widest
street  approach and  represents  the  best  intuitive  way  to
separate two groups of data.

Fig. 1. Schematization of the SVM algorithm.

The formulation is as follows:

w . x i+b≥1 for y i=+1 (1.1)
w . x i+b≤−1 for y i=−1 (1.2)

Combining above two equation, it can be written as:
y i (w . x i+b )−1≥0 for y i=+1 ,−1 (1.3)

Now the circled points represent the Support Vectors which lie

closest to the hyperplanes H1 and H2, and so these can be
described by:
x i .w+b=+1 for H 1 (1.4)
x i .w+b=−1 for H2 (1.5)

As it can be seen, we get two planes corresponding to H1 and
H2  which  are  the  margins  and  M  meaning  the  distance
between these margins, so in order to maximize the distance
between them it equals the operation of maximizing 1/|w| 

M=(
1−b
|w| )−

−1−b
|w|

(2.1)

M=2/|w| (2.2)
which is the same to minimize the term:

min‖w‖
2
/2 ; y i (w . xi+b )−1≥0 for i=1…l (2.3)

So,  in  order  to  solve  the  equation  taking  into  account  the
constraints  in  this  minimization,  we  need  to  allocate  them
Lagrange multipliers α, where αi ≥ 0 ∀i :

LP=
1
2
‖w‖

2
−α [ y i (x i .w+b )−1∀i ] (2.4)

¿
1
2
‖w‖

2
−∑
i=1

L

α i [ y i (x i .w+b )−1 ] (2.5)

¿
1
2
‖w‖

2
−∑
i=1

L

α i y i (x i .w+b )+∑
i=1

L

αi (2.6)

We wish to  find the  w and b  which minimizes,  and the  α
which maximizes (whilst keeping αi ≥ 0 ∀i). We can do this by
differentiating  LP with  respect  to  w and  b and setting the
derivatives to zero so we get the following final equations:

w=∑
i=1

L

αi . y i . xi (2.7)

0=∑
i=1

L

α i . y i (2.8)

2.3 Gaussian Radial Basis Function (SVM)

In this section we will  talk about the effects  of  varying the
gamma and C parameters of the Radial Basis Function Kernel
SVM from the Scikit library. And so we can say that a large C
gives you low bias and high variance; low bias due to you
penalize the cost of misclassification a lot; on the contrary, a
small  C  gives  you higher  bias  and lower  variance.  On the
other  hand,  small  gamma will  give  you low bias and high
variance while a large gamma will give you higher bias and
low  variance.  The  task  is  related  to  find  the  best  C  and
Gamma  hyper-parameters  which  are  usually  found  using
Grid-Search analysis. Proper choice of C and gamma is critical
to the SVM’s performance.
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This needs to be taken into account that C parameter does not
appear directly within the RBF kernel equation, since it is the
penalty associated to the instances which are misclassified or
violates the maximal margin. It is also very important to know
that when performing SVM classification, it’s often helpful to
scale  the  training  data  for  SVM  training,  for  example  by
subtracting the mean and dividing by the standard deviation,
and afterwards scale the test data with the mean and standard
deviation of  training data.  The next equation represents the
Gaussian Radial Basis Function used in this paper.

K (x , x ' )=exp (−γ‖x−x '‖
2
) , γ>0 (3.1)

3 DATA DESCRIPTION

3.1 Data

Samples  were  gathered  from  a  same  zone  of  the  deposit
studied,  not  all  existing  samples  in  that  region  were
considered due to the high computer resources it would take
to process them. As a result, 100 samples were taken for each
of the 5 rock types or classes, summarizing a total of 500 data
for the purpose of the present paper. Laboratory assays were
given  for  the  500  blastholes  samples  in  elements  such  as
Copper,  Zinc,  Bismuth,  Molybdenum,  Arsenic,  Lead,  Silver,
Iron,  Cobalt  and  Sulfur.  The  500  samples  set  of  data  also
contains  a  field  with  a  code  of  rock  type  which  was
determined  by  geology  staff.  In  this  study  we  have  only
considered five main lithologies corresponding to the endo-
skarn and exoskarn in such a way that the calculations may
give  us  representative  results,  these  are  the  rocks
corresponding to the intrusive; a non-Cu-rich proximal endo-
skarn;  a  Cu-rich  endo-skarn;  and  2  rocks  in  the  proximal
exoskarn. We will now name them in a range from Class 1 to
Class 5 respectively for later analysis.

3.2 Data Statistics

Finding the performance of Gaussian RBF Kernel SVM using
the best fit parameters is what we are going to develop in the
next  paragraphs,  we  are  not  going  to  deepen  into  the
Exploratory data analysis for our 500 samples data set since
that is out of the scope of this research. 

Additionally,  in order to keep data secure we will  only
present a brief summary of the statistics of the used data. In
the tables below we can see the statistics of the data used. The
basic statistics are presented for the ten elements assayed.

TABLE 2
Statistics of the whole set of data

On the upcoming tables the summarized statistics is presented
by each rock type or classes from 1 to 5, so we can get a better 
idea of the chemical content they have.

TABLE 3
Basic statistics of Class 1

Intrusive Rock. Waste rock, presents no mineralization in either copper or 
zinc.

TABLE 4
Basic Statistics of Class 2

Near and slightly developed endo-skarn rock type. Mostly with no or low
content of mineralization in copper.

TABLE 5
Basic Statistics of Class 3

Well-developed dark garnets rock type. With high concentration of 
copper. Mineralized zone.

TABLE 6
Basic Statistics of Class 4

Near exo-skarn with mineralization of copper and zinc. This rock type 
present garnets are brownish and greenish coloring.
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TABLE 7
Basic statistics of Class 5

Near exoskarn presented next to the Class 4 Rock type. This rock type 
presents higher Zn content mainly and mineralization of copper as well. 
Garnets are light-green coloured.

4 METHODOLOGY

5 RESULTS AND ANALYSIS

In the evaluation carried out the best parameters found were
C: 100.0, gamma: 0.1 with a score of 0.77

Fig. 2. Heat map of the classifier’s cross validation accuracy as a 
function of C and gamma. In our example, the best parameters lie 
on the upper center of the grid.

After evaluating the algorithm, confusion matrix precision
gives us the first sight of the effectiveness in the predictions,
0.20 percent  of  the whole data was used as the  test  size,  it
means 100 samples. In the figure below we can appreciate that
the highest performances were achieved in Class 1 (intrusive)
where  only  1  sample  was  misclassified  as  Class  2  and  3
samples as Class 5; and in relationship with Class 5 there are
no misclassifications. The weakest performance was obtained
in the Class 4 where 22 samples were misclassified as Class 5
rock type.

Fig. 3. Confusion Matrix resulted from evaluation.

In the Classification report the best precision was reached
in Class 1 rock type which turns to be the intrusive with no
content  of  mineralization  and  the  worst  performance  was
encountered into the Class 4 Rock type with a precision of 0.67
and a recall value of 0.08, this class correspond to the near low
developed endo-skarn.

TABLE 8
Final Classification Report

The weighted average is 0.76 for precision and 0.58 for recall.

6  CONCLUSION

As  a  result  of  the  evaluations,  we  conclude  that  the
performance of RBF Kernel SVM on 500 samples from Skarn
deposit was moderately acceptable so far aiming to help as a
tool for the determination of the estimation domains, it seems
the  rock  type  classification  based  on  chemical  sign  may
represent a possible option if we account with a complete set
of chemical element contents. It is recommended to perform
similar calculations but regarding complementary data of the
assays that were not taken into account in this work.

In  any event,  further  calculations  with  different  parameters
range must be tested in the future with a higher amount of
data set to enhance the results. With respect to the lithological
logging, sometimes a blast hole sample presents more than a
solely rock, in this study only the main rock was considered
and that could negatively affect the results presented. Finally,
it is necessary to evaluate the data with others Kernel SVM
functions  to  contrast  the  results  and  to  get  a  better
comprehension of them.
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