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Abstract20

Airborne geophysics is widely used in regional-scale mineral exploration because it pro-21

vides rapid collection of multiple types of geophysical data over large areas. The avail-22

ability of multiphysics data is potentially useful because the complementary information23

contained in the multiple data sets can be integrated into a common earth model con-24

sistent with all available data and prior information. However, quantitative integration25

of regional-scale multiphysics airborne geophysical data is rarely reported in literature.26

To fully tap into the complementary information contained in airborne gravity and mag-27

netic data for regional-scale mineral exploration, we followed a workflow that focuses on28

two key components: joint inversion and geology differentiation. Joint inversion allows29

the models to constrain each other at the inversion stage, resulting in structurally sim-30

ilar physical property models and enhanced correlations between inverted physical prop-31

erty values. Geology differentiation classifies the jointly inverted physical property val-32

ues into distinct classes and builds a 3D quasi-geology model that shows the spatial dis-33

tribution of different geological units. Prior geological information from various sources34

is also used when performing geology differentiation. We first tested this workflow on35

synthetic data before applying it to a set of airborne gravity and magnetic data from the36

Quesnel terrane in central British Columbia. We have successfully identified 9 different37

geological units that are consistent with the airborne geophysical data and prior geolog-38

ical information in the QUEST project area. Our results allowed for a more detailed clas-39

sification of the geology beneath a thick overburden of glacial sediments and we have also40

identified potential targets for future detailed surveys that are spatially correlated to known41

mineral deposits (Mount Milligan, Lorraine, Takla-Rainbow, and Kwanika deposits). Our42

work provides guidance for follow-up detailed surveys in the Quesnel terrane and high-43

lights the benefits of integrated interpretation of multiphysics geoscientific data.44

Plain Language Summary45

With global energy transition, the demand for minerals is expected to increase dra-46

matically in the coming decades. Therefore, an urgent need exists of discovering more47

minerals. However, mineral exploration is increasingly focused on areas with thick sed-48

imentary covers, which makes direct sampling difficult and surface geology work less use-49

ful. Geophysics, as a non-invasive method, can provide structural and compositional in-50

formation in the subsurface. We focused on an under-explored region of British Columbia51

between Williams Lake and Mackenize. This area is of interest because it hosts several52

known copper and gold porphyry deposits in the north and south parts, whereas the cen-53

tral part is overlain by a thick overburden of glacial sediments. Our goal is to use the54

publicly available airborne geophysical data to map out prospective areas for mineral ex-55

ploration in the central part. We used two techniques to accomplish our goal, namely,56

geophysical inversion and geology differentiation. The geophysical inversion in the first57

step allowed us to construct a 3D density contrast model and a 3D magnetic suscepti-58

bility model. The distribution of the recovered density and susceptibility values and their59

spatial variations reflect the subsurface geology. In the second step, we classified the re-60

covered density contrast and susceptibility values into 9 classes, each of which is char-61

acterized by unique ranges of physical property values, and represents one distinct ge-62

ological unit. We found significant correlation between known mineral deposits and Classes63

2 & 3 in the north and south parts of our study area. Those geological bodies correspond-64

ing to Classes 2 & 3 in the central part were, therefore, identified as prospective targets65

for detailed follow-up geophysical surveys and study. Our work shows that 3D geophys-66

ical inversion, when combined with geology differentiation, can help identify prospective67

areas for mineral exploration on a regional scale.68
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Figure 1. Geological map of the QUEST survey area, after Cui et al. (2017), with the loca-

tions of some known mineral deposits shown in green circles: 1) Lorraine, 2) Mount Milligan,

3) Mouse Mountain, 4) Gibraltar, 5) Mount Polley deposits. Shown in yellow is the Quaternary

sediment layer that overlays most of the central part of the Quesnel terrane. Note only the most

representative units are presented on the legend to the right.

1 Introduction69

The QUEST project, standing for Quesnellia Exploration Strategy, was carried out70

to collect geological, geophysical, and geochemical data in central British Columbia be-71

tween Williams Lake and Mackenzie with the purpose of stimulating mineral exploration72

in underexplored regions (Geoscience BC, 2008). Geophysical data, including airborne73

gravity, magnetic, and electromagnetic (EM) data, were collected throughout the years74

2007 and 2008 and were primarily focused on the Quesnel terrane, which is highly prospec-75

tive for copper and gold porphyry deposits as it is the host of several known mineral ore76

deposits (e.g. Mount Milligan, Mount Polley, Gibraltar deposits). The northern and south-77

ern parts of the survey area have exposed bedrock and outcrops that have helped assess78

the mineral prospectivity of the region. The central part, however, is largely underex-79

plored due to a thick layer of Quaternary glacial sediments and till. Figure 1 shows a80

geological map with the glacial overburden in yellow and the locations of some known81

mineral ore deposits (Cui et al., 2017).82

Previous work on the QUEST geophysical data was presented in Phillips et al. (2009)83

and Kowalczyk et al. (2010), where the airborne gravity, magnetic, and EM data have84

been inverted separately. They interpret the inverted physical property models through85

a classification process with the argument that separating the models into groups of cells86

with similar properties and mapping these in the 3D spatial domain may serve as a proxy87

for geology. Phillips et al. (2009) classified each point in the density contrast-susceptibility88

crossplot and incorporated the inverted electrical conductivity values to their classifica-89

tion by color-coding each point in the crossplot by its corresponding conductivity value.90

The authors divided the inverted density contrast and susceptibility values each into 391
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arbitrary classes of high, medium, and low values, resulting in a total of 9 classes. They92

also extended this classification to include the background conductivity model with high,93

medium, and low cut-offs, leading to a classification of 27 classes. However, as the au-94

thors stated, this classification scheme involves a high degree of subjectivity. Kowalczyk95

et al. (2010) have classified the inverted density contrast and susceptibility values into96

19 classes. Despite the promising results in (Kowalczyk et al., 2010), the geological rea-97

soning behind how each class was defined remains unclear. It is also noteworthy that the98

identified classes in both Phillips et al. (2009) and Kowalczyk et al. (2010), when visu-99

alized in crossplots, are mostly rectangle-shaped, an indication of the arbitrarily deter-100

mined cut-off values without considering the site specific physical property relationships101

in the QUEST project area. We argue that a better outcome can be achieved by closely102

examining the trends, groupings, and relations revealed by geophysical inversions followed103

by a classification driven by these features instead of some arbitrarily determined cut-104

off values.105

Indeed, the work in both Phillips et al. (2009) and Kowalczyk et al. (2010) show106

the potential for applying better techniques. Namely, we may improve on the classifi-107

cations that were based on the recovered physical property models from separate inver-108

sions of the geophysical data by implementing joint inversion. Here, we define separate109

inversions as inversions that are performed independently from each other without the110

exchange of any information between the inversions. We argue that joint inversion could111

further improve the classification of geological units and potentially lead to new knowl-112

edge on the mineral prospectivity of the region for two reasons. First, previous work (e.g.,113

(Fregoso & Gallardo, 2009a; Doetsch et al., 2010a; Infante et al., 2010; Sun et al., 2020))114

demonstrates that joint inversion of potential field data leads to better defined linear fea-115

tures with lesser amount of scattering, which allows the subsequent classification to work116

less subjectively and potentially more reliably because the classification is largely driven117

by the linear features revealed by joint inversion. Secondly, previous work such as Oldenburg118

et al. (1997) and Phillips et al. (2001) clearly shows the structural inconsistency or even119

conflict from separate inversions, which presents challenges during interpretation as many120

judgment calls must be made to reconcile the inconsistent features based on an inter-121

preter’s experience or geological perception. However, when a structure-based joint in-122

version is implemented, such as cross-gradients joint inversion (Gallardo & Meju, 2003),123

the structural information in the density contrast model is used to constrain the struc-124

tures in the susceptibility model, and vice versa. Complementary structural information,125

if it exists in the QUEST geophysical data and is effectively used during inversion, will126

result in density contrast and susceptibility models that are more structurally consistent127

with each other. The enhanced structural similarity will facilitate the classification of128

inverted physical property values and will be less subjective as the need of reconciling129

inconsistent features is largely reduced.130

The goal of our work is to improve upon the previous work on the QUEST geo-131

physical data and to further our understanding of the mineral prospectivity in the Ques-132

nel terrane, especially under the glacial overburden, through the integrated interpreta-133

tion of multiple geophysical and geological data. We follow the workflow presented by134

Y. Li et al. (2019). First, multiple geophysical data sets are inverted to obtain physical135

property models. For our study, we perform joint inversion based on the cross-gradients136

method (Gallardo & Meju, 2003). Secondly, the jointly inverted physical property val-137

ues are examined and classified into different groups in the crossplot based on the lin-138

ear trends revealed by inversion as well as from available geological information in the139

QUEST project area. Thirdly, the classified groups are mapped and visualized in the 3D140

spatial domain, which shows the 3D distribution of the various geological units. The whole141

process, therefore, consists of three components: joint inversion, classification in a cross-142

plot, and visualization in 3D. Following Y. Li et al. (2019), we will refer to the last two143

components collectively as geology differentiation and the final 3D model as 3D quasi-144

geology model. The quasi-geology model can then be used to make inferences about the145
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Figure 2. A diagram of the quantitative workflow used in this study for the integrated inter-

pretation of gravity and magnetic data with a priori geological information.

geology, and depending on the application, may be used to identify targets for subsequent146

detailed surveys. A flowchart of the workflow is shown in Figure 2.147

We note that our current work is limited to the airborne gravity and magnetic data148

collected over the QUEST project area due to the following two reasons. First, being able149

to perform 3D inversions of massive regional-scale EM data alone is at the forefront of150

EM research. Jointly inverting regional-scale airborne gravity, magnetic, and EM data151

in a unified 3D framework is yet to be achieved. Indeed, it has not been reported in lit-152

erature. Secondly, the airborne EM data have a very different depth of investigation (less153

than 1 km) than the gravity and magnetic data. Whether joint inversion of the three data154

sets would result in better geophysical models remains unknown and requires more work.155

We, therefore, defer the incorporation of the airborne EM data to future work.156

For the following sections of this manuscript, we begin with the description of the157

workflow used for this study where we provide a brief review of joint inversion and ge-158

ology differentiation. We then illustrate this workflow by applying it to synthetic grav-159

ity and magnetic data. Next, we provide a description of the geological setting of the QUEST160

survey area, followed by the presentation of the collected airborne gravity and magnetic161

data with a brief overview of the processing steps that the data has undergone. We have162

included a section to describe the procedures used to estimate the data errors, a step that163

has proven critical in the inversions of field data. Lastly, we present the application of164

the workflow to the QUEST data. We first jointly inverted the airborne gravity and mag-165

netic data to obtain 3D density contrast and susceptibility models. We then performed166

geology differentiation based on the jointly inverted physical property values and avail-167

able geological data. The final product of this study comes in the form of a 3D quasi-168

geology model with identified targets for future detailed surveys that may help investi-169

gate the prospectivity of mineral deposits in the underexplored regions.170

2 Methods171

The two main components of the quantitative workflow for the integrated inter-172

pretation of multiple geophysical and geological data used for this study are joint inver-173
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sion and geology differentiation (Figure 2). As defined in Moorkamp et al. (2016), joint174

inversion refers to a unified numerical framework where different data sets are inverted175

simultaneously within the same optimization process. An essential component of joint176

inversion is a strategy determining how the exchange of information between different177

models is realized. This strategy is typically summarized by a coupling term. Depend-178

ing on the specific form of the coupling term, joint inversion can enhance either struc-179

tural similarity (Gallardo & Meju, 2003; Linde et al., 2006) or physical property corre-180

lations (Afnimar et al., 2002; Lelièvre et al., 2012; Kamm et al., 2015) between the in-181

verted physical property models. A favorable consequence of the enhanced structural sim-182

ilarity and physical property correlations is that the subsequent geology differentiation183

can be done less subjectively and potentially more reliably, as shown by recent works (Y. Li184

et al., 2019; Astic et al., 2020; Sun et al., 2020). Below, we describe the joint inversion185

and geology differentiation methodologies used for this study.186

2.1 Joint Inversion187

In this study, we employ the smoothness-based Tikhonov regularization methods
as described in Y. Li and Oldenburg (1996, 1998a) to invert the gravity and magnetic
data. The goal of the regularized inversion is to find the smoothest model that can fit
the data within a desired error tolerance. Mathematically, the inverse problem can be
solved as an optimization problem that seeks to minimize the following objective func-
tion:

ϕ(m) =
∥∥Wd

(
dobs − F[m]

)∥∥2
2
+ β

∥∥Wm

(
m−mref

)∥∥2
2

(1)

where the first term is the data misfit term that measures the difference between the ob-188

served and predicted data, and the second term is the model regularization term which189

measures the complexity of the model. Here, m is the model vector, dobs is the observed190

data, F is the forward modeling operator, Wd is the data weighting matrix that incor-191

porates the data uncertainties and their correlations, Wm is the model weighting ma-192

trix that incorporates the smallness and smoothness of the model, and mref is a refer-193

ence model that reflects any a priori information about the geology or physical prop-194

erty model (Oldenburg & Li, 2005). We also incorporate the sensitivity-based spatial weight-195

ing as described in Y. Li and Oldenburg (2000) into Wm to counteract the decay of the196

gravitational or magnetic effect with distance (Y. Li & Oldenburg, 1996, 1998a). Lastly,197

the regularization or trade-off parameter, β, controls how much each term contributes198

to the objective function. The value for the regularization parameter is determined based199

on the target data misfit value.200

For joint inversion, the objective function to be minimized is an extension of equa-
tion (1). For the case of joint inversion of two different data sets, the objective function
is

ϕ(m1,m2) =
∥∥Wd1

(
dobs
1 − F1(m1)

)∥∥2
2
+ β1

∥∥Wm1

(
m1 −mref

1

)∥∥2
2
+∥∥Wd2

(
dobs
2 − F2(m2)

)∥∥2
2
+ β2

∥∥Wm2

(
m2 −mref

2

)∥∥2
2
+

λ

M∑
i=1

[∥∥∥∇m1
(i)
∥∥∥2
2

∥∥∥∇m2
(i)
∥∥∥2
2
−

(
m1

(i) ·m2
(i)
)2

] (2)

where m1,2 are two different physical property models and the last term is the coupling201

function which defines how the two different physical properties are coupled. Here, λ is202

the weighting parameter for the coupling function. For our coupling function, we used203

cross-gradients, but instead of using the cross-product form defined by Gallardo and Meju204

(2003), we used the equivalent dot-product form because the latter is easier to handle205

numerically, especially when deriving its gradient. Our joint inversion code was devel-206

oped as part of an open-source Python framework for geophysical inversions, Simulation207

and Parameter Estimation in Geophysics (SimPEG - https://simpeg.xyz/) (Cockett et208

al., 2015).209
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2.2 Geology Differentiation210

Geology differentiation is the process of identifying different geological units using211

multiple physical property models that are recovered from geophysical inversions (Y. Li212

et al., 2019). Some applications of geology differentiation include alteration zones map-213

ping (Hanneson, 2003; N. C. Williams et al., 2004; N. Williams & Dipple, 2007; Good-214

win & Skirrow, 2019) and lithology mapping (Fraser et al., 2012; Martinez & Li, 2015;215

A. Melo & Li, 2016; A. T. Melo et al., 2017; A. T. Melo & Li, 2019; Astic et al., 2020;216

Sun et al., 2020; K. Li et al., 2021; Wei & Sun, 2021). Geology differentiation is typi-217

cally performed by first visualizing the recovered physical property values in a crossplot218

which are then classified into distinct classes. Each class is characterized by a unique range219

of physical property values. A critical task when performing geology differentiation is220

to determine how to classify the inverted values into different classes. When prior ge-221

ological information is sparse and when physical property measurements are not avail-222

able, the classification can be done by inspecting the natural trends (such as linear trends)223

and groupings that occur among the inverted values in the crossplot. Previous work (Sun224

et al., 2020; K. Li et al., 2021) shows that valuable information about subsurface geo-225

logical structures and compositions can be extracted using such approach. On the other226

hand, if prior physical property measurements on rock samples in a study area are avail-227

able, the expected ranges of physical property values for different geological units can228

be established, based upon which classification of the inverted values can be achieved.229

Previous work, such as A. T. Melo et al. (2017), demonstrates the effectiveness of this230

approach. The identified geological units can then be mapped onto the 3D spatial do-231

main to construct a 3D quasi-geology model that shows the spatial distributions of the232

different geological units.233

2.3 Summary of the Workflow234

Our workflow is summarized in Figure 2. The workflow starts with the availabil-235

ity of multiple geophysical and geological data sets. The multiple geophysical data are236

then jointly inverted to produce corresponding physical property models. In our case,237

the availability of gravity and magnetic data allowed us to perform joint inversion to re-238

construct density contrast and susceptibility models. Next, based on the linear trends239

apparent on the crossplot of jointly inverted physical property values, we did an initial240

classification and visualized the differentiated units in 3D to see if there is any correla-241

tion with either the well-defined inverted features (such as large-amplitude density con-242

trast or susceptibility anomalies) or known geological features, such as mineral deposits.243

In an iterative manner, the bounds between the different classes were adjusted until we244

achieved a reasonable correlation with the main geophysical or geological features. The245

identified classes were then visualized into a 3D quasi-geology model to provide insights246

into the spatial distribution of the different geological units. Depending on the purpose247

of the study, the 3D quasi-geology model can be used to make inferences about the un-248

derlying geology, or if needed, to define new targets for subsequent detailed surveys.249

Having established the workflow, we proceeded by first testing its validity on syn-250

thetic gravity and magnetic data. A synthetic test allows us to test the workflow in a251

controlled setting to verify both the validity and the effectiveness of the workflow. It also252

provides us with evidence that our assumptions are valid and gives us an opportunity253

to manage or control parameters that may affect the results before applying it to the field254

data. Thus, when properly conducted, a synthetic test provides us with a proof of con-255

cept for the workflow.256

3 Synthetic Test257

We present a synthetic example to better illustrate the workflow for the integrated258

interpretation of multiple geophysical and geological data based on joint inversion and259
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Table 1. Physical property values of the causative bodies for the synthetic test

Unit Density contrast (g cm−3) Magnetic susceptibility (SI)

A -0.3 0.03

B -0.3 0.1

C 0.3 0.1

D 0.3 0.03

Figure 3. (a) 3D view of the true causative bodies, (b) simulated gravity data and (c) simu-

lated TMI data.

geology differentiation. The example consists of gravity and purely induced total mag-260

netic intensity (TMI) data simulated from four causative bodies. The causative bodies261

are cubes with lengths 1 km on all sides and depth to the top of the blocks is 1 km. The262

models exist in a mesh consisting of 40 cells in both the easting and northing directions,263

and 25 cells in depth. Each cell is a cube with length 250m on each side. Padding cells264

of increasing dimensions are also added in all directions. The four causative bodies are265

located at the center region of the mesh with background values of 0. The physical prop-266

erty values for each causative body are summarized in Table 1.267

3.1 Synthetic Data268

Data is simulated on the surface with 400 observations placed on a regular grid of269

size 10 km×10 km and observation points are placed 1m above the ground. Uncorre-270

lated Gaussian noise with standard deviation of 0.035 mGal is added to the gravity data,271

while uncorrelated Gaussian noise with standard deviation of 10 nT is added to the TMI272

data. For the TMI data, we assumed an inclination of 90◦, declination of 0◦, and induc-273

ing field strength of 50, 000 nT. The simulated gravity data shows positive anomalies where274

density contrast is positive and negative anomalies where density contrast is negative.275

Likewise, the simulated TMI data shows high magnetic anomalies where susceptibility276

is high and low magnetic anomalies where susceptibility is low (Figure 3).277

3.2 Joint Inversion278

We first performed separate inversions of the synthetic gravity and TMI data to279

establish a comparison with joint inversion. For brevity, the results from separate inver-280

sions are not shown as the focus of the workflow is on joint inversion. However, it is worth281

noting that performing separate inversions before performing joint inversion may be ben-282

eficial, especially in determining some of the parameters in the joint inversion, such as283

the weight of the coupling function and the regularization parameters. Sections from the284
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jointly inverted density contrast model are shown in Figure 4 and sections from the jointly285

inverted susceptibility model are shown in Figure 5. We observe that the anomalous bod-286

ies are recovered at roughly the right locations and depths. The jointly inverted mod-287

els are able to reproduce the data, although the residuals show some correlated features288

around the anomalies (Figure 6). This shows that the joint inversion is able to gener-289

ally fit the data, but missed some information around the anomalies. This may be reme-290

died by using a smaller target data misfit (but at the risk of fitting noise) or using an291

adaptive method where the data uncertainties around the anomalies are reduced so as292

to fit them better.293

3.3 Geology Differentiation294

As the first step to geology differentiation, we visualized the inverted physical prop-295

erty values in a crossplot, where each point represents one model cell. For comparison,296

we have included the crossplot from separate inversions as well (Figure 7). Both cross-297

plots summarize the variations of the inverted physical property values and present nat-298

ural trends on how the values are distributed. Although the crossplots exhibit a first-299

order similarity on the range of values, it is clear that the jointly inverted values present300

four well-defined linear features. The same kind of linear features have been discussed301

previously by other researchers (Linde et al., 2006, 2008; Fregoso & Gallardo, 2009b; Doetsch302

et al., 2010b; K. Li et al., 2021; Sun et al., 2020).303

The next step is to classify the inverted values into different classes depending on304

what is expected from different geological units. In this case, we can easily identify four305

distinct units from the crossplot of jointly inverted values based on the linear trends, as306

shown in Figure 8. The points that were not classified to any of the causative bodies are307

considered background, and thus were not shown in the visualizations. The boundaries308

between the background and the four units were determined experimentally through trial309

and error. The guiding principle is that the background unit, when visualized in 3D, should310

not contain any significant density contrast or susceptibility anomalies. We show a 3D311

view of the true causative bodies in Figure 3(a) and the units we identified through the312

process of geology differentiation in Figure 9. As shown, the four causative bodies are313

identified at roughly the right locations. However, the bodies are round, smooth, and314

seem to extend to the surface, whereas the true bodies do not. This is a result of the smooth-315

ness regularization applied to the inversions, which will cause the neighboring values to316

vary smoothly. As a result of such smoothness, the causative bodies look like they ex-317

tend smoothly towards the surface.318

There are several ways to deal with the limitations from the smoothness regular-319

ization. First, when classifying the units, we can intentionally limit each unit to the larger320

values. This helps shrink the volume of the differentiated units. For example, we may321

shrink the bounds of each unit (A, B, C and D) identified in Figure 8 so that each unit322

contains less of the points close to the background unit. Figure S1 in the supporting in-323

formation shows an example of such reduced classification and Figure S2 shows the ge-324

ological units resulting from this reduced classification. Secondly, a sparse norm regu-325

larization can be used to recover compact bodies. We point out that the second strat-326

egy is at the forefront of research (X. Li & Sun, 2021). Also, the computational time will327

increase rapidly with sparse norms. As the first attempt to jointly invert the potential328

field data sets in the QUEST area, we chose to use the smoothness regularization as im-329

plemented in SimPEG (Cockett et al., 2015) despite the limitations mentioned above.330

3.4 Discussion331

The results above show that cross-gradient joint inversion is able to better define332

the boundaries between anomalous bodies by enhancing structural similarity between333

the physical property models. The distribution of inverted physical property values was334
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Figure 4. Density contrast model recovered from joint inversion with vertical sections on (a)

easting=−1750m, (b) easting=1750m, (c) northing=1750m, (d) northing=−1750m, and (e) a

horizontal section on elevation=−1500m.
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Figure 5. Susceptibility model recovered from joint inversion with vertical sections on (a)

easting=−1750m, (b) easting=1750m, (c) northing=1750m, (d) northing=−1750m, and (e) a

horizontal section on elevation=−1500m.
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Figure 6. (a) Predicted gravity data and (b) gravity data residual from the jointly inverted

density contrast model. (c) Predicted TMI data and (d) TMI data residual from the jointly in-

verted susceptibility model.
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Figure 7. (a) Crossplot of separately inverted susceptibility and density contrast values. (b)

Crossplot of jointly inverted susceptibility and density contrast values. Each point in the plots

represents one model cell.

Figure 8. Classification applied on the crossplot of jointly inverted susceptibility and density

contrast values where each color-coded polygon represents a different causative body.
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Figure 9. 3D view of the causative bodies identified through geology differentiation based on

the jointly inverted values.

better constrained for joint inversion than for separate inversions; separately inverted335

physical property values presented severe scattering in the crossplot of inverted values.336

Geology differentiation based on the jointly inverted values proved effective as it was eas-337

ier to identify different geological units. Despite the shortcomings from the smoothness338

regularization, the workflow proved effective as the causative bodies were identified at339

roughly the correct locations and depths. Thus, the synthetic experiment showed promise340

for the application of the workflow on field data.341

4 Application to the QUEST Data342

4.1 Geological Setting343

The study area focuses on the Quesnel terrane located in British Columbia, Canada.344

The Quesnel terrane is an early Mesozoic volcanic arc and contains significant Cu-Mo345

and Cu-Au porphyry deposits (Schiarizza, 2003; Logan & Mihalynuk, 2014). The Ques-346

nel terrane is considered to contain significant potential for alkalic and calc-alkalic porphyry-347

type deposits as evidenced by mineral deposits in the region (e.g. Highland Valley, Lornex,348

Lorraine, Mount Milligan, Mount Polley deposits, among others). Mineralization in the349

more prolific porphyry deposits in the region are associated to a magmatic arc complex350

that formed during a 15 million year epoch between the Triassic and Jurassic, where peak351

mineralization was reached within a 6 million year window centered at 205 Ma (Logan352

& Mihalynuk, 2014). The late Triassic-early Jurassic intrusive rocks of the Quesnel ter-353

rane, including calc-alkaline and alkaline intrusions as well as other mafic and ultramafic354

intrusions, are of special economic value as it is these that make the Quesnel terrane an355

important metallogenic province. Additional details on the geological history and bedrock356
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Figure 10. (a) The airborne gravity data after regional field removal and (b) the airborne

TMI data after regional field removal. For better visualization of the TMI data, we set the maxi-

mum and minimum of the colorbar to the 99.9th and 0.1th percentiles, respectively.

geology of the Quesnel terrane are presented by Schiarizza (2003) and Logan and Mi-357

halynuk (2014).358

Most of the central portion of the Quesnel terrane is covered by a ubiquitous Qua-359

ternary glacial sediment overburden that has impeded exploration efforts (Figure 1). Geo-360

physical methods are particularly useful in imaging subsurface rocks and structure through361

such thick sediment layers, because geophysical data, collected on or above the surface,362

contains valuable information about the subsurface structure as long as the subsurface363

geological units or structures show spatial variations in their physical properties. Thus,364

the QUEST data, shown in Figure 10, holds great importance in mapping out the un-365

derlying structure and geology of the Quesnel terrane, especially in the central portion366

overlain by the glacial sediment overburden.367

There have been many geological studies done on this region of British Columbia368

resulting in numerous geological maps. The British Columbia Geological Survey (BCGS)369

maintains a repository of all these geological maps as the “British Columbia digital ge-370

ology” (Cui et al., 2017). Numerous geological units were identified using BCGS’s Dig-371

ital Geology database (Cui et al., 2017). However, the geophysical data used in this study372

is in a regional scale and is not sensitive to all the different geological units. Therefore,373

we grouped the units into more general groups based on the similarity in rock type and374

rock composition. The identified geological units are summarized as follows:375

1. Ultramafic rocks: serpentinites and other magnesium-rich ultramafic rocks asso-376

ciated with the Cache Creek Complex, the Trembleur ultramafics, the Mason Lakes377

ultramafics, the Valleau Creek Plutonic Suite, and the Polaris Plutonic Suite.378

2. Mafic rocks: basalts, gabbro, dioritic to gabbroic intrusive rocks, gabbro pegmatites,379

basaltic tuff and breccia associated with the Lounge Lizard Intrusive Suite, Cache380

Creek Complex, Hogem Plutonic Suite, Witch Lake Formation, Antler Formation,381

Pillow Ridge Succession, and basalts of the Nicola and Takla groups.382
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3. Sedimentary and metasedimentary, felsic to intermediate rocks: syenitic to mon-383

zonitic intrusive rocks, dioritic intrusive rocks, monzodiorites associated with the384

Wolverine Range Plutonic Suite, Granite Mountain Batholith, Hogem Batholith,385

Duckling Creek Syenite Complex, Mount Polley Intrusive Complex, the Endako386

Group, Kamloops Group, and Lay Range Assemblage. Volcaniclastic and pyro-387

clastic volcanic rocks, phyric andesite, latite and dacite flows associated with the388

Twin Creek succession and Chuchi Lake succession. Rhyolites and other felsic vol-389

canic rocks, tuffs and breccias associated with the Ootsa Lake group.390

4. Metamafic rocks: amphibolite, granodioritic orthogneiss, blueschist, and metabasalts391

associated with the Cache Creek Complex, Vanderhoof Metamorphic Complex,392

Wolverine Metamorphic Complex, and the Downey Succession of the Snowshoe393

Group.394

5. Metafelsic rocks: granitic intrusive rocks, granite augen orthogneiss, monzogran-395

ites, granodiorites of the Quesnel Lake Gneiss.396

The prior geological information presented here was later used to guide the pro-397

cess of geology differentiation. Namely, this information was used in classifying and char-398

acterizing the jointly inverted physical property values into various classes. As the in-399

formation summarized here is a simplification of all the geological units present in the400

study area, the classification required some adjustments from what was originally expected,401

and this represents adjustments to the expected values for the physical properties of dif-402

ferent geological units after adding information from the inversions. Before we proceed403

with the results, we first provide an overview of the geophysical data used for this study404

along with the survey parameters and processing steps that the data has undergone.405

4.2 Geophysical Data406

The survey area for the QUEST project consists of two parallelograms that run par-407

allel to the Quesnel terrane. The main survey is approximately 386 km in length and 120 km408

in width; the smaller survey in the North is approximately 120 km in length and 60 km409

in width. In total, the QUEST project covers an area that exceeds 46, 500 km2. An air-410

borne survey conducted from July to November 2007 collected magnetic (TMI) and time411

domain electromagnetic (VTEM) data. Another airborne survey conducted from Decem-412

ber 2007 to March 2008 collected gravity data. The topography presented challenging413

terrain as the survey area ranged from rolling hills to steep mountains. The elevation414

ranged from 380m to 2, 500m above sea level, with a mean elevation of about 1, 000m.415

The airborne gravity survey consisted of traverse lines in the west-east direction416

with 2, 000m line spacing. Additional control lines were flown at a northwest-southeast417

direction spaced at 20, 000m and infill lines were flown between the traverse lines in the418

west-east direction to achieve a spacing of 1, 000m in some locations. The aircraft main-419

tained a nominal terrain clearance of 200m above ground using a smooth drape surface.420

The data were collected using airborne gravimeters consisting of three orthogonal accelerom-421

eters which remain fixed in inertial space, allowing for corrections of aircraft movement.422

Precise altitude and location (GPS) measurements were also made onboard the aircraft.423

Terrain correction was applied at a nominal density of 2.67 g cm−3. More details on the424

gravity survey can be found in Farr et al. (2008).425

The airborne TMI data were collected in conjunction to a helicopter-borne versa-426

tile time domain electromagnetic (VTEM) survey, which consisted of traverse lines in427

the west-east direction with 4, 000m spacing between the lines. No tie lines were flown428

for this survey. The aircraft maintained a nominal terrain clearance of 75m above the429

ground. The data were collected using a cesium vapor magnetometer towed 15m below430

the aircraft. Precise altitude and location (GPS) measurements were also made onboard431

the aircraft. A magnetometer and GPS base station were employed to allow for data cor-432

rections. The data underwent corrections for diurnal variations based on the recordings433
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of the base station magnetometer. Some of the data in the northern section of the sur-434

vey were omitted due to various circumstances that made flying the survey difficult. More435

details on the magnetic survey can be found in Geotech Ltd (2008).436

The Mira Geoscience Advanced Geophysical Interpretation Centre has completed437

inversions of the QUEST geophysical data sets (Phillips et al., 2009; Kowalczyk et al.,438

2010). In the process, they have produced residual gravity and TMI data sets where the439

regional fields have been removed. The removal of regional fields is important to isolate440

the response from features of interest. The method described in Y. Li and Oldenburg441

(1998b) was used to separate the regional and residual fields. In this method, a regional442

inversion is first carried out with a coarse gride size to obtain regional physical property443

distributions. The regional physical property model is then used to forward model the444

regional response, after which the regional response is subtracted from the original data445

to obtain the residual data. Additional details on how the data was processed can be found446

in Phillips et al. (2009).447

For this study, we used the residual data after regional field removal as processed448

by the Mira Geoscience Advanced Geophysical Interpretation Centre (Phillips et al., 2009)449

for our own inversions. The gravity and TMI data used for our inversions are presented450

in Figure 10. Note that for better visualization of the TMI data, we have set the max-451

imum and minimum of the colorbar to the 99.9th and 0.1th percentile, respectively. This452

was done because the maximum and minimum TMI data values were limited to a few453

locations which would not have been clearly visible otherwise. For the magnetic inver-454

sions, Phillips et al. (2009) have assumed that the inducing field does not vary signif-455

icantly through the survey area, so parameters corresponding to the center of the sur-456

vey area and a date halfway through the acquisition (September 15, 2007) were applied.457

This corresponds to an inducing field strength of 57, 254 nT with an inclination of 74.51◦458

and a declination of 20.46◦. We used the same parameters for our magnetic inversions.459

The QUEST survey area spans hundreds of kilometers and covers an area of more460

than 46, 500 km2. The gravity and magnetic data sets each consist of about 400,000 data461

points and the discretization for the whole survey area using a cell size of 500m resulted462

in more than 3 million cells just for the core mesh. Directly inverting the whole data set463

would be computationally prohibitive. To make the inversion more manageable given464

the computational resources available to us, we adopted a simple strategy: we split the465

QUEST survey area into a number of smaller subsets, or ‘tiles’. Inversions were then per-466

formed on each tile independently from the other tiles and inverted models were finally467

merged into a single model for the whole survey area. We split the data into 20 tiles as468

shown in Figure 11. Each tile overlapped with the adjacent tiles so as to ensure good469

lateral continuity and a smooth merging process for the inverted models, which we ex-470

plain in a later section and in the supporting information (Text S1).471

Before proceeding with the inversion, however, there is a need to determine the noise472

levels of the observed data as it is required to determine an appropriate target data mis-473

fit for the inversions.474

4.3 Data Uncertainty Estimation475

Estimating the noise levels of geophysical data is important in setting an appro-476

priate target data misfit. Overfitting the data risks fitting the noise, while underfitting477

the data risks missing important features. As such, it is imperative to understand the478

data noise levels before proceeding with inversions. We have taken two heuristic approaches479

to estimating the noise levels of the data and we illustrate their applications to the data480

in one of the tiles. The gravity data is shown in Figure 12(a) and TMI data is shown in481

Figure 12(c).482
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Figure 11. Map showing how the QUEST data were split into different tiles.
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Figure 12. (a) The observed gravity data in the NT1-bot tile and (b) gravity data residual

computed from the density contrast equivalent source layer that corresponds to a data misfit of

50. (c) The observed TMI data in the NT1-bot tile and (d) TMI data residual computed from

the susceptibility equivalent source layer that corresponds to a data misfit of 2000.

For the first approach, we followed the work from Hansen and O’Leary (1993), to483

use the L-curve method as an estimator for the error. We first assigned a constant stan-484

dard deviation of 1 mGal to the gravity data and 100 nT to the TMI data. If the noise485

is truly random and uncorrelated and if these two noise estimates are indeed true, then486

the target data misfits for the inversions of both data sets should be equal to the num-487

ber of data. However, it is unlikely that the initial guesses are anywhere close to the true488

noise levels. Thus, there is the obvious need of estimating an appropriate target data mis-489

fit at these estimated noise levels. We proceeded by constructing a Tikhonov curve through490

a series of equivalent source layers that fit the data to different degrees; this was achieved491

by varying the regularization parameters in such a way that the resulting data misfits492

span several orders of magnitude. The equivalent source layer method is based on the493

inherent ambiguity of potential fields, where any potential field response can be explained494

by an arbitrary distribution of sources (Dampney, 1969). It was used here simply to speed495

up the computations as the technique requires only a single layer to be able to repro-496

duce the data. For each equivalent source layer, the data misfit and regularization val-497

ues were computed to finally construct Tikhonov curves for each data set (Figure 13).498

As can be seen, the Tikhonov curve from the gravity inversions shows a clear “el-499

bow”, and following Hansen and O’Leary (1993), the point at the elbow represents the500

best estimate for the target data misfit given the current noise level estimates. In the501

case for the gravity data, at a standard deviation of 1 mGal, the target data misfit was502

estimated to be close to 50. Given that the number of data for this tile was 18,924 mea-503

surements, this shows that a standard deviation of 1 mGal for the gravity data is actu-504

ally an overestimate of the noise level. The standard deviation for the gravity data in505

this tile should be closer to 0.0514 mGal. We show the residual data computed from the506

equivalent source layer that resulted in a data misfit of 50 in Figure 12(b). The resid-507

ual shows mostly random and uncorrelated features, signifying that at this data misfit,508

the inversion adequately fits the data.509

The Tikhonov curve from the magnetic inversions does not show a clear elbow as510

opposed to the gravity inversions; it is concave and thus it becomes hard to determine511
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Figure 13. Tikhonov curves constructed from (a) the density contrast equivalent source layers

and (b) the susceptibility equivalent source layers. Here, ϕd represents the data misfit and ϕm

represents the model regularization.

an appropriate target data misfit. For the TMI data, we take a second approach to es-512

timating the noise levels. Instead of looking at the Tikhonov curve, we look at the resid-513

uals computed from the equivalent source layers that were constructed previously. When514

the regularization parameter is large, the model is unable to fit the data properly (un-515

derfits the data) as evidenced by coherent features and clear spatial patterns on the resid-516

uals. As the regularization parameter becomes progressively smaller, the residuals show517

less coherent features and will eventually show mostly random patterns. The data mis-518

fit at this point serves as an estimate for the target data misfit. For the TMI data, we519

estimated a target data misfit of 2, 000 to be most adequate. The residual correspond-520

ing to this data misfit value is shown on Figure 12(d). As was the case with gravity data,521

a standard deviation of 100 nT proved to be an overestimate of the noise level. The stan-522

dard deviation for the TMI data in this tile should be closer to 32.51 nT. This same pro-523

cess was applied for each of the tiles, resulting in estimated target data misfits that were524

used for all the inversions. The data misfits and the estimated noise levels for each tile525

are summarized in Table S1 in the supporting information.526

4.4 Joint Inversion527

For each tile, we first performed separate inversions of the QUEST gravity and TMI528

data, mainly to determine the regularization parameters and weight of the coupling func-529

tion used for joint inversion. For brevity, the results from separate inversions are not shown.530

The model space was discretized into a mesh of rectangular prisms such that the core531

cell size was 500m× 500m× 500m. Padding cells of progressively increasing dimen-532

sions were added to the edges of the mesh. Topography was fully accounted for in all in-533

versions. For all tiles, the inversion meshes shared the same vertical dimensions; each534

inversion mesh consisted of 20 core cells in the vertical direction covering a total depth535

of 10 km. The lateral dimensions of each mesh depended on the lateral dimensions of the536

corresponding tile. The core areas of the mesh were then merged into a single mesh that537

covered the entire QUEST survey area. Cells outside the perimeter of the QUEST sur-538

vey area were discarded for subsequent analyses and visualizations.539

For the gravity inversions, we did not impose any bound constraints because we540

expected that both positive and negative density contrasts would be required to explain541

the features visible in Figure 10(a). Additionally, physical properties measured by Mitchinson542

et al. (2013) on rock samples from porphyry deposits in the QUEST survey area show543

that the bulk densities in the region can range above and below the density (2.67 g cm−3)544
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used for the terrain correction on the gravity data. As such, we expected to see both neg-545

ative and positive density contrasts from the gravity inversions.546

For the magnetic inversions, we also did not impose any bound constraints as there547

is remanence in the region. Natural remanent magnetization was measured by Mitchinson548

et al. (2013) on rock samples from porphyry deposits in the QUEST survey area. Some549

of the Koenigsberger ratios reported exceeded a value of 1, indicating strong remanence550

in some of these areas. As such, we did not make the usual assumption of there being551

no remanence. Instead, for simplicity, we made the assumption that any remanence has552

a component that is colinear to the present-day Earth’s magnetic field. This means that553

any negative susceptibilities are attributed to remanent magnetizations in the opposite554

direction of the present-day geomagnetic field, likely due to polarity reversals. We ac-555

knowledge that this is a strong assumption and that there are potential limitations to556

the magnetic inversions due to such assumptions. However, we note that the magnetic557

inversions had no trouble fitting the observed data to the desired levels even with such558

assumptions. As such, for purposes of this study, we accept such assumptions as appro-559

priate. We leave the examination of full magnetization vectors for future research.560

Horizontal sections at various depths of the jointly inverted density contrast model561

are shown in Figure 14 and for the susceptibility model in Figure 15. Note that we set562

the maximum value for the colorbar of the susceptibility model to the 99.9th percentile563

to better visualize the features in the model, which would not have been visible other-564

wise. The predicted data computed from the jointly inverted models are shown in Fig-565

ure 16. Note that we have set the same maximum and minimum values for the color-566

bar of the predicted TMI data the same way as we did for the observed TMI data in Fig-567

ure 10(b).568

Lastly, we present the crossplot of the jointly inverted susceptibility and density569

contrast values in Figure 17(b). For comparison, we also present the crossplot of the sus-570

ceptibility and density contrast values from separate inversions in Figure 17(a). We ob-571

serve that the crossplot of the jointly inverted values presents clearer structure and pat-572

terns. Namely, we see clear linear features extending towards the high densities and high573

susceptibilities.574

4.4.1 Merging the Inverted Models575

As described previously, the survey data was divided into several tiles. The inverted576

models from each tile were then merged to produce a single model for the whole survey577

area. The tiles were purposely made to overlap with adjacent tiles so as to ensure con-578

tinuity and prevent potential artifacts that could arise because of the splitting of the data.579

The models were merged by using an image processing technique called “alpha composit-580

ing”. Alpha compositing (or alpha blending) is the process of combining two images to581

create an appearance of smooth transition between the images (Porter & Duff, 1984).582

It is often used to blend an image on a background or on top of another image. Here,583

we use the same technique to smoothly merge the inverted models from each tile. The584

equation that guides alpha blending is given by585

mT = αm1 + (1− α)m2 (3)

where mT is the vector with the merged model values while m1 and m2 are vec-586

tors of the overlapping model values. The merging process only applies to the overlap-587

ping areas of the models, so it does not require values that are non-overlapping. The value588

for α is up to the discretion of the user and using a value of 0.5 would be equivalent to589

an arithmetic mean of the model values. We used a sigmoid function that varies smoothly590

in a given direction. Additional details of the merging process can be found in the sup-591

porting information (Text S1).592
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Figure 14. Horizontal sections of the jointly inverted 3D density contrast model at different

elevations with respect to sea level.
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Figure 15. Horizontal sections of the jointly inverted 3D susceptibility model at different

elevations with respect to sea level. For better visualization, we set the maximum of the colorbar

to the 99.9th percentile.
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Figure 16. (a) The predicted gravity data from the jointly inverted density contrast model

and (b) the predicted TMI data from the jointly inverted susceptibility model.

4.5 Geology Differentiation593

Geophysical inversions provide images of the subsurface geological structure in terms594

of different physical properties. However, effective interpretation of geophysical data, es-595

pecially in mineral exploration, relies on meaningful inferences for different geological596

units. The identification of various geological units and their spatial distribution helps597

guide decision-making in exploration, such as the decisions to drill in specific sites for598

detailed prospecting of mineral ore deposits. We therefore perform geology differentia-599

tion to identify different geological units based on the jointly inverted density contrast600

and susceptibility values.601

Various geological units were identified using BCGS’s Digital Geology database (Cui602

et al., 2017). For simplicity, we have grouped the geological units into larger groups that603

share common properties. For each geological unit, we defined expected ranges of den-604

sities and susceptibility values that were based on the descriptions in Cui et al. (2017)605

and on physical property measurements reported in Mitchinson et al. (2013). We then606

classified the points on the crossplot of jointly inverted physical property values based607

on the expected ranges as well as on the natural trends present on the crossplot as shown608

in Figure 18. The resulting quasi-geology model is shown in Figure 19. In the following609

paragraphs, we discuss each of the classes, but for brevity, we only show figures of a few610

classes with clear features that are correlated with known geology.611

We have identified class 1 as mafic intrusions associated with the Hogem Plutonic612

Suite to the north with a high magnetite content as evidenced by the high susceptibil-613

ities (see Figure S7 in the supporting information).614

Class 2 we have identified as ultramafic rocks with a higher density range than class615

1 that are associated with ore-related potassic alteration mineral assemblages that con-616

tain magnetite (Figure 20). Some of the intrusions of this class are spatially correlated617

with intrusions that are adjacent to the Mount Milligan and Kwanika deposits. Thus,618

we identify class 2 as a class of interest that is associated with some of the Cu-Au por-619

phyry deposits of the region. To the south, we observe features of class 2 adjacent to the620
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Figure 17. (a) Crossplot of separately inverted susceptibility and density contrast values. (b)

Crossplot of jointly inverted susceptibility and density contrast values. Each point in the plots

represents one model cell.

–25–



manuscript submitted to JGR: Solid Earth

Figure 18. Classification applied to the crossplot of jointly inverted susceptibility and density

contrast values.

Polaris Plutonic Suite. Joint inversion allowed us to differentiate class 2 into three sub-621

classes which likely represent differing degrees of alteration and composition: subclass622

2a has relatively high susceptibilities but lower densities and is associated to the west623

with the Trembleur Ultramafites, subclass 2b has similar susceptibilities to subclass 2a624

but has higher densities, and subclass 2c has lower susceptibilities but extends to higher625

densities.626

Class 3, with low susceptibilities but high densities, is likely to be intermediate to627

mafic rocks as evidenced by the high densities but with low susceptibilities that could628

be associated with secondary alteration. As in class 2, class 3 is spatially correlated with629

intrusions of some of the known Cu-Au porphyry deposits (e.g. Mount Milligan deposit).630

Joint inversion allowed us to differentiate class 3 into four different subclasses. Subclass631

3a ranges from intermediate to high densities with low susceptibilities and is spatially632

correlated with the Lorraine, Takla-Rainbow, Kwanika, and Mount Milligan deposits to633

the north and ultramafic units to the south (Figure 21). There is also a significant fea-634

ture of subclasses 3a and 3b that is located near the Quesnel lake. Subclass 3b has a higher635

range of densities than subclass 3a but with susceptibilities near zero and is spatially dis-636

tributed through most of the central part of the survey area. To the north, both sub-637

classes 3a and 3b are likely associated with the Hogem Plutonic Suite, but subclass 3b638

includes features to the west that are spatially correlated with the Trembleur Ultramafites.639

Subclass 3c is likely an extension of subclass 3b with higher magnetic content as evidenced640

by the higher susceptibilites. Subclass 3d is also likely to be an extension of subclass 3b641

that extends to negative susceptibilities as a result of the smooth regularization on the642

inversions. There is the possibility that subclass 3d constitutes a separate domain with643

reversed magnetic polarity but we think that it is unlikely as the values are relatively644

small in magnitude. Class 3 is of particular interest because it is present under the Qua-645

ternary sediment overburden, and thus, may serve as a guide for subsequent detailed sur-646
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Figure 19. Horizontal sections of the 3D quasi-geology model obtained from geology differen-

tiation at different elevations with respect to sea level.
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Figure 20. 3D spatial distribution of (a) subclass 2a, (b) subclass 2b, and (c) subclass 2c.

Shown in red ellipses are known mineral ore deposits or known geological units: (A) Kwanika

deposit, (B) Mount Milligan deposit, (C) Trembleur Ultramafites, (D) Polaris Plutonic Suite.
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Figure 21. 3D spatial distribution of (a) subclass 3a and (b) subclass 3b. Shown in red

ellipses are known mineral ore deposits or known geological units: (A) Lorraine deposit, (B)

Takla-Rainbow deposit, (C) Kwanika deposit, (D) Mount Milligan deposit, (E) Polaris Plutonic

Suite, (F) Trembleur Ultramafites, (G) Quesnel Lake.

veys around that area. It is worth noting here that previous work on the region shows647

that some of the mineralization in the region, such as in the Mount Milligan deposit, are648

associated with phyllic or argillic alteration phases that consumed magnetite leading to649

lower magnetic susceptibilities (Oldenburg et al., 1997), and thus some of the features650

with lower magnetic susceptibilities may be associated with mineralization in the region.651

It is likely that classes 2 and 3 represent different hydrothermal alteration halos, class652

2 being associated with early-stage potassic alteration and class 3 with late-stage phyl-653

lic alteration (DeLong et al., 1990; Oldenburg et al., 1997; Jago et al., 2014).654

Class 4, with near-zero density contrasts but high susceptibilities, are likely granitic655

intrusions that are associated with the Hogem Plutonic Suite (Ootes et al., 2019) to the656

north and part of the Mounty Polley complex to the south (see Figure S8 in the support-657

ing information). It is known that the Mount Polley deposit is hosted in an area where658

the Nicola group volcanics are strongly magnetic, and evidently, subclass 4b, with very659

high susceptibilities, is spatially correlated with the Mount Polley complex. Subclass 4a660

is most probably an extension of subclass 4b with less magnetite content but higher den-661

sities.662

Class 5 is likely to be felsic intrusions that are well distributed throughout the sur-663

vey area (see Figure S9 in the supporting information). Class 5 is spatially correlated664

with the Wolverine Metamorphic Complex to the east and the Granite Mountain Batholith665

to the south, which is the host to the Gibraltar deposit. Due to the weakly magnetic Gran-666

ite Mountain Batholith, the Gibraltar deposit is indistinguishable from the weakly mag-667

netic rocks that form class 5.668

Class 6 is widely distributed throughout the survey area and has low densities and669

near-zero susceptibilities, suggesting that it could likely be silicic intrusions. Class 6 is670

spatially correlated with the Hogem Plutonic Suite and the Germansen Batholith in the671

north and the Bayonne Plutonic Suite in the central region (Figure 22). Class 6 is par-672

ticularly remarkable as the shape of the resolved Germansen Batholith and Bayonne Plu-673

tonic Suite closely resemble the geologic map compiled by Cui et al. (2017) (Figure 23).674

Class 7 is sparsely distributed mostly in the north and is likely a felsic extension675

of the Hogem Plutonic Suite with reversed magnetic polarities as evidenced by the neg-676

ative susceptibility values (see Figure S10 in the supporting information). We note that677
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Figure 22. 3D spatial distribution of class 6. Shown in red ellipses are known geological units:

(A) Hogem Plutonic Suite, (B) Germansen Batholith, (C) Bayonne Plutonic Suite.

Figure 23. (a) Geological map of the QUEST survey area, adopted from (Cui et al., 2017)

(note only the most representative units are presented on the legend), and (b) Horizontal sec-

tion of the 3D quasi-geology model shown at elevation z = −2250m. Shown in purple ellipses

are known geological units: (A) Hogem Plutonic Suite, (B) Germansen Batholith, (C) Bayonne

Plutonic Suite, (D) Australian Creek, Fraser Bend and Crownite formations. The locations and

shapes of these units are nearly identically represented on both the geological map on the left

and the 3D quasi-geology model on the right.
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the negative susceptibilities for class 7 range to larger magnitudes, suggesting that it is678

more likely to be a result of polarity reversals rather than of smoothing regularization.679

Class 8, with near-zero density contrasts but negative susceptibilities with relatively680

high magnitude, are likely granitic intrusions similar to class 4, but with reversed po-681

larities (see Figure S11 in the supporting information). Class 4 likely formed during a682

period of normal magnetic polarity, while class 8 could have been formed during a mag-683

netic reversal period.684

Class 9 is widely distributed throughout the survey area and likely constitutes a685

wide range of rock types ranging from sedimentary to felsic and intermediate volcanic686

rocks that represent the host rock of the Quesnel terrane (see Figure S12 in the support-687

ing information). It is worth noting that class 9 extends to negative susceptibilities but688

the relatively low magnitudes suggest that this is likely a result of the smooth regular-689

ization of the inversions.690

Lastly, we show a comparison of the 2D geological map modified from Cui et al.691

(2017) and our 3D quasi-geology model in Figure 23. The correspondence between the692

two figures is most apparent to the north and south where the structure of the quasi-693

geology model on the right closely resembles the geologic map on the left. The 3D quasi-694

geology model is able to further differentiate the geology in more detail in the central695

region of the survey area and it also adds a third dimension, depth, to the geological in-696

terpretation.697

4.6 Discussions698

An application of the quantitative workflow for the integrated interpretation of mul-699

tiple geophysical and geological data was presented in this study. Integration of multi-700

ple geophysical data sets was performed through joint inversion that enhances structural701

similarity between the different physical property models. Integration with geological in-702

formation was performed through a process of geology differentiation based on prior ge-703

ological knowledge and inverted physical property values. The application of the work-704

flow to the QUEST gravity and TMI data allowed us to distinguish and differentiate var-705

ious geological units, some of which are spatially correlated with known mineral ore de-706

posits or geological features.707

Finally, as a recommendation for future studies, we have identified areas in the cen-708

tral portion and in the south of the QUEST survey area where more detailed surveys709

may provide a better understanding of the mineral prospectivity in these underexplored710

areas of the Quesnel terrane. The areas of interest were identified by combining subclasses711

2a, 2b, 3a, and 3b from the geology differentiation applied on the jointly inverted phys-712

ical property values. Subclasses 2a and 2b were correlated with intrusions with high mag-713

netic content. Subclasses 3a and 3b corresponded to mafic rocks that were spatially cor-714

related with the Trembleur Ultramafites and other mafic intrusions to the north (Hogem715

Plutonic Suite). Subclasses 3a and 3b were also spatially correlated with the intrusions716

associated with the Lorraine, Takla-Rainbow, Kwanika, and Mount Milligan deposits par-717

ticularly at shallower depths, whereas subclasses 2a and 2b correlated with the deposits718

on the perimeter, which likely represents a different alteration zone. Most notable, how-719

ever, is that subclass 3b is spatially distributed throughout the central region under the720

Quaternary sediment cover where the geological description is lacking. Figure 24 shows721

in red circles the locations of the correlated deposits, in purple circles the locations of722

the ultramafic units, and in blue squares areas of interest for future detailed surveys. The723

large blue square in the middle is an area covered by the Quaternary glacial overburden724

that lacks detailed geological descriptions and has the potential for new mineral ore de-725

posits. The bottom square is an area close to the Quesnel Lake that has two prominent726

features belonging to these subclasses in an area that lacks much geological description727

and could be worth investigating further.728

–31–



manuscript submitted to JGR: Solid Earth

Figure 24. Spatial distribution of subclasses 2a, 2b, 3a, and 3b. Shown in red circles are

known mineral deposits: (A) Lorraine, (B) Takla-Rainbow, (C) Kwanika, (D) Mount Milligan

deposits. Shown in purple circles are known ultramafic units: (E) Trembleur Ulframafites, (F)

Polaris Plutonic Suite. In blue squares are target areas for future detailed surveys as they repre-

sent areas where the geological description is lacking and has the potential for mineral deposits:

(G) An area that lies beneath the Quaternary glacial overburden, (H) An area that lies south of

the survey area near the Quesnel Lake.
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Figure 25. (a) Original classification and (b) alternative classification of the jointly inverted

susceptibility and density contrast values. Note that for the alternative classification, subclasses

2a and 2b have changed.

There are other mineral deposits in the QUEST survey area, such as the Gibral-729

tar and Mount Polley deposits, that were not identified on the geology differentiation730

results at the regional scale of the present work. Mount Polley is hosted in strongly mag-731

netic volcanic host rocks (Logan & Mihalynuk, 2014), likely classified to class 4 in the732

geology differentiation which makes it hard to differentiate. The Gibraltar deposit is hosted733

in the weakly magnetic Granite Mountain Batholith (Schiarizza, 2014), which makes it734

indistinguishable from other weakly magnetic volcanics and host rock.735

Finally, we acknowledge the fact that there is a level of subjectivity still involved,736

particularly in the geology differentiation step where different geological units are iden-737

tified. The results from the geology differentiation are inferences; borehole information738

is needed to validate the interpretations. To explore this ambiguity, we have experimented739

with several different classifications, altering the boundaries between the different classes.740

As an example, we present a comparison between our original classification and an al-741

ternative one (Figure 25). In this case, any of the individual cells lost by subclass 2a will742

be added to 2b (Figure 26). This, in turn, does not affect our final interpretation when743

we include both subclasses 2a and 2b in our final recommendation. We also notice that744

there is greater ambiguity in classes with lower densities, suggesting that there is signif-745

icant overlap in density and susceptibility values between the felsic and intermediate ge-746

ological units.747

5 Conclusions748

Quantitative integration of multiphysics geoscientific data is an active field of re-749

search. Joint inversions are of particular interest because they provide quantitative means750

to integrating multiple geophysical data sets for the construction of physical property751

models that are consistent with each other. However, interpretation of geophysical in-752

versions has traditionally relied on the identification for anomalous features that are in-753

dicative of a target of interest. The work presented here represents a step further in the754

interpretation of geophysical inversions, employing a geology differentiation method that755

allows for the further addition of geological knowledge into the interpretation process.756

For this study, we combined joint inversion and geology differentiation for the in-757

tegrated interpretation of multiple geoscientific data sets in mineral exploration. In this758

study, we performed structural joint inversion using the cross-gradient constraint to pro-759

duce structurally similar density contrast and susceptibility models. Geology differen-760
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Figure 26. (Top) Subclass 2a from the (a) original and (b) alternative classification. (Bot-

tom) Subclass 2b from the (c) original and (d) alternative classification.
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tiation was then applied to the jointly inverted models to identify different geological units.761

The workflow was validated using synthetic data before being applied to airborne grav-762

ity and TMI data from Quesnel terrane in central British Columbia with the purpose763

of regional-scale mineral exploration. The results showed that geology differentiation based764

on joint inversion led to a finer distinction between different geological units. This in turn765

helped identify areas of interest for future detailed surveys. In particular, an area in the766

central part of the Quesnel terrane that lies beneath the Quaternary sediment overbur-767

den was identified as an area of interest for future detailed surveys, as this area showed768

similar features associated with known mineral deposits (e.g. Mount Milligan, Lorraine769

deposits). Results from the geology differentiation were validated using geology maps770

compiled in previous work. Integrated interpretation of multiple geophysical and geo-771

logical data through joint inversion and geology differentiation shows promise not only772

for mineral exploration, but also for any other geoscientific study that involves multi-773

ple data types.774

6 Availability Statement775

The airborne gravity and magnetics data are archived and made publicly available776

by Geoscience BC (http://www.geosciencebc.com/major-projects/quest/). Read-777

ers can access the airborne gravity data at http://www.geosciencebc.com/i/project778
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at https://github.com/xiaolongw1223.786

7 acknowledgments787

We wish to thank Geoscience BC for making the field data from the QUEST project788

available, SimPEG for the separate inversion codes, PyVista for the visualization codes,789

and the Hewlett Packard Enterprise Data Science Institute at the University of Hous-790

ton for providing the computing resources used for this research.791

References792

Afnimar, Koketsu, K., & Nakagawa, K. (2002, October). Joint inversion of refraction793

and gravity data for the three-dimensional topography of a sediment–basement794

interface. Geophysical Journal International , 151 (1), 243–254. Retrieved 2021-795

09-08, from https://doi.org/10.1046/j.1365-246X.2002.01772.x doi:796

10.1046/j.1365-246X.2002.01772.x797

Astic, T., Fournier, D., & Oldenburg, D. W. (2020, November). Joint inversion of798

potential-fields data over the DO-27 kimberlite pipe using a Gaussian mixture799

model prior. Interpretation, 8 (4), SS47–SS62. Retrieved 2021-09-08, from800

https://library.seg.org/doi/full/10.1190/INT-2019-0283.1 (Pub-801

lisher: Society of Exploration Geophysicists) doi: 10.1190/INT-2019-0283.1802

Cockett, R., Kang, S., Heagy, L. J., Pidlisecky, A., & Oldenburg, D. W. (2015). Sim-803

PEG: An open source framework for simulation and gradient based parameter804

estimation in geophysical applications. Computers & Geosciences, 85 , 142–805

154. Retrieved from http://www.sciencedirect.com/science/article/pii/806

S009830041530056X doi: https://doi.org/10.1016/j.cageo.2015.09.015807

Cui, Y., Miller, D., Schiarizza, P., & Diakow, L. (2017). British Columbia digital808

geology. British Columbia Ministry of Energy, Mines and Petroleum Resources,809

–35–



manuscript submitted to JGR: Solid Earth

British Columbia Geological Survey Open File 2017-8, 9p. Data version810

2019-12-19. British Columbia Ministry of Energy, Mines and Petroleum Re-811

sources. Retrieved from https://www2.gov.bc.ca/gov/content/industry/812

mineral-exploration-mining/british-columbia-geological-survey/813

geology/bcdigitalgeology (Pages: 9 Place: British Columbia Geological814

Survey Open File 2017-8, 9p. Data version 2019-12-19.)815

Dampney, C. N. G. (1969). The Equivalent Source Technique. GEOPHYSICS ,816

34 (1), 39–53. Retrieved from https://doi.org/10.1190/1.1439996 doi: 10817

.1190/1.1439996818

DeLong, R., Godwin, C., Harris, M., Caira, N., & Rebagliati, C. (1990, Jan-819

uary). GEOLOGY AND ALTERATION AT THE MOUNT MILLIGAN820

GOLD-COPPER PORPHYRY DEPOSIT, CENTRAL BRITISH COLUMBIA821

(93N/lE).822

Doetsch, J., Linde, N., Coscia, I., Greenhalgh, S. A., & Green, A. G. (2010a). Zona-823

tion for 3D aquifer characterization based on joint inversions of multimethod824

crosshole geophysical data. Geophysics, 75 (6), G53-G64.825

Doetsch, J., Linde, N., Coscia, I., Greenhalgh, S. A., & Green, A. G. (2010b). Zona-826

tion for 3D aquifer characterization based on joint inversions of multimethod827

crosshole geophysical data. GEOPHYSICS , 75 (6), G53–G64. Retrieved from828

https://doi.org/10.1190/1.3496476 doi: 10.1190/1.3496476829

Farr, A., Meyer, S., & Bates, M. (2008). Airborne Gravity Survey Quesnellia Region,830

British Columbia 2008 (Tech. Rep.). Ottawa: Sander Geophysics Limited. Re-831

trieved from http://www.geosciencebc.com/reports/gbcr-2008-08/832

Fraser, S. J., Wilson, G. A., Cox, L. H., Čuma, M., Zhdanov, M. S., & Vallée,833
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