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Abstract  We have taken a key step in evaluating the importance of ionospheric outflows relative to electrodynamic 
coupling in the thermosphere’s impact on geospace dynamics. We isolated the thermosphere’s material influence 
and suppressed electrodynamic feedback in whole geospace simulations by imposing a time-constant ionospheric 
conductance in the ionospheric Ohm’s law in a coupled model that combines the multi-fluid Lyon-Fedder-Mobarry 
magnetosphere model with the Thermosphere Ionosphere Electrodynamic General Circulation Model and the Ion-
osphere Polar Wind Model that includes both polar wind and transversely accelerated ion species. Numerical ex-
periments were conducted for different thermospheric states parameterized by F10.7 for interplanetary driving rep-
resentative of the stream interaction region that swept past Earth on 27 March 2003. We demonstrate that thermo-
sphere through its regulation of ionospheric outflows influences magnetosphere-ionosphere (MI) convection and the 
ion composition, symmetries, x-line perimeter and magnetic merging of the magnetosphere. Feedback to the iono-
sphere-thermosphere from evolving MI convection, and Alfvénic Poynting fluxes and soft (~ few 100 eV) electron 
precipitation originating in the magnetosphere, in turn, modify the evolving O+ outflow properties. The simulation 
results identify a variety of observed magnetospheric features that are attributable directly to the thermosphere’s 
material influence: Asymmetries in O+ outflow fluxes and velocities in the pre/postnoon low-altitude magnetosphere, 
dawn/duskside lobes and pre/postmidnight plasmasheet; O+ distribution of the plasmasheet; magnetic x-line loca-
tion and reconnection rate along it. O+ outflows during solar maximum conditions (high F10.7) tend to counteract 
the plasmasheet’s pre/postmidnight asymmetries caused by the night-to-day gradient in ionospheric Hall conduct-
ance. 

 

1. Introduction 
The thermosphere exerts a significant influence on the coupled magnetosphere-ionosphere-thermosphere 
(MIT) system through two distinct and intertwined processes.  First, it has a prominent role in determining ion-
neutral drag and ionospheric conductivities (Hines, 1974; Blanc & Richmond, 1980; Brekke & Moen, 1993), 
which influence electrodynamic interactions such as Joule dissipation (Weiss et al., 1992), distributions of 
convection and electrical current (Senior & Blanc, 1984; Ridley et al., 2004; Lotko et al., 2014; Ohtani et al., 
2014), subauroral polarization streams (Foster & Vo, 2002) and hemispherically integrated current-voltage 
relationships (Fedder & Lyon, 1987). Second, it modulates the characteristics of ionospheric ion outflows (Yau 
et al., 2011 and references therein), which influence the ion composition of the magnetosphere (Lennartsson 
et al., 2004; Kistler et al., 2005; Nose et al., 2003). Global simulations show that ion composition can change 
dayside and nightside reconnection rates (Brambles et al., 2010), the cross polar cap potential (Winglee et 
al., 2002; Welling & Zaharia, 2012), substorm dynamics (Wiltberger et al., 2010; Brambles et al., 2010; 2011; 
Ouellette et al., 2013; Varney et al., 2016b), plasma sheet dynamics (Garcia-Sage et al., 2015; Zhang et al., 
2016a) and ring current dynamics (Glocer et al., 2009; 2018). Since all of these effects are inextricably coupled 
to the electrodynamics of the MIT system, it is not clear how or if the thermosphere influences the geospace 
system separately from its effects on ion-neutral drag and ionospheric conductivities. 

Most global simulations of the MIT system effectively treat its electrodynamic interactions in isolation because 
ionospheric outflows are not included (Raeder, 2003; Wiltberger et al., 2004; Wang et al., 2004; Wang et al., 
2008; Connor et al., 2014; Zhang et al., 2012a; 2015a; Raeder et al., 2016; Liu et al., 2018; Lin et., 2019).  
Global simulations including combined thermospheric influences on ion-neutral drag, ionospheric conductivi-
ties and ion outflows (Varney et al., 2016a,b; Glocer et al., 2018) to date have been based on empirical spec-
ifications of the thermosphere, e.g., using the MSIS model (Picone et al., 2002). These simulations do not 
include thermospheric chemistry or winds, thermospheric dynamics or feedback from the magnetosphere on 
the ionosphere-thermosphere.  
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To include these effects in a geospace simulation, a physical ionospheric ion outflow model must be coupled 
into a global MIT simulation. We have implemented such a simulation by coupling the Ionosphere Polar Wind 
Model (IPWM), including effects of transverse O+ acceleration due to wave-particle interactions (Varney et al., 
2016a), into the NCAR Coupled MIT (CMIT) model (Wang et al., 2004; Wiltberger et al., 2004). The CMIT 
model couples the multifluid Lyon-Fedder-Mobarry (LFM) magnetohydrodynamic model for the magneto-
sphere and its interaction with the solar wind (Lyon et al., 2004; Wiltberger et al., 2010) to the NCAR Thermo-
sphere-Ionosphere Electrodynamics General Circulation Model (TIEGCM). The IPWM state evolves during 
the simulation as the thermospheric state changes in TIEGCM. Consequently, the ionospheric ion species’ 
mass, momentum and energy transported into the LFM computational domain by IPWM also evolve with time. 
The TIEGCM thermosphere and IPWM ionosphere, in turn, are both modified by the time-dependent convec-
tion electric field, electron precipitation and Alfvénic Poynting flux that LFM imposes on the ionosphere-ther-
mosphere. Details of the coupling scheme are described in Section 2. 

We isolate the nonelectrodynamic influence of the thermosphere on the magnetosphere and coupled geo-
space system by holding the ionospheric conductance in the MIX module constant in time. LFM uses the MIX 
module (Merkin & Lyon, 2010) to close its field-aligned currents at the low-altitude boundary and determine 
an updated convection electric field there. Imposing a constant conductance renders the thermosphere inca-
pable of influencing the magnetospheric state when ionospheric outflows are excluded in the simulations. With 
a constant conductance and with ionospheric outflows included, the thermosphere has a pathway to modify 
the magnetospheric state by modulating outflow characteristics. 

To characterize the nonelectrodynamic influence of the thermosphere on the magnetosphere, we simulated 
four different thermospheric states corresponding to solar minimum, solar maximum and two different inter-
mediate solar conditions. The solar wind, interplanetary magnetic field (IMF), and solar EUV forcing of the 
ionosphere in IPWM are identical for all four simulations, so any difference in system characteristics are at-
tributable solely to the differences in the thermospheric state and its influence on other elements of the geo-
space system. We present results from the simulations (Section 3) that illustrate, at the system level, differ-
ences in integrated system properties, as well as detailed diagnostics of differences in the IT and low- and 
high-altitude magnetospheric states. The paper concludes with a summary of principal results (Section 4), 
primary among them being that the thermosphere can have a significant influence on the magnetosphere 
without modulating the electrodynamics of MI coupling via changes in ionospheric conductance. 

2. Methods 
2.1 Overview of models and coupling scheme 
The coupled model used for this study employs four components: the multifluid extension of the Lyon-Fedder-
Mobarry (LFM) magnetohydrodynamic model of the magnetosphere (Wiltberger et al., 2010), the magneto-
sphere-ionosphere exchange (MIX) module (Merkin and Lyon, 2010) with the additional specifications for soft 
electron precipitation (Zhang et al., 2015b), the Thermosphere-Ionosphere-General-Circulation-Model 
(TIEGCM) (Wang et al., 2004; Qian et al., 2014), and the Ionosphere/Polar Wind Model (IPWM), including a 
causally regulated, nonthermal O+ species (Varney et al., 2015; 2016a).  A high-level overview of each model 
and their couplings are described below. Additional details of the models and the overall coupling scheme can 
be found in the Supporting Information, Figure S1 and Text S1 and S2. 

LFM solves the MHD equations to 8th order on a stretched spherical grid that is densest near the Earth and 
bowshock and becomes coarser down tail.  For these numerical experiments, the LFM runs with a grid reso-
lution of 53 cells in the radial, 48 in azimuthal and 64 in meridional directions.  The multifluid extension of the 
MHD equations used here solves the equations for mass continuity, momentum, and energy for four fluid 
species: Solar wind H+ and three ionospheric species including H+, thermal O+ and “nonthermal” O+.  On the 
LFM upstream boundary at  xSM = 30 RE the solar wind density (ρ), velocity (Vx, Vy, Vz), sound speed (cs), and 
IMF (Bx, By, Bz) are specified in Solar-Magnetic (SM) coordinates. The ionospheric fluids are ingested into 
LFM’s lowest altitude grid cells (at r = 2 RE) with IPWM-determined field-aligned fluxes of mass, momentum 
and energy. The electric field derived from the MIX ionospheric potential is also specified in the low-altitude 
boundary cells. Guard cells are specified so that all MHD variables satisfy Neumann boundary conditions at 
the low-altitude boundary, except the fluid boundary normal velocities which are set to zero. 

Supporting Information 
Text S1. Description of Models 
Text S2. LIT Coupling Scheme 
and Figure S1 a schematic of 
the coupling scheme 
Text S3. Neutral profile at the 
pre and post noon points of in-
terest. 
Figure S2. The solar wind pa-
rameters used to drive the sim-
ulation runs. 
Figure S3. Neutral density and 
temperature profiles for the two 
points of interests marked as 
magenta crosses on Figure 3. 
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MIX solves the Poisson equation for the electrostatic potential at 100 km altitude using LFM’s field-aligned 
currents mapped downward along dipole field lines from the low-altitude boundary and the ionospheric con-
ductance derived from TIEGCM. The MIX grid resolution is 2°×2° in magnetic latitude-longitude (MLAT, 
MLON) and extends equatorward from the pole to 46° MLAT.   MIX also uses empirical relationships to specify 
three electron precipitation populations (Zhang et al., 2015b) used by TIEGCM and IPWM: Monoenergetic 
and diffuse precipitation (monodiffuse), broadband precipitation (BBE), and direct-entry cusp precipitation 
(cusp).  

TIEGCM solves fluid equations for the major neutral species O, N2, and O2 and minor neutral species N and 
NO on a global geographic grid with 1.25°×1.25° resolution in latitude×longitude. Photoionization, dissociation, 
and EUV/FUV and photoelectron-impact heating rates are derived from a solar irradiance model parameter-
ized by the F10.7 index for solar radio flux (Solomon & Qian, 2005). Precipitation-induced impact ionization 
and heating (Roble & Ridley, 1987; Fang et al. 2008) are calculated from the number fluxes and energies of 
the three populations of precipitating electrons provided by MIX.  To evolve a physical thermosphere for use 
by IPWM, TIEGCM handles its own ion-neutral chemistry for ion species O+, N+, NO+, O2+ and N2+ separately 
from IPWM. All species except O+ are assumed to be in local chemical equilibrium. Ion-neutral drag leading 
to frictional heating (Joule heating in the neutral frame) is determined by the field-perpendicular velocity dif-
ference between major neutral species O, O2 and N2 and major ion species O+, O2+ and NO+ all drifting with 
the E×B velocity provided by MIX. TIEGCM only solves for the field-aligned transport of O+. Its field-perpen-
dicular transport is determined by the E×B velocity from MIX; the field-aligned transport neglects ion inertia in 
TIEGCM (but not in IPWM which treats higher altitudes where the ion compressibility becomes increasingly 
important).  The TIEGCM altitude is resolved at constant pressure levels, with lowest pressure level near 97 
km altitude.  Depending on solar activity, the top pressure level ranges between 400 km at solar min and 800 
km at solar max.   

IPWM solves the eight-moment equations for the parallel transport of H+, He+, O+(4S) and electrons (Varney 
et al., 2014). IPWM also solves the photochemistry of H+, He+, O+(4S), O+(2D), O+(2P), N+, NO+, N2+, and O2+ 
using the reactions from Richards (2011) expanded with extra light ion reactions (Varney et al., 2014). IPWM 
assumes dipole magnetic field lines. Its low-latitude boundary is the surface defined by L = 4 (dipole L-shell 
parameter corresponding to 60° MLAT at r = 1 RE). At its low-altitude boundary at 97 km, the IPWM grid is 2° 
in MLAT and 5.625° in MLON at the low-latitude boundary with decreasing MLON resolution moving inwards 
towards to pole to avoid excessively small cells. The IPWM grid extends from 97 km altitude up to 8000 km 
and expands along dipole field-lines with increasing altitude.  IPWM also includes a Wave Particle Interaction 
(WPI) model that specifies the promotion of thermal O+ into energetic O+ and its transverse acceleration.  For 
the simulation results presented here, the WPI model uses the parameters specified as run D in Varney et al. 
(2016b).  TIEGCM provides IPWM the specification for neutral densities of the major neutral species, N2, O2, 
and O, as well as the minor neutral species NO, which is not provided by MSIS. IPWM still uses the densities 
of minor neutral species H, He, and N(4S), from MSIS. IPWM solves for the density of N(2D) using its own 
internal chemical equilibrium model. TIEGCM also provides the neutral temperature and neutral winds, which 
are assumed to be equal for all species. IPWM extrapolates the neutral information above the upper boundary 
of TIEGCM by assuming constant temperature and neutral wind in altitude, which is expected since thermal 
conductivity and kinematic viscosity become extremely large in the low-density limit, and by performing an 
exponential extrapolation of the neutral densities of N2, O2, NO, and O, which is the expected form in hydro-
static equilibrium at constant temperature. The exponential extrapolation uses the ratio of the TIEGCM densi-
ties between the top pressure level and the fifth pressure level from the top to estimate the scale height. 

Various combinations of these models have been coupled in previous simulation studies but never all four 
components simultaneously.  The Coupled Magnetosphere Ionosphere Thermosphere (CMIT) model, which 
couples LFM, MIX, and TIEGCM (e.g. Wang et al., 2008; Wiltberger et al., 2004; Wiltberger et al., 2012; Zhang 
et al., 2012a), has been used in numerous studies already.  Varney et al. (2016a) describes an approach to 
couple the multifluid LFM, MIX, and IPWM to form the MFLFM-IPWM coupled model.  Here we build upon 
these prior modeling efforts and couple all components into a single coupled model, which we refer to as the 
LFM-IPWM-TIEGCM (LIT) model.   As an extension of the prior coupling efforts, the LIT model includes the 
additional coupling pathway of IPWM to dynamic thermospheric quantities from TIEGCM (where available) 
supplemented by MSIS, instead of using only MSIS. 
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In the current implementation of LIT, only one instance of IPWM is simulated representing the northern hem-
isphere. When coupling to MFLFM, the outflow parameters from IPWM are input into both hemispheres as-
suming hemispheric symmetry. The assumption of perfect hemispheric symmetry is adequate for the idealized 
simulations presented in this work, but future model development is needed to examine additional effects of 
hemispheric asymmetry. 

2.2 Ion Outflow Acceleration  
LFM’s ideal MHD model only treats isotropic fluids, and thus cannot treat the magnetic mirror force above r = 
2 RE. IPWM’s anisotropic, nonthermal O+ fluid is converted to an isotropic bulk fluid when its fluxes are in-
gested in LFM’s low-altitude boundary cells. In the treatment in Varney et al. (2016a), the mirror force above 
LFM’s low-altitude boundary was completely ignored. For this work we have revised this procedure to generate 
parallel velocities that are closer to observations (e.g. Bouhram et al. 2004). To model continued evolution of 
the anisotropic nonthermal O+ fluid above LFM’s low-altitude boundary before its moment fluxes are ingested 
into LFM’s low-altitude boundary cell, we first perform an adiabatic mapping along dipole field lines of the 
anisotropic velocity (𝑣𝑣∥0, 𝑣𝑣⊥0) of the nonthermal O+ in IPWM at the inner boundary of LFM to a reference radial 
distance 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟. The parallel velocity 𝑣𝑣∥0 is calculated directly by the IPWM parallel momentum equation. The 

perpendicular velocity 𝑣𝑣⊥0 ≡ �2𝑝𝑝⊥0 𝑚𝑚𝑛𝑛0⁄  is derived from the IPWM solution for the perpendicular pressure 
𝑝𝑝⊥0 and number density 𝑛𝑛0. The mapping conserves the first adiabatic invariant 𝑣𝑣⊥2 𝐵𝐵⁄ , kinetic energy 
½𝑚𝑚�𝑣𝑣∥2 + 𝑣𝑣⊥2�, and number flux 𝑛𝑛𝜈𝜈|| of the nonthermal O+. After determining the mapped values, we then 1) 
assign the mapped 𝑣𝑣∥ to the parallel bulk velocity of the nonthermal O+ ingested in LFM’s boundary cells and 
2) from the mapped 𝑣𝑣⊥, assign ½𝑚𝑚𝑣𝑣⊥2 to the isotropic temperature of the ingested nonthermal O+. The number 
density of the ingested nonthermal O+ is reduced such that the number flux remains unchanged as a result of 
the mapping. 

We have chosen 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = 6 𝑅𝑅𝐸𝐸 for the mapping since the above procedure results in a temperature of about 10-
30 eV at ingestion at LFM’s low-altitude boundary at 𝑟𝑟 = 2 𝑅𝑅𝐸𝐸 and 𝑣𝑣∥ values ranging approximately from 30-
70 km/s, which are comparable to Cluster measurements (Bouhram et al., 2004). The MHD equations impart 
an additional centrifugal acceleration to its upward flowing fluids above the low-altitude boundary owing to the 
action of convection on the parallel streaming fluid.  

This adiabatic mapping procedure does not capture any additional nonadiabatic acceleration that may be 
occurring due to wave-particle interactions above the altitude limits of the IPWM domain. Cluster satellite data 
indicate that O+ undergoes wave-particle interactions and continuous energization in the cusp up to about r = 
3.5 RE before asymptotically reaching a parallel velocity (ν||)  ranging from 40 km/s to 200 km/s and a temper-
ature ranging from 80 eV to 2000 eV (Bouhram et al., 2004). Including additional nonadiabatic acceleration in 
the LFM domain will require future model development. 

We found that ion outflows entering the LFM domain with subsonic velocities usually do not leave LFM’s lower 
altitude grid cells. When this occurs, the fluid accumulates near the low-altitude boundary, and the fluid density 
becomes unrealistically large, which is especially problematic for the long-duration simulations of this paper.  
To remedy the problem, each IPWM fluid is only ingested in an LFM boundary cell when its mapped parallel 
velocity is supersonic.  

2.3 Simulation Setup 

The idealized numerical experiments in this study use realistic solar wind inputs based on an interplanetary 
stream interaction region (SIR) that swept past Earth on 26-27 March 2003 (Jian et al., 2006). The variability 
in IMF and dynamic pressure typically associated with an SIR stimulates Alfvénic Poynting fluxes flowing into 
the cusp, and such events can be expected to produce relatively prodigious cusp O+ outflows. Additionally, 
the periods of moderately intense southward IMF in the chosen SIR event produce magnetotail activity that 
also stimulates earthward-directed Alfvénic Poynting fluxes and O+ outflows on the nightside. Thus SIR events 
are ideal candidates for numerical experiments to study the effects of ionospheric outflows on geospace dy-
namics. The variability in ρSW and IMF Bz in this event are sufficient to generate significant Alfvénic power 
flowing to low altitude, so we chose to simplify the inputs by setting the other solar wind velocity components 
(Vy, Vz) and IMF components (Bx, By) to zero. This study uses controlled, idealized numerical experiments to 
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isolate cause and effect rather 
exacting simulations of the 26 
March 2003 event. Nonzero 
IMF Bx,y, in particular, can intro-
duce externally imposed hemi-
spheric and dawn-dusk asym-
metries in the geospace re-
sponse that masks asymme-
tries produced by internal pro-
cesses. Figure S2 of the Sup-
porting Information provides a 
plot of the solar wind and IMF 
parameters used for this study. 

To examine the thermospheric 
influence on geospace dynam-
ics via ionospheric ion outflows, 
we vary one of the major 
sources of thermospheric varia-

bility in the TIEGCM simulations, the solar EUV flux. The solar irradiance controls (Hedin & Mayr, 1987): 1) 
direct heating of the thermosphere, which influences the scale heights of the neutral total density and temper-
ature, and 2) ionization of the thermosphere, which determines the altitude profiles of the electron density, 
Pedersen conductivity, and Joule heating of the thermosphere. The proxy input to the modified EUVAC model 
that specifies the solar EUV flux in TIEGCM (Solomon & Qian, 2005) is the daily F10.7 index, a measure of 
the solar radio flux at 10.7 cm. 

Four different TIEGCM states were simulated corresponding to F10.7 values of 80 SFU, 130 SFU, 180 SFU, 
and 230 SFU (designated 80F, 130F, 180F, and 230F runs). Diagnostic results are presented here only for 
the extreme cases, 80F and 230F, but we determined that thermospheres corresponding to intermediate F10.7 
produced intermediate results for each diagnostic. The 80F and 230F runs can be considered as representa-
tive of solar minimum and solar maximum states. Altitude profiles of the densities and temperatures for the 
major neutral species O, O2, and N2 averaged over the IPWM spatial domain in MLAT-MLON for the two 
extremes (80F and 230F) are shown in Figure 1 at 1600 UT on 26 March 2003 when the LIT component 
models are first coupled.  When F10.7 was increased from 80 SFU to 230 SFU, the thermospheric densities 
and temperature increased. 

In order to isolate the effects of the changes in the thermospheric state from solar EUV effects on ionospheric 
chemistry and electron heating, we specified the same value of F10.7 (180 SFU) in the IPWM input for all four 
runs.  IPWM uses F10.7 in two ways: 1) as input to its irradiance model, which is used to determine photoion-
ization and photoelectron heating, and 2) as input to the MSIS thermosphere, which is used to specify char-
acteristics of the minor species not taken from TIEGCM. Using the same F10.7 input to IPWM for all runs 
maintains the same irradiance for photoionization and further isolates variations in the thermospheric influence 
on geospace dynamics.  All models are preconditioned using standard procedures for each individual model, 
as described in Text S3 of the Supporting Information.  

With the integration of IPWM into CMIT and its causally regulated ionospheric outflows, the TIEGCM thermo-
sphere has two pathways to impact the geospace system: 1) It determines the ionospheric conductivity which 
influences MIT electrodynamics; and 2) It modulates the composition and scale height of the neutral atmos-
phere and, therefore, the source densities and fluxes of ionospheric ion outflows, which influence mass loading 
of the magnetosphere and MIT coupling and feedback. To isolate the outflow effects in the LIT model, we 
used time-constant ionospheric conductances in MIX so that the magnetosphere always sees the same con-
ductance for runs with different thermospheric states.  The static conductance in MIX includes the EUV con-
ductance distribution described by Wiltberger et al. (2009) for an F10.7 of 180 SFU and a 2 S floor on both 
the Pedersen and Hall conductance throughout the MIX grid. LFM does not see the electron precipitation-
induced conductances that the standard MIX module calculates. 

 

Figure 1. Altitude profiles of the O (blue), O2 (red) and N2 (green) density (left) 
and composite temperature (right) averaged over the northern hemispheric MLAT-
MLON domain of IPWM at 1600 UT on 26 March 2003 for F10.7 inputs of 80 SFU 
(dashed) and 230 SFU (solid).  Dark portion of each curve is determined directly 
by TIEGCM. IPWM’s extrapolation to altitudes above TIEGCM’s domain is indi-
cated by the light extension of each curve.   
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3. Results and Discussion 

3.1 System Overview – Integrated System Parameters 
The impact of different thermospheric states (e.g., Figure 1) on geospace dynamics can be characterized by 
a variety of diagnostics. In this subsection we present an overview based on time series of key integrated 
(lumped) system parameters. Figure 2 shows time series of the hemispherically integrated outflow rate calcu-
lated at the inner boundary of LFM, cross polar cap potential (CPCP) and the difference in CPCP between 
runs (80F minus 230F). A 30-minute moving mean has been applied to each curve in Figure 2.  The yellow 
band in Figure 2 from 0600-1200UT on 27 Mar 2003 delineates the interval during which six-hour average 
states are calculated for various diagnostic quantities discussed in subsequent analysis. It is a period of mod-
erate interplanetary driving as measured by the average IMF Bz = −5.3 nT (cf. SI Figure S2). 

The average CPCP during this interval is 162kV and 156kV for the 80F and 230F runs, respectively. The 
average reduction in the CPCP between the 230F and 80F runs is relatively small, but it can be as large as 
20 kV over limited durations near peaks in the CPCP (Figure 2, bottom) and can even reverse sign. As noted 
previously (Winglee et al., 2002; Brambles et al., 2010; Welling & Zaharia, 2012), the CPCP is usually lower 
when the magnetosphere is loaded with more O+, the likely cause being the effect of O+ in lowering the mag-
netopause reconnection rate (Lotko, 2007). We return to this point in Sec. 3.4 where dayside reconnection 
rates and potentials are determined. In both runs the CPCP (Figure 2, middle) tends to decrease as the O+ 
outflow rate (Figure 2, top) increases, but the trend is not universal due to partial masking by application of a 
moving mean combined with the more latent response to solar wind variability of the outflow rate relative to 
the CPCP.  The generation and timing of cusp-region Alfvénic Poynting flux is similar in both runs owing to 
the driven nature of the magnetosphere 
and the same solar wind driving in both 
runs. Consequently, the timing of O+ en-
ergization, which is causally regulated in 
the outflow model by Alfvénic Poynting 
flux, is accompanied by similar timings 
of enhanced outflow in the two runs. 

Table 1 compares the relative effects of 
six-hour average 80F and 230F thermo-
spheric states for the integrated O+ out-
flow flux 𝐹𝐹O+; average O+ outflow veloc-
ity 𝑉𝑉�∥O+; and integrated downflowing Alf-
vénic Poynting flux 𝑆𝑆∥.  𝑉𝑉�∥O+ is calculated 
by first integrating the momentum flux 
over the surface of interest (dayside or 
nightside) and then averaging the result 
over the six-hour interval.  The number 
flux is integrated over the same surface 
area and averaged over time. The inte-
grated momentum flux divided by the in-
tegrated number flux produces the aver-
age outflow velocity 𝑉𝑉�∥O+.  The numeri-
cal values in Table 1 are split into the 
northern hemisphere’s dayside and 
nightside, which we delineate by inte-
grating and averaging sunward and anti-
sunward of the dawn-dusk meridian, re-
spectively.  The percent difference, Δ%, 
is calculated for any variable A as 
(𝐴𝐴230𝐹𝐹/𝐴𝐴80𝐹𝐹 − 1) ∗ 100.  

The hemispherically integrated flux of 

 

Figure 2. Outflow rate of energetic O+ integrated over the northern 
hemisphere (top), the CPCP (middle) and the difference in CPCP for 
80F run minus 230F run (bottom) versus UT. A 30-minute moving 
mean has been applied to each curve. The yellow band is a 6-hour 
period of moderately elevated solar wind activity and CPCP during 
which a six-hour average state is used in subsequent analysis. 
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nonthermal O+ flowing into the LFM domain 
from IPWM (Figure 2, top) is nearly always 
greater for the 230F run than the 80F run, 
with six-hour averages from 0600-1200 UT 
on 27 Mar exhibiting a 36% increase in the 
outflow rate in Table 1 on the dayside and a 
60% increase on the nightside. The outflow 
rates for low and high F10.7 are comparable 
to those reported by Yau et al. (2013) based 
on ion measurements from the Dynamics Ex-
plorer-1 (DE-1) satellite. Their empirical re-
gression formula for the F10.7 dependence 
of the O+ outflow rate, 𝐹𝐹𝑂𝑂+ ∝ exp (10−2𝐹𝐹10.7), 
gives a predicted increase of ≈ 350% at 230 

SFU relative to 80 SFU at the relatively high Kp values (4- to 5-) of our six-hour averaging interval, but their 
regression formula is least accurate at high Kp and extreme F10.7  (their Fig. 2). The simulated increase in 
hemispheric outflow rate with increasing F10.7 is significantly less (44%) than that predicted by Yau et al.’s 
empirical formula, but the simulations were designed to isolate the effects of changes in the distribution, com-
position, density, temperature and wind of thermospheric major neutral species from all the other effects of 
solar EUV. In contrast, the empirical predictions are derived from observations that mix together all of the 
effects of solar EUV on the system. The solar EUV production and photoelectron heating in IPWM, the neutral 
H density that affects charge exchange, and the ionospheric conductance are all held constant between the 
runs.   Even with the solar EUV in IPWM held constant, the higher thermospheric neutral densities and tem-
peratures in the 230F run lead to higher rates of topside O+ production. This result was anticipated by Cannata 
and Gombosi (1989) who concluded that an increase in atomic oxygen density during solar maximum leads 
to an increase in O+ in the topside ionosphere and exosphere during solar maximum. 

This simulated dependence of 𝑉𝑉�∥O+ on F10.7 is consistent 
with the observed dependence reported by Abe et al. 
(2004). Despite the 230F run’s reduced acceleration and 
slower 𝑉𝑉�∥O+, its outflow rate is still higher relative to the 80F 
run because the 230F thermosphere produces a higher O+ 

source density available for energization and outflow. This 
effect evidently overcompensates the reduction in outflow 
velocity. 

3.2 Low-Altitude System State 
We now consider low-altitude distributions of select state 
variables averaged over the nominal six-hour interval 
(0600-1200 UT, 27 Mar 2003). The average ionospheric 
potential distributions shown in Figure 3 (left) are similar 
for the two runs, albeit with a cross polar cap potential 4% 
larger magnitude in the 80F than in the 230F run. Since 
the MIX ionospheric conductances are the same in the two 
runs, this difference in CPCP must be due to commensu-
rately different reconnection potentials at the dayside mag-
netopause (to be discussed in Sec. 3.4).  The transpolar 
potential distributions in both runs indicate that more mag-
netic flux circulates in the dusk cell than in the dawn cell, 
with 60% of the total flux circulating in the dusk cell. This 
asymmetry is a consequence of the day-to-night Hall con-
ductance gradient resulting from the EUV-induced ioniza-
tion and conductance (Lotko et al., 2014).  Since the MIX 
conductance distribution is the same in both runs, it is not 

 80F, 
day 

230F, 
day 

Δday 

% 
80F, 
night 

230F, 
night 

Δnight 

% 

𝐹𝐹O+ , 1025 ions/s 2.8 3.8 36 1.5 2.4 60 

𝑉𝑉�∥O+, km/s 32 33 3 45 38 −16 

𝑆𝑆∥, GW 0.22 0.22 0 0.33 0.22 −33 

Table 1. Six-hour average values for the interval 0600-1200 UT on 27 
March.  The downflowing Alfvénic Poynting flux (𝑆𝑆∥) and energetic O+ 
outflow flux (𝐹𝐹O+) are integrated over dayside and nightside areas. The 
O+ outflow velocity �𝑉𝑉�∥O+� is an average over dayside and nightside 
areas.  Δ% is the percent difference of the 230F variable relative to the 
80F variable. 

 
Figure 3. Ionospheric potential (left) and O+ out-
flow flux distributions at 6196 km altitude (right) vs 
MLT and MLAT, time-averaged from 06-12 UT on 
27 March.  The contours in all plots correspond to 
electric potential.  Values below each potential plot 
give the minimum and maximum potentials. The 
magenta squares denote postnoon (10 UT) and 
prenoon (14 UT) regions of interest at 74° MLAT. 



Pham et al. Thermosphere Influenced Outflow 8 

  

 

 

surprising that the degree of asymmetry in the potential 
distributions is the same. 

The distribution of energetic O+ outflow flux (Figure 3, 
right) at 6196 km altitude, where the IPWM O+ flux 
enters the LFM domain, is higher on the dawn side than 
on the dusk side.  This asymmetry cannot be externally 
imposed because the solar wind/IMF variables (ρ, Vx, 
Bz) driving the simulation produce neither a dawn/dusk 
nor a hemispheric asymmetry. It must arise from 
something inherent in the system.   A prenoon 
enhancement in outflow flux in the low-altitude 
upflowing flux of O+ and in the high-altitude outflow flux 
has been reported in many observational studies using 
ground-based radars (Evans, 1975) and satellite data 

from DE-1 (Lockwood et al., 1985; Pollock et al., 1990; Giles et al., 1994), Polar (Lennartsson et al., 2004), 
DMSP (Redmon et al., 2012), FAST (Andersson et al., 2005) and Cluster (Liao et al., 2010).  The extensive 
altitude range of these observations indicate that the prenoon enhancement in outflow flux persists from low 
altitudes in the topside ionosphere up to high altitudes in the cusp and lobes.  While the feature is evidently 
common, its causality has yet to be fully resolved. Based on quiet-time, ionospheric simulations using the FLIP 
model, Redmon et al. (2012) attribute the asymmetry primarily to a rise in upward O+ flux after sunrise caused 
by solar illumination-induced thermal expansion. As the plasma moves eastward toward noon and beyond, it 
approaches equilibrium along the flux tube in the simulations, reducing the temperature gradient and upward 
flux. Liao et al. (2010) attributed the asymmetry of O+ outflows observed in the lobes to an asymmetry in 
convection caused by the effect of the night-to-day gradient on ionospheric conductivity. The LIT simulations 
treat all of the processes described in these studies in concert with IPWM’s O+ WPI energization mechanism, 
and we next diagnose features of the prenoon enhancement in the LIT ionosphere-thermosphere and 
magnetosphere.  

The prenoon enhancement is most prominent in the 230F run, so we analyzed it in detail.  Prenoon (10 MLT) 
and postnoon (14 MLT) points of interest located at 74° MLAT are marked as magenta squares in Figure 3 
(bottom right).  The height profiles of the O+ temperature and density at the two fiducial points are shown in 
Figure 4. Contributions from both the thermal and transversely accelerated O+ are included in the plot, but 
only the thermal species contributes below 600 km altitude. The temperatures in Figure 4 start to diverge near 
300 km altitude. A potential cause of this asymmetry is the magnetosphere.  LFM’s empirical model for BBE 
precipitating number flux exhibits a prenoon enhancement (Figure 5, left) consistent with the prenoon en-
hancement in topside O+ upflow. The prenoon enhancement in BBE precipitation is also shifted poleward 
relative to the postnoon enhancement (peak near 74° vs 70° MLAT).  In addition, the dawnward shift in the 
convection throat in Figure 3 (evidenced by the location of the zero-potential contour) causes direct-entry cusp 
electron precipitation to exhibit the same pre-
noon enhancement.  With typical energies of ~ 
400eV, BBE and direct-entry cusp electron pre-
cipitation deposit energy in the ionosphere-ther-
mosphere near 300 km altitude, augment the 
Pedersen conductivity of the bottomside F re-
gion, and stimulate IT heating and upwelling 
above that altitude (Zhang et al., 2012a). This ef-
fect contributes to the asymmetry in the ion tem-
perature, and together with increased O+ produc-
tion due to the increase in neutral O scale height 
in the 230F run (Figure S3), to the enhancement 
in topside O+ density in Figure 4 (right). At 1000 
km altitude at the fiducial points in Figure 3, the 
prenoon O+ density is 26% (51%) greater in the 
230F (80F) run than the postnoon density. 

 
Figure 4. Six-hour time-average (from 06-12 UT on 27 
March) thermal plus energetic O+ temperature (left) and 
density (right) vs altitude for the prenoon and postnoon 
points marked as magenta squares in Fig. 3 (230F run). 

 
Figure 5. Six-hour time-average (over 06-12 UT on 27 March) 
distributions of BBE precipitating number flux (left) and Alf-
vénic Poynting flux (right) mapped to 100km vs MLT and 
MLAT in the 230F LIT run. 
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The downflowing Alfvénic Poynting flux S|| extracted from LFM exhibits the same MLT/MLAT pattern as the 
BBE precipitation (Figure 5, right), as it should because the precipitating BBE flux is parameterized in MIX as 
a power-law function of Aflvénic S|| (Zhang et al., 2015b).  Since the downflowing Alfvénic Poynting flux addi-
tionally regulates O+ energization in IPWM’s WPI model, its pre/postnoon asymmetry introduces asymmetry 
in the O+ outflow independently of the thermosphere, at least in the current implementation of LIT. Direct 
Alfvénic Joule heating of the thermosphere, which is not included here, can also augment neutral upwelling.  
The analysis thus far does not determine relationships between these parameters nor does it determine the 
primary causality of the pre/postnoon asymmetry. A more in-depth analysis is certainly warranted. 

3.3 Lobe Distributions 
The previous analysis shows that IPWM ingests O+ outflow into LIT’s low-altitude magnetosphere predomi-
nantly in the prenoon sector. This asymmetry persists in the lobes. Figure 6 shows the field-aligned flux of the 
energetic O+ in color in a YSM−ZSM plane at XSM = −15 RE, averaged over the same 6-hour interval indicated 
in Figure 2 and Table 1. The prenoon/dawnward (YSM < 0) shift in the O+ flux is clearly present near the YSM 

axis, although it is less conspicuous than at low altitude. Positive (red) in Figure 6 indicates parallel to the 
magnetic field. As expected the flow is tailward everywhere outside the black closed contour, which is the field 
line mapping onto the Y−Z plane of the last closed field line in the plasma sheet (inferred on ZSM = 0 plane). It 
separates closed plasmasheet field lines (within black contour) in this projection from open lobe field lines 
(outside black contour). Regions of sunward-directed field-aligned flux, several RE wide in YSM, occur within 
the black contour. These are (6-hour) time-average projections of O+  fluxes entrained in the plasmasheet flow 
channels (bursty bulk flows) seen in Cluster data (Nakamura et al., 2004) and previous LFM simulations (Wilt-
berger et al., 2015; Merkin et al., 2019). The fact that they are more prominent on the dusk side than the dawn 
side is discussed in Sec. 3.4 where plasmasheet diagnostics are presented. The white squares in Figure 6 
give an impression of the magnetopause location in this plane and are points where solar wind streamlines 
intersect the Y−Z plane. 

The green vectors in Figure 6 represent the local field-perpendicular velocity (𝑬𝑬 × 𝑩𝑩) projected onto the Y−Z 
plane from the simulated polar cap. As expected for the dawn-to-dusk electric field in the simulated polar cap 
(Figure 3, left), the 𝑬𝑬 × 𝑩𝑩 drift transports the fluid predominantly toward the plasmasheet in the lobes; however, 
it also has a duskward component in this projection. The duskward drift is not imposed by the solar wind (Vx 
only) or IMF (Bz only) and is a consequence of the sunward gradient in ionospheric Hall conductance (Lotko 
et al., 2014). It is energetically more favorable for the ionosphere to polarize in response to a divergent Hall 
current than to work against the high Alfvén impedance to field-aligned current flow, the alternative pathway 
for alleviating a Hall-current di-
vergence. The polarization pro-
duces a secondary, sunward-di-
rected electric field and the 
duskward 𝑬𝑬 × 𝑩𝑩 drift apparent in 
the lobes.  Since Figure 6 is a 6-
hour average, the 𝑬𝑬 × 𝑩𝑩 vectors 
do not vanish at the open-closed 
boundary (black curve) or be-
come tangential there, as they 
should because the MHD flow is 
ideal on either side of the bound-
ary and cannot cross the mag-
netic separatrix without magnetic 
reconnection. Reconnection oc-
curs near the magnetic equator in 
the plasmasheet, not the lobes. 
The instantaneous flow is ideal 
on either side of the instantane-
ous boundary, but plotting aver-
age 𝑬𝑬 × 𝑩𝑩 flow vectors makes it 

 
Figure 6. Six-hour time-average (over 06-12 UT on 27 March) field-aligned flux 
of the energetic O+ (color scale) in a YSM−ZSM plane at XSM = −15 RE for the 230F 
run. Positive (red) is parallel to the magnetic field.  The green arrows are 𝑬𝑬× 𝑩𝑩  
velocity vectors projected onto the plane.  The black contour is the projection 
along magnetic field lines of the last closed field line in the ZSM = 0 plane.  The 
white points are the intersection of solar wind streamlines with this plane. 
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appear nonideal at the average boundary location. 

The occurrence frequency of streaming O+ in Cluster CODIF measurements integrated from −20 RE < XGSM < 
−5 RE in the lobes exhibits a similar dawnward shift in the northern lobe, even when all IMF clock angles are 
included in the statistics (Liao et al., 2010). However, the asymmetry shifts duskward in the southern lobe. 
The cause of the shift is not clear. Season may be a factor because in Liao et al.’s 2010 study Cluster was in 
the northern/southern hemisphere during summer/winter, respectively. Solar cycle phase may also be a factor 
which, as demonstrated in Sec. 3.2, changes the underlying thermospheric state and its influence on O+ out-
flow. The data in the Liao et al. (2010) study was acquired in 2001-2002 at solar maximum. The occurrence 
frequency of streaming, cusp-origin O+ exhibits a predominant dawnward shift in 2003 (the year of the SIR 
event simulated here) in both the north and south (Liao et al., 2012), though it is not hemispherically symmetric 
as in Figure 6.  Proper hemispheric symmetry/antisymmetry is not treated in the currently implemented LIT 
model, because the IPWM ionosphere and outflowing O+ are required to be hemispherically symmetric by 
construction. Additional LIT model development is needed to address the hemispheric asymmetries reported 
by Liao et al. 

3.4 Plasmasheet Distributions 
The O+ density distributions in the simulated equatorial plane (ZSM = 0) for the 80F and 230F runs, time-
averaged over the same six-hour active period as in prior figures, are shown in color in Figure 7. The white 
contours delineate the average Bz = 0 contour in each run—essentially the average magnetic x-line for the 
solar wind/IMF driving conditions in these simulations with no dipole tilt (Ouellette et al., 2010). The dayside 
density depletion in the plots located within the magnetosphere and sunward of the low-altitude simulation 
boundary at 𝑟𝑟 = 2 RE is an artifact of the simulation.  The simulation model does not include corotation or 
gradient-curvature drifts, and the 𝑬𝑬 × 𝑩𝑩 convection paths do not reach the shadow region sunward of the low-
altitude simulation boundary before undergoing reconnection at the dayside magnetopause. 

Given the greater low-altitude O+ outflow flux in the 230F run than in the 80 F run, it is not suprising that the 
plasmasheet in Figure 7 contains more O+ in the 230F run than the 80F run. This F10.7 dependence of the 
simulated O+ density is consistent with satellite observations in the midtail plasmasheet (−15 < XSM <− 20 RE) 
plasmasheet (Lennartsson, 1989; Mouikis et al. 2010; Maggiolo & Kistler, 2014). The average simulated O+ 
densities are within the range reported by Maggiolo & Kistler (their Figure 2) for the magnetic activity level (Kp 
= 4-5) of the six-hour averaging window (06-12 UT 27 March 2003). The simulations exhibit a weak asymmetry 
in the O+ density of the midtail plasmasheet (−15 to −20 RE)  with about 10% greater post-midnight density 
within ±2 hours MLT (YGSM within ±10 RE) of midnight. The Cluster CODIF measurements present a somehwat 
mixed picture of this asymmetry in midtail O+ density (Mouikis et al. 2010; Maggiolo and Kistler, 2014) with 
large error bars on the distributions. 

The shape of the simulated plasmasheet inferred from the x-line perimeter in Figure 7 is noticeably asymmetric 
across midnight in the 80F run and slightly asymmetric in the 230F run, with the plasmasheet contracted on 
the post-midnight side relative to pre-midnight. This asymmetry is due to the sunward gradient in EUV-induced 
ionospheric Hall conductance (Lotko et al., 2014). It becomes especially severe in simulations when conduct-
ance enhancements due to auroral precipitation are neglected (Smith, 2012), as in these simulations. Com-
parison of the 80F and 230F plasmasheets indicates that mass loading with O+ fluid tends to counteract the 
effect, as evidenced by the greater mass loading and less asymmetric plasmasheet of 230F run. Brambles et 
al. (2010) showed that the plasmasheet is stretched tailward in MFLFM simulations when O+ outflows are 
included. We may be seeing some manifestations of this effect in the asymmetric plasmasheets shown here, 
with average x-lines extending beyond −60 RE. 

Noticeably more O+ fluid is contained in the distant (−30 RE to −60 RE), pre-midnight plasmasheet compared 
to the post-midnight plasmasheet, with the density asymmetry being especially prominent in the 80F run. Once 
the postmidnight plasmasheet contracts in tailward extent due to the aforementioned effect of ionospheric Hall 
conductance, access to the plasmasheet of the dawnside, tailward flowing lobe O+ in the lobes is reduced, 
and more of the fluid exits the magnetosphere through the distant lobes without ever intersecting the postmid-
night plasmasheet. This effect is less significant in the duskside lobes because the nightside x-line extends 
further tailward on the duskside. The duskward drift of the O+ fluid in the lobes (Figure 6) also tends to transport 
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a portion of the the tailward flow-
ing O+, formerly in the dawnside 
lobe, toward the duskside by the 
time it intersects the plasmasheet. 
Transport of outflowing iono-
spheric O+ into the plasmasheet 
from the ionosphere deserves a 
more comprehensive investiga-
tion than we have presented here. 
It involves many interacting pro-
cesses that differ for dayside and 
nightside outflows. 

Previous global simulations with 
O+ outflows have shown that the 
CPCP decreases as the concen-
tration of O+ in the magneto-
sphere increases (Winglee et al., 
2002; Brambles et al., 2010; Gar-
cia et al., 2010; Wiltberger et al., 
2010; Welling and Zaharia, 2012; 
Zhang et al., 2016b). We do not 
yet have a consensus on how ex-
actly the addition of O+ causes 
this change (Welling and Zaharia, 
2012, and references therein).  
Ideal MHD does not allow field-
aligned potential drops so the 
CPCP should scale linearly with 
the reconnection potential ΔΦ𝑅𝑅𝑅𝑅 
along the dayside magnetopause. 
The integral of the simulated re-
connection electric field 𝐸𝐸𝑅𝑅𝑅𝑅 along 
the dayside x-line (between nulls 
in 𝐸𝐸𝑅𝑅𝑅𝑅) gives a dayside ΔΦ𝑅𝑅𝑅𝑅 of 
181kV and 175kV for the 80F and 
230F runs, respectively (Figure 
8).  When averaged over a long 
duration (e.g., the 6-hour interval 
used in Figures 3-7), the simu-
lated nightside ΔΦ𝑅𝑅𝑅𝑅 should be 
approximately the negative of the 
dayside ΔΦ𝑅𝑅𝑅𝑅. Integration of 𝐸𝐸𝑅𝑅𝑥𝑥 

around the average 𝐵𝐵𝑧𝑧 = 0 contour is, in fact, zero to within 0.1 kV in Figure 8.  It is clear, however, that the 
average nightside reconnection rate inferred from the slope of the reconnection potential in Figure 8 is much 
larger than the dayside rate, which is distributed over a broader range of MLT. 

The decrease in ΔΦ𝑅𝑅𝑅𝑅 for the 230F run is attributed to the greater density of O+ in the reconnection inflow 
regions that feed magnetic diffusion along the magnetopause and the nightside x-line. Figure 7 (bottom) over-
lays the six-hour average 𝐵𝐵𝑧𝑧 = 0 contours for the 80F and 230F runs for comparison. As measured by the 
𝐵𝐵𝑧𝑧 = 0 contours, the plasmasheet is smaller in size in the 230F run than 80F run, while the dayside magneto-
sphere from the subsolar point up to about X = −20 RE is almost the same for the two runs. This comparison 
indicates that the dayside ΔΦ𝑅𝑅𝑅𝑅 is less in the 230F run primarily because 𝐸𝐸𝑅𝑅𝑅𝑅 is less along the x-line in the 
230F run relative to that in the 80F run. The reconnection rate scales with the Alfvén speed in the reconnection 
inflow region, and the reduction in the rate on the dayside in the 230F run is due largely to a reduction in Alfvén 

 
Figure 7. Log density of the energetic O+ population (color scale) in the equato-
rial plane of the 80F (top) and 230F (middle) runs, time-averaged over the same 
6-hour interval as in Fig. 2 and Table 1 (06-12 UT on 27 March).  The white 
contours are average 𝐵𝐵𝑧𝑧 = 0 contours corresponding to the average magnetic x-
line.  The dayside reconnection potential for each run is given in the lower left.  
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speed, a consequence of the larger O+ density 
(compare Figure 7 top and middle) and, therefore, 
in mass density in the inflow region earthward of the 
magnetopause. 

Analysis of the nightside ΔΦ𝑅𝑅𝑅𝑅 is a bit more involved 
because both 𝐸𝐸𝑅𝑅𝑅𝑅 and the length of the x-line 
change between the 80F and 230F runs. To evalu-
ate the effect of mass loading on reconnection in 
these simulations, we consider the practically uni-
versal formula (Cassak et al., 2017) for the recon-
nection electric field 𝐸𝐸𝑅𝑅𝑅𝑅 = 0.1𝑣𝑣𝐴𝐴,𝑖𝑖𝑖𝑖 𝐵𝐵𝑖𝑖𝑖𝑖 =
0.1𝐵𝐵𝑖𝑖𝑖𝑖2 �𝜇𝜇0𝜌𝜌𝑖𝑖𝑖𝑖�  , where  𝑣𝑣𝐴𝐴,𝑖𝑖𝑖𝑖,𝐵𝐵𝑖𝑖𝑖𝑖 and 𝜌𝜌𝑖𝑖𝑖𝑖 are the Alf-
vén speed, magnetic field and mass density in the 

reconnection inflow region (lobes for nightside reconnection). This relationship has also been verified in 
MFLFM simulations of outflow-induced, magnetotail sawtooth events at tail distances −20 RE < X < −70 RE 
wherein both 𝐵𝐵𝑖𝑖𝑖𝑖 and 𝜌𝜌𝑖𝑖𝑖𝑖 vary significantly over the course of a sawtooth cycle (Ouellette et al., 2013). We 
found that the simulated distribution of 0.1𝐵𝐵𝑥𝑥2 �𝜇𝜇0𝜌𝜌�   in the Z = 1 RE plane above the nightside x-line and within 
± 1 hour of midnight in Figure 7 is about 10% less in the 230F run than the 80F run. This difference explains 
the lower reconnection potential for the 230F run in Figure 8. 

The decrease in reconnection rate and Alfvén speed in the 230F run reduces its reconnection exhaust flows 
which stimulate down flowing Alfvénic Poynting fluxes in the plasmasheet (Zhang et al., 2012b). This feature 
is consistent with the reduction in S|| on the nightside in the 230F run relative to the 80F run (Table 1). The 
connection between less intense S|| and slower O+ outflows is a feature of the phenomenological parameteri-
zation of wave-particle interactions in the IPWM model for transverse acceleration of O+. 

4. Conclusions 
We isolated the nonelectrodynamic influence of the thermosphere on the coupled magnetosphere-ionosphere-
thermosphere system by specifying a time-constant ionospheric conductance in the ionospheric Ohm’s law 
used in global geospace simulations while allowing the thermosphere to modify the system state only through 
ionospheric ion outflows. The CMIT model coupled with the IPWM was used to study how the global system 
responds to different thermospheric states parameterized by F10.7, which regulates the solar EUV irradiance 
of the model thermosphere. Diagnostic comparisons were presented for F10.7 values of 80 and 230, repre-
sentative of solar maximum and solar minimum thermospheres. The system was driven by solar wind/IMF 
conditions representative of an SIR that swept past Earth on 27 March 2003, but we used only the observed 
IMF Bz, solar wind density, Vx and sound speed as drivers to eliminate externally imposed asymmetries in the 
response caused by the neglected IMF and wind components.  

Our principal results follow.  

1. The cross polar cap potential is less when the thermosphere is exposed to higher solar EUV irradiance 
(F10.7 = 230) relative to a low irradiance state (F10.7 = 80). The effect is minor (4%) for the six-hour 
average states examined in the paper, but the instantaneous CPCP can exhibit differences up to 10% 
(Figure 2). The average reduction is attributed to a greater flux of O+ outflow when the thermosphere is 
exposed to higher EUV irradiance. 

2. The average outflow flux of transversely accelerated O+ is 36% to 60% larger (dayside to nightside) for 
the 230F run relative to the 80F run (Table 1). This well-known dependence of the outflow flux on F10.7 
must be due in large measure to the underlying thermospheric state. Average field-aligned outflow veloc-
ities are nearly the same on the dayside, but the average nightside outflow velocity decreases with in-
creasing F10.7 (16% less for 230F run on the relative to the 80F run), as observed by the Akebono 
satellite. The decrease in nightside outflow velocity with increasing F10.7 in the simulations is a conse-
quence of the higher outflow flux and greater mass loading of the plasmasheet at higher F10.7, which 
produces a lower nightside reconnection rate, slower reconnection exhaust flows, weaker earthbound 

 
Figure 8. Average reconnection potential ΦRx vs MLT for 
the 80F and 230F runs. ΦRx is obtained by integrating the 
average reconnection electric field along the average x-line 
shown in Figure 7. Averages are computed for the six-hour 
simulation interval 06-12 March 27 2003. 
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Alfvénic Poynting fluxes stimulated by the exhaust flows, and, therefore, less energy to power the trans-
versely accelerated come field-aligned outflowing O+. 

3. The 80F and 230F runs both exhibit prenoon enhancements (relative to postnoon) in the O+ outflow flux 
(Figure 3). The enhancement is most prominent in the 230F run, evidently very robust and commonly 
observed at altitudes ranging from the topside ionosphere into the low-altitude magnetosphere (~ 3 RE). 
We did not resolve the causal chain of events that produces it. Contributing factors include prenoon en-
hancements in i) Alfvénic Poynting flux (Figure 5), which determines the degree of transverse acceleration 
of O+ in the IPWM; ii) soft (~ 400 eV) electron precipitation (Figure 5), which contributes to enhanced 
ionosphere-thermosphere heating and, initially, an enhanced topside ambipolar electric field that raises 
the scale height of the O+ source region; and iii) modest increase in scale height of atomic O (SI Figure 
S3), which also contributes to enhanced O+ production. Solar illumination-induced thermal expansion of 
the ionosphere may also contribute as proposed by Redmon et al. (2012). 

4. The simulations exhibit relatively large nightside Alfvénic Poynting fluxes (Figure 5) that do not produce 
O+ outflows as profuse as those emerging from the dayside ionosphere-thermosphere. Since the average 
topside O+ density on the nightside is comparatively lower (as inferred from  𝐹𝐹O+ 𝑉𝑉�∥O+⁄  in Table 1), for the 
same amplitude of Alfvénic power available for transverse acceleration, the outflow flux should be com-
paratively lower on the nightside. 

5. The dawnside enhancement in O+ outflow flux observed by Cluster in the lobes is a direct consequence 
in the simulations of the prenoon enhancement in outflow flux at low altitudes. The lobe outflow experi-
ences a duskward E×B drift (Figure 6), which is attributed to the asymmetry in ionospheric convection 
resulting from the sunward gradient in the Hall conductance. All simulations were performed with the 
same EUV-induced ionospheric conductance. 

6. The O+ density of the 230F-simulated plasmasheet is greater on average than that of the 80F 
plasmasheet (Figure 7). This dependence on F10.7 was first reported in early ISEE satellite measure-
ments and more recently in Cluster satellite measurements. The magnitude of the plasmasheet O+ density 
is comparable to observed values in the midtail region (−XSM from 15-20 RE). Pre/post-midnight asym-
metry in the plasmasheet O+ density is relatively weak in the midtail region (observationally and as simu-
lated), but it becomes significant in the simulations at greater radial distances (Figure 7). 

7. The 230F plasmasheet is smaller in extent than the 80F plasmasheet as measured by the area enclosed 
by the nightside x-line, and it is more symmetric across midnight than the 80F plasmasheet (Figure 7). 
The severe contraction of the post-midnight plasmasheet relative to pre-midnight attributed to the sun-
ward gradient in ionospheric Hall conductance is almost entirely counteracted in the simulations by O+ 
mass loading of the 230F plasmasheet. Access to the postmidnight plasmasheet by lobe O+ is conse-
quently greater in the 230F run because the postmidnight x-line extends further tailward in the 230F run 
than in the 80F run. 

8. The reconnection rate is less for the 230F case than for the 80F case because the greater flux of iono-
spheric O+ into the lobes and dayside magnetosphere mass loads the inflow region for reconnection and 
yields a lower inflow rate of magnetic flux �0.1𝑣𝑣𝐴𝐴,𝑖𝑖𝑖𝑖 𝐵𝐵𝑖𝑖𝑖𝑖� to feed reconnection. The outcome at higher F10.7 
is lower dayside and nightside reconnection potentials (Figure 8) and cross polar cap potential (Figure 2).  

We emphasize that the only difference in inputs to the 230F and 80F simulations is the thermospheric state 
parameterized by F10.7. All other input parameters and driving of the simulations are otherwise identical. Thus 
the simulated differences in states of the ionosphere including its distributions of O+ outflow into the magne-
tosphere and polar cap potential, O+ fluxes in the magnetotail lobes, and O+ loading of the plasmasheet and 
nightside reconnection can all be attributed to the different initial states of the thermosphere. With the same 
time-constant conductance in both simulations, the only pathway for the thermosphere to influence the geo-
space system is through its influence on ionospheric outflows, directly via topside O+ production and upwelling 
and indirectly via induced changes in the magnetosphere-ionosphere-thermosphere interaction.  

The differences summarized above are qualitatively consistent with a variety of observations, but they are not 
likely to be quantitatively consistent. In order to isolate the nonelectrodynamic influence of the thermosphere 
on the geospace system, we contrived to exclude other important effects. Foremost among these are dynamic 
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variations in ionospheric conductance that feedback into magnetospheric dynamics via convection and closure 
of field-aligned currents. We have demonstrated for the first time that the thermosphere can influence the 
magnetosphere through ionospheric ion outflows using a self-consistent coupled MIT model that includes 
ionospheric outflows.  
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Text S1. Description of Models 

The multifluid extension of the Lyon-Fedder-Mobarry (LFM) expands upon the single-fluid ideal 
MHD equations by giving each fluid species distinct equations for mass continuity, momentum, 
and energy.  A feature of the approach is that the velocity perpendicular to the magnetic field 
coincides with the electrical drift velocity, which results in the same perpendicular velocity for all 
ion species. However, the parallel motion of the individual species can evolve independently, 
though with constraints imposed by collective effects on the magnetic field evolution.  The fluids 
can correspond to any species without limitation, including multiple fluids of the same species.  
Here, we follow the fluid convention established by the Varney et al. (2016a) with simulation of 
two H+ fluids (one for H+ of solar wind origin, and another for polar wind H+) and two O+ fluids 
(one for polar wind O+ and one for transversely accelerated energetic O+).  The MFLFM grid is a 
distorted sphere with axis of symmetry along the xsm axis (SM indicates Solar Magnetic coordi-
nate system).  It extends from 30 RE upstream of Earth to 300 RE downstream and 100 RE radially 
on the sides.  For this study, MFLFM is used in what is referred to in the LFM literatures as a dou-
ble-resolution (53x48x64 in the radial, azimuthal, and meridional) configuration.  A more de-
tailed description of the underlying LFM can be found in Lyon et al. (2004) and a description of 
the multifluid extension of the MHD equations can be found in Wiltberger et al. (2010).   

The magnetosphere-ionosphere exchange (MIX) acts as the interface that transforms quantities 
derived from one model into quantities that are used in the other models.  It takes field-aligned 
currents from LFM and the ionospheric conductance (Σ) derived from TIEGCM to solve a bound-
ary value problem for the electrostatic potential (Φ).  One unique capability of MIX is its specifi-
cation of three distinct electron precipitation populations: monoenergetic and diffuse precipita-
tion (monodiffuse), broadband electron precipitation (BBE), and direct-entry cusp electron pre-
cipitation (cusp) (Zhang et al., 2015).  The precipitating number flux and mean energy of each 
type of precipitation are derived from MHD parameters provided by LFM and they evolve dy-
namically as a result of changes in the magnetosphere.  Each electron precipitation type have 
different and wide ranging influence on the thermosphere-ionosphere system (e.g. Zhang et al., 
2012a).  For the double-resolution LFM, MIX has a grid resolution of approximately 2° in both 
longitude and latitude in SM coordinates (MLON and MLAT, respectively), approximately match-
ing the LFM inner boundary magnetically mapped down to an altitude of 100 km in the iono-
sphere.  The MIX low-latitude boundary is located at 46° MLAT, which corresponds to a dipole 
field line that maps to 2RE at the equator.  A more detailed description of the MIX Poisson solver 
can be found in Merkin & Lyon (2010). 

TIEGCM solves fluid equations for the neutral gas species on a global geographic grid with a 
resolution of 1.25° for both latitude and longitude.  The TIEGCM height profile is resolved at 
constant pressure levels.  The lowest pressure level also corresponds to the TIEGCM low altitude 
boundary, which is fixed at 97 km, while the high-altitude boundary varies with solar cycle, usu-
ally ranging from 400km at solar min to 800km at solar max. As the Thermosphere-Ionosphere 
Electrodynamic General Circulation Model, TIEGCM models the global thermosphere and iono-
sphere system by solving the three-dimensional, fully coupled, hydrodynamic, thermodynamic, 
and continuity equations of neutral gases self-consistently while the ions are modeled using a 
finite differencing scheme (Roble et al., 1988).  A more detailed description of TIEGCM can be 
found in Wang et al. (2004) and Qian et al., (2014). 
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IPWM is a 3D ion transport model of the high-latitude ionosphere that solves the eight-moment 
equations for the parallel transport of H+, He+, O+ (4S), and electrons and also includes the pho-
tochemistry of N+, NO+, N2+ O2

+, O+ (2D) and O+ (2P).  As input, IPWM requires neutral thermo-
spheric information from an external source, either NRLMSISE-00 or TIEGCM but mostly comes 
from TIEGCM in our coupled model.  IPWM also includes an extra fluid to model nonthermal O+ 
that obeys a different set of transport equations.  The nonthermal O+ are thermal O+ that have 
been transversely accelerated via a phenomenological wave-particle interaction model.  Further 
details of the method can be found in Varney et al. (2015).  We refer to nonthermal O+ and en-
ergetic O+ interchangeably.  The IPWM grid uses a nonorthogonal grid that is defined such that 
at low altitudes (~100km), the longitude and latitude is approximately 2° separation and follows 
the field-aligned upwards.  Due to the nonorthogonality of the grid, the longitudinal and latitu-
dinal size of the grid also expands with the field lines when they spread at higher altitudes.  The 
IPWM altitude ranges from the same TIEGCM lower altitude boundary of 97km up to 8400km, 
where the lower latitude at 97km approximately maps along field lines to 4 RE at the equator, 
and to 2.2 RE. We define outflow into the magnetosphere as any upward flux at 1RE altitude.  A 
more detailed description of the IPWM grid can be found in the supporting documents in Var-
ney et al. (2015).   

 

Text S2. LIT Coupling Scheme 

The LIT coupling scheme is shown in Figure S1.  For simplicity, the overview starts from LFM to 
MIX coupling; however, while running, the communications between the components are per-
formed simultaneously with an exchange time of every 5 seconds.  MIX obtains the MHD density 
(ρ), temperature (or sound speed, cs), and field-aligned currents (J||) at the LFM low-altitude 
boundary.  It also receives a 180s running average downward field-aligned Poynting flux (S||) 
from LFM, derived from its fields obtained four cells above the low-altitude boundary and 
mapped along dipole field lines to 100 km altitude.  This Poynting flux is representative of 
downward flowing Alfvén wave power and is used in MIX’s empirical model for the flux and 
mean energy of BBE precipitation. The MHD ρ, cs, and J|| are used by MIX to empirically estimate 
the number flux (F) and mean energy (E) of three distinct electron precipitation populations: the 
monoenergetic and diffuse electron precipitations and the direct-entry cusp electrons (cusp) 
(Zhang et al., 2015).  MIX uses the field-aligned currents that it receives from LFM in conjunction 
with the ionospheric conductance (Σ), that it receives from TIEGCM, to solve a boundary value 
problem for the electrostatic potential (Φ).  Once calculated, MIX passes Φ to all three models, 
LFM, TIEGCM, and IPWM, while F and E of all the derived electron populations are passed to 
TIEGCM and IPWM.   

TIEGCM then deposits the precipitating energy flux of each electron population at altitudes 
specified by Fang et al. (2008).  The harder (more energetic) electron precipitation, namely the 
monodiffuse, is typically deposited in the E region while the softer (100-1000eV) electron precip-
itation, BBE and cusp populations, typically deposit energy in the F region (Zhang et al., 2012a). 
The convection pattern associated with Φ contributes to Joule heating.  The evolving iono-
spheric conductance derived from TIEGCM is then passed back to MIX.  We consider the above 
coupling as the electrodynamic coupling pathway. Details of this coupling is described further in 
Wiltberger et al. (2004) and Wang et al. (2008).   
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IPWM uses the MIX quantities in a similar manner as TIEGCM based on the Fang et al. (2008) 
method.  Additionally, S|| is also passed from LFM through MIX to get to IPWM.  S|| is used to 
regulate the altitude and rate of transverse ion acceleration. This acceleration starts at higher al-
titude and at a lower rate for lower values of S||.  Detailed description of the IPWM transverse ion 
acceleration method can be found in Varney et al. (2015) and Varney et al. (2016a). The densi-
ties, velocities, and sound speeds of any outflowing species are passed to MFLFM, where they 
are treated as separate fluids.  MFLFM evolves 4 different fluids: solar wind H+, outflow of H+, 
outflow of thermal O+, and outflow of energetic O+ (Varney et al., 2016a).  A detailed discussion 
of the coupling of IPWM to the MFLFM at LFM’s low-altitude boundary can be found in Varney 
et al. (2016a).  

IPWM does not simulate the thermosphere and requires the thermosphere to be externally pro-
vided, using both TIEGCM and the empirical thermosphere model NRLMSISE-00 (Picone et al., 
2002). The thermosphere provides the neutral density (Nn), neutral temperature (Tn), and the 
neutral wind (un) at all latitudes, longitudes, and altitudes to IPWM.  As opposed to NRLMSISE-
00, TIEGCM is capable of also providing neutral wind information and, more importantly, pro-
vides them in a self-consistent way; however, TIEGCM does not provide H or He information, 
and therefore, IPWM must continue to receive the H and He profiles from NRLMSISE-00, while 
all other neutral species can be obtained by TIEGCM.   The addition of neutral wind information 
is important for better estimation of ion-neutral frictional heating (Carlson et al., 2012; Thayer 
and Semeter, 2004) in IPWM.  All thermospheric information is then interpolated and extrapo-
lated onto IPWM’s grid.  The IPWM altitude grid extends from approximately TIEGCM’s lower 
altitude boundary of 97km all the way up to approximately 8400 km, which lies well above 
TIEGCM’s upper altitude boundary.  To handle the neutral parameters above TIEGCM’s grid, we 
assume hydrostatic equilibrium and extrapolate upwards.   

 
Figure S1. Schematic of the coupling between the models.  Orange boxes and arrows are for 
CMIT coupling, purple for MFLFM-IPWM coupling, and everything, including the green, is the 
LIT coupling. 
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Text S3. LIT Preconditioning 

The goal of the spin-up procedure is to reduce the influence and memory of each model’s initial 
state.  For LFM-MIX, the procedure is to start from an empty dipole and then to simulate 50 
minutes of no IMF, followed by 2 hours of southward Bz then by 2 hours of northward IMF.  
This first removes any numerical artifacts due to the empty dipole start and then loads the mag-
netosphere with plasma through magnetic reconnection. 
 
TIEGCM’s initial state is derived from an average thermosphere-ionosphere state that is repre-
sentative of a solar maximum equinox.  TIEGCM is then driven in the high latitude by the LFM-
MIX’s last initialization state (end of 2 hour northward IMF period) for 5 days.  This should be a 
sufficient amount of time to align the TIEGCM solution with LFM-MIX’s. 
 
The final initialization state from TIEGCM and LFM-MIX are used to spin up IPWM for 12 
hours.  After each model’s initialization, all models are coupled together going forward. 
 

 

  

 

Figure S2. Solar wind density (n), Bz, and Vx profile for the March 26-28, 2003 stream inter-
action region obtained from CDAWeb.  The other solar wind parameters (Vy, Vz, Bx, and By) 
were set to 0.  All parameters are in SM-coordinates. 



Pham et al. Thermosphere Influenced Outflow 24 

 

 

 

 

 

 

 

 
Figure S3. Altitude distribution of neutral density of O (blue), O2 (red), and N2 (green).  Also 
profiles for neutral temperature (right).  The distribution is split between pre-noon (dashed) 
and post-noon (solid) that correspond to the right (10 MLT) and left (14 MLT) magenta 
crosses in Figure 3. 
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