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S1 Identification of wave features20

The vertical profiles of density and horizontal velocity indicate the presence of many21

coherent wave-like features. These are visually identified in the profiles of the horizon-22

tal velocity anomaly and the neutral surface height anomaly, constructed by subtract-23

ing the observed profiles of horizontal velocity and neutral density from a smoothed vari-24

ant of the measured profiles. The wave-like features occur as isolated signals with con-25

sistent amplitude and vertical wavelength over multiple wavelengths (for an example, see26

Figure S1). In this study, we systematically examine the SOFine CTD and LADCP pro-27
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files for such features. We positively identify a so-called coherent wave-like feature if all28

of the following criteria are satisfied:29

1. a coherent wave-like feature exhibits concurrent signals with a similar vertical wave-30

length in both the velocity anomaly and neutral surface height anomaly profiles;31

2. the wave-like feature has a consistent or consistently varying wave amplitude and32

vertical wavelength for at least 1.5 vertical wavelengths;33

3. a corresponding peak at a consistent vertical wavenumber is detected in all of the34

kinetic energy, potential energy and one component of the rotary motion spectra35

(the latter requires the feature to have a distinct polarization);36

4. a matching peak in the spectral coherence between the relevant polarized com-37

ponent of the horizontal velocity and the buoyancy perturbation is observed.38

As described in Section 3.1, the definition of these criteria results in the positive iden-39

tification of 21 coherent wave-like features in the 59 vertical profiles of CTD and LADCP40

measurements.41

We note that the features defined from the profile data in this manner are likely42

biased in at least two ways: first, toward waves with lower frequencies and large hori-43

zontal scales (as it is these waves that are visually discernible in the full-depth profiles);44

and second, toward waves with large enough amplitude to stand out from the background45

variability arising from the superposition of a range of waves and other oceanic motions.46

As such, our characterization should be considered as applying to a select subset of the47

full wave population present in the region.48

S2 Characterization of wave properties57

We characterize the coherent features identified by assuming that they are inter-58

nal waves (as in, for example, Müller et al., 1978; Polzin, 2008; Meyer et al., 2016) and59

applying linear wave theory. In doing so, we assume that the waves can be described as60

small plane-wave perturbations about a background state of rest with a locally constant61

background stratification. We estimate the vertical wavenumber, m, from the peak in62

the total energy density spectrum (which, by the criteria defined above, is consistent with63

the vertical wavelength of the “wiggles” seen in vertical profiles of horizontal velocity and64

height anomalies, as well as the peak in the relevant component of the rotary motion spec-65
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Figure S1. An example of a coherent wave-like feature seen in the vertical profiles of (a) the

horizontal speed anomaly measured by the LADCP; and (b) the neutral surface height anomaly

measured by the CTD. This particular example is from station 7 of the SOFine survey (see Fig.

1 of Waterman et al. (2013) for a station map). Here 2 and 3 vertical wavelengths of the feature

are identified in the horizontal speed and height profiles respectively as indicated. We character-

ize the height of this feature as the midpoint of the vertical extent spanned by the wavelengths

indicated. We characterize the vertical wavelength as the average value of all wavelengths indi-

cated.
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tra). The wave’s vertical wavelength is subsequently estimated as λz = 2π
m . The ratio66

of velocity variance in the clockwise- (ECW ) to counterclockwise- (ECCW ) rotating hor-67

izontal velocity components (called the rotary ratio) at this vertical scale is taken to in-68

dicate the direction of phase and energy propagation of the wave: for these Southern Hemi-69

sphere observations, a rotary ratio of less than 1 (i.e. ECCW > ECW ) implies upward70

phase (and therefore downward energy) propagation, while a rotary ratio greater than71

1 implies the opposite. Next we estimate the wave’s intrinsic frequency, ω0, from the ra-72

tio of kinetic energy, Ek, to potential energy, Ep, via ω0 = f0

√
Ep(m)+Ek(m)
Ek(m)−Ep(m) . Here val-73

ues of Ek and Ep are extracted from the energy spectra at the relevant vertical wavenum-74

ber m. We note that both instrumental noise, as well as ‘noise’ from other wave and non-75

wave motions is expected to bias this estimate high, we proceed with this caveat in mind.76

We subsequently estimate the wave’s intrinsic period as T0 = 1
ω0

. The waves horizon-77

tal wavenumber, kH , is computed as kH = m

√
ω2

0−f
2
0

N2−ω2
0

(here f is the local value of the78

Coriolis frequency and N is the local background value of the stratification frequency,79

computed via the adiabatic leveling method of Bray & Fofonoff (1981) applied to the lo-80
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cal N profile). This assumes an approximate dispersion relation for plane-wave internal81

waves propagating in a low Rossby number (Ro), low Froude number (Fr), geostrophically-82

balanced background flow correct to order (Ro, Fr) for all hydrostatic waves (Eqn. A383

in Polzin et al., 1996). It neglects terms involving second-order derivatives of the back-84

ground which are small under a WKB approximation which is implicit when the plane85

wave solution is invoked, and further neglects terms proportional to the relative vortic-86

ity (order Ro), the thermal wind shear (order BuFr, where Bu is the Burger number)87

and the spatial derivatives of the mean advective terms order Bu2Ro
1+Bu2 ). This is justified88

by the fact that wave features are characterized by low Ro and low Fr but a Bu that89

is order one (see Table S1). We note that the Bu O(1) limit is highly relevant in a wave90

capture scenario as waves asymptotically approach the aspect ratio of the mean flow, which91

tends to be Bu ≈ O(1) for the mesoscale. Here again, we expect noise to bias our es-92

timate of kH high. The wave’s horizontal wavelength is then estimated as λH = 2π
kH

.93

We obtain an estimate of the horizontal azimuth of the wave’s wave vector, φ, from an94

estimate of the phase between the relevant rotary velocity component (u−iv for an upward-95

propagating wave, and u+iv for a downward-propagating wave, where u and v are the96

zonal and meridional velocity components respectively) and the buoyancy perturbation97

at the vertical wavenumber in question. From this phase estimate, we compute the hor-98

izontal wavenumber components, k and l, as k = ±kHcos(φ) (for upward- and downward-99

propagating waves respectively) and l = −kHsin(φ). Finally, the components of the100

wave’s group velocity, ~cgH , are estimated from the previously computed wave proper-101

ties using internal wave relations derived from the gradients of the approximate disper-102

sion relation: cgx = k
(N2−ω2

0)
2

ω0m2(N2−f2) , cgy = l
(N2−ω2

0)
2

ω0m2(N2−f2) , and cgz =
(ω2

0−f
2)(N2−ω2

0)
2

ω0m(N2−f2) .103

Our wave characterization follows that of Meyer et al. (2016). For more details, inter-104

ested readers are referred to the discussion and references therein.105

S3 Characterization of the background environment112

We exploit the CTD and LADCP profiles to characterize properties of the back-113

ground flow and stratification environment in which the coherent wave features are ob-114

served. The background flow field is defined by smoothed variants of the LADCP veloc-115

ity component profiles, specifically by applying a sliding second-order polynomial regres-116

sion with an increasing vertical fit window length ranging from ∼300 m at the surface117

to ∼800 m at depth. The goal of the smooth fit is to eliminate variability on vertical scales118
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Table S1. Statistics summarizing the wave properties, background flow properties, timescales,

ray tracing calculation results and non-dimensional parameters for all wave-like features identi-

fied. Here the Rossby number, Ro, is computed as Ro = ζ
F

where ζ is the vertical component

of the large-scale flow vorticity and f is the local Corilois frequency, the Froude number, Fr, is

computed as Fr =
∂~U
∂z
N

where ~U is the large-scale horizontal velocity and N is the background

stratification, and the Burger number, Bu, is computed as Bu =
N2k2H
f2m2 .

106

107

108

109

110

111

of a few hundred meters and less, while maintaining the large-scale structure associated119

with the ACC jets. Results are insensitive to the specific choice of the smoothing param-120

eters, as long as this qualitative goal is achieved. The background stratification is de-121

fined by a smooth N profile, constructed via the adiabatic leveling method of Bray &122

Fofonoff (1981) applied to the local N profile with a pressure range of adiabatic level-123

ing of 400 decibars. Again, results are qualitatively insensitive to this choice provided124

it remains on the order of hundreds of decibars. We use these constructed profiles to char-125

acterize the magnitude of the background flow velocity components, U and V , the mag-126

nitude of the background vertical shear, and the local background stratification and its127

vertical gradient in the vicinity of each observed coherent wave packet.128
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Our consideration of the background flow impacts on three-dimensional wave evo-129

lution is also dependent on the magnitude of the horizontal velocity gradients of the back-130

ground flow. This information is unavailable from the SOFine station data: the station131

spacing (typically 40 km) is relatively coarse, and often provides velocity gradient infor-132

mation in only one horizontal direction. As such, here we rely on velocity information133

from satGEM (Meijers et al., 2011), a gravest empirical mode (GEM) projection of tem-134

perature and salinity fields in the Southern Ocean that, when combined with satellite135

altimetry, produces time-evolving temperature, salinity and velocity fields at 7-day in-136

tervals on a 1/3o grid. A comparison of the observed SOFine velocity profiles to those137

of the satGEM at relevant times and locations produces reasonable mesoscale structure138

agreement, endorsing our use of the satGEM product to provide background flow and139

stratification information at times and places where it is unavailable in the SOFine sur-140

vey observations.141

S4 Timescale characterization of wave evolution142

The scales characterizing the wave features, and the background flow and strat-143

ification environment through which the waves propagate and evolve, can be combined144

to characterize timescales that indicate the relative importance of various processes in-145

fluencing wave evolution. Here we characterize the relative importance of: 1. the wave146

scale’s modification due to the background flow’s shear, strain and stratification; 2. the147

waves horizontal translation due to intrinsic propagation and mean flow advection; and148

3. the wave’s dissipation. We do this by computing the following timescales:149

1. the wave-mean flow interaction timescale, τwave-mean, characterizing the time it takes150

for the various wavenumber components of the wave to change significantly (specif-151

ically by e−1) due to interaction with the background flow’s shear, strain and strat-152

ification gradients. τwave-mean is computed as τwave-meank = k
−k ∂U∂x−l ∂V∂x

, τwave-meanl =153

l
−k ∂U∂y −l ∂V∂l

and τwave-meanm = m
−k ∂U∂z −l ∂V∂z − ∂σ

∂z

for the k, l and m components of the154

wavenumber, respectively. Here ∂σ
∂z , the vertical gradient of the wave’s intrinsic155

frequency, is given by ∂σ
∂z = N ∂N

∂z
k2H
m2 [

N2k2H+f2m2

m2 ]1/2.156

2. the advection timescale, τadvection, characterizing the time it would take for the wave157

to travel away from the local environment due to both intrinsic wave propagation158

and advection by the background flow. τadvection is computed as τadvection = LRd
~U+ ~cgH

,159
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where LRd is set to be a characteristic value for the local first-baroclinic Rossby160

radius of deformation at these latitudes, LRd = 15 km.161

3. the dissipation timescale, τε, characterizing the time it would take for the observed162

wave energy to dissipate, given the local microstructure measurement of the tur-163

bulent kinetic energy dissipation rate, ε (see Waterman et al. (2013) for a full de-164

scription of the microstructure measurements associated with the SOFine finescale165

measurements discussed here). τε is computed as τε = E(m)
ε , where E(m) = Ep(m)+166

Ek(m), the total observed energy at the vertical wavenumber m in question. We167

note that, in general, the local measure of the dissipation rate is not that associ-168

ated with the breaking of a single wave but rather the rate of energy transfer through169

the inertial subrange. Here we use the microstructure measure of ε as an appro-170

priate order of magnitude estimate for the dissipation rate of the coherent feature171

energy.172

An internal wave with a dissipation timescale shorter than its advection timescale173

will undergo local dissipation. Conversely, if the advection timescale is less than the dis-174

sipation timescale, we expect that the dissipation of the wave will be remote. The am-175

plitude of the wave-mean flow interaction timescale relative to the dissipation timescale176

indicates the extent to which wave-mean flow interactions can play a role in disrupting177

the simple picture of a downscale energy cascade via wave-wave interactions assumed by,178

for example, finescale parameterizations. If τwave-meanm
is short relative to the dissipation179

timescale, the influence of the background flow’s vertical shear will play a significant role180

in the evolution of the wave’s vertical scale (either accelerating or opposing the down-181

scale cascade by wave-wave interactions). If τwave-meank
and τwave-meanl

are relatively short,182

the waves evolution must be considered as fundamentally 3-dimensional.183

S5 Ray tracing calculations184

The propagation of internal wave packets, and the evolution of their properties along185

a ray path for a specific background stratification and velocity field, may be mapped us-186

ing ray tracing techniques (e.g. Lighthill, 1978; Olbers, 1981; Sheen et al., 2015). In ad-187

dition to their intrinsic propagation, internal wave rays are also advected by the back-188

ground horizontal current, ~U(x, y, z, t) = U(x, y, z, t) + V (x, y, z, t), and distorted by189

the local current shears, ∂~U(x,y,z,t)
∂x , ∂~U(x,y,z,t)

∂y and ∂~U(x,y,z,t)
∂z , and background stratifi-190

cation gradient, ∂N(x,y,z,t)
∂z , along their ray path. Note, consistent with our approxima-191
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tion to the dispersion relation, we neglect the horizontal gradients of intrinsic frequency192

in the ray tracing equations for the evolution of the wave’s wavenumber on the basis that193

the term arising from the thermal wind shear is small in the WKB limit. This is appro-194

priate as the life cycle of Bu ≈ O(1) and larger waves is controlled by variations in the195

Doppler shift rather than having behavior that depends strongly upon the background196

relative vorticity. In this work we consider a plausible life history of the observed coher-197

ent wave packets by ray-tracing them backwards-in-time from the time and location of198

observation. We use the satGEM data to provide the time- and space-varying background199

flow and stratification fields. We use the ray tracing model to track the temporal evo-200

lution of the wave’s position and characteristics using finite-differencing, with the wave201

position, wavenumber and frequency being updated on 10-minute time steps. We also202

record the temporal evolution of background flow and stratification properties along the203

ray path, in order to document the evolving influence of the background environment204

on the wave’s evolution. The model is run until the wave packet intersects the seafloor205

or the base of the mixed layer, a period that ranged from 0.1 to 21 days.206
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