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ABSTRACT

Extratropical low-level mixed-phase clouds (MPCs) are difficult to represent in global climate

models and generate substantial uncertainty in global climate projections. In this study we evaluate

the simulated properties of Southern Ocean (SO) boundary layer MPCs for August 2016 in the

ICOsahedral Nonhydrostatic (ICON) model. The bulk of the simulations are part of the DYnamics

of the Atmospheric general circulation Modeled On Non-hydrostatic Domain (DYAMOND) ini-

tiative.

The analysis shows that previous and current versions of ICON overestimate cloud ice occurrence

in low-level clouds across all latitudes in the SO. Furthermore, cloud seeding from upper-level

ice clouds into low-level supercooled liquid layers is found to strongly impact MPC occurrence

in ICON. Like many other global climate models, ICON underestimates the reflectivity of SO

boundary layer clouds. We can show that this effect is resolution dependent and largely due to an

underestimation in cloud fraction, rather than optical depth.

Additional sensitivity experiments show a pronounced sensitivity of the Wegener-Bergeron Find-

eisen (WBF) process with respect to temporal discretisation. Long integration intervals overesti-

mate WBF growth due to the artificially prolonged co-existence of ice and water within the MPC

regime. Furthermore, grid-imposed phase homogeneity will likely yield an overestimation inWBF

growth rates in simulations performed at the scale of traditional climate models and likely at the

convection-permitting scale also. In addition, WBF growth is likely overestimated due to the high

bias in low-level cloud ice occurrence. Changes with respect to cloud ice detrainment from shallow

convection are of secondary importance for SO MPC statistics.
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1. Introduction29

In our current climate around 30% of the Southern Ocean (SO) are covered by low-level30

stratocumulus and shallow cumulus cloud fields (Wood 2012) reflecting incoming solar radiation31

and cooling the ocean surface below. Many of these clouds are supercooled at cloud top and often32

contain not only liquid water, but also ice (Korolev et al. 2017). Simulating these MPCs has posed33

a considerable challenge for many previous generation and current climate models.34

Climate models of the Coupled Model Intercomparison Project phase 5 (CMIP5) experiments35

considerably underestimated the simulated liquid water content of SO MPCs (McCoy et al.36

2015; Bodas-Salcedo et al. 2016b; Tan and Storelvmo 2016; McCoy et al. 2017a) and thus37

overestimated the shortwave absorption at the surface. This had profound consequences not only38

for the simulated sea surface temperature in ocean-coupled models (Hyder et al. 2018), but also39

for regional as well as global estimates in climate sensitivity (Zelinka et al. 2020).40

Many CMIP5 models projected a considerable negative cloud feedback due to an extensive41

cloud-phase feedback by the melting of ice within the MPC under a warming climate. Many42

new generation models of phase 6 (CMIP6) had corrected their shortwave bias and shortage of43

simulated liquid water content in SO MPCs. This not only improved model performance in the44

SO under present-day conditions, but also weakened the simulated cloud feedback in this region,45

causing an overall increase in global climate sensitivity estimates from CMIP5 to CMIP6 (Zelinka46

et al. 2020).47

MPCs are inherently difficult to capture at full complexity in numerical models across all48

spatio-temporal scales due to their thermodynamic instability and microphysical complexity.49

Cloud water is efficiently depleted in the MPC regime through the Wegener-Bergeron-Findeisen50

(WBF) process (Wegener 1911; Bergeron 1935; Findeisen 1938), where ice crystals grow at the51
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expense of surrounding water droplets due to the lower saturation vapor pressure over ice as52

compared to water. This process is limited by the spatial coexistence of ice and water in a cloud53

that statistically contains 100’000 times more droplets than ice crystals. This ratio can be one to54

two orders of magnitude smaller in regions where secondary ice processes enhance ice crystal55

number concentrations. Traditionally secondary ice generation through rime splintering (Huang56

et al. 2017; Young et al. 2019; Lasher-Trapp et al. 2021) or collisional breakup (Sotiropoulou et al.57

2021) generally is efficient within convective elements of stratocumulus decks or shallow cumulus58

clouds. However, our understanding of this process and its occurrence remains limited.59

Ultimately, the radiative effect of low-level MPCs is governed by (i) their coverage, (ii) their60

liquid water content and (iii) their droplet size distribution. Cloud droplets are more efficient at61

scattering due to their smaller size and higher abundance than ice crystals, which are comparatively62

negligible in terms of their radiative impact within MPC clouds. Yet, ice formation within MPCs63

can alter all three of these components, and thus needs to be captured in numerical models64

assessing the SO cloud feedback or cloud-radiative effect.65

In many MPCs the ice and liquid phases are spatially separated, either by vertical separation due66

to differences in sedimentation speed, or horizontal variability where pockets of ice are found67

across largely supercooled cloud fields (Korolev et al. 2017). This variability is often poorly68

represented by coarse-scale climate models. Furthermore, the maintenance of supercooled liquid69

within MPCs is dependent on sufficiently high updrafts to generate sufficient supersaturation and70

prevent glaciation through WBF. Once again this relies heavily on model parametrizations of71

turbulent mixing and shallow convection. Bodas-Salcedo et al. (2019) showed that within the72

Hadley Centre Global Environmental model (HadGEM3) adjustments in the consideration of73

turbulent-scale mixing considerably improved their representation of SO MPCs by keeping the74

supercooled liquid layer alive.75
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In this study we evaluate the new climate and weather ICOsahedral Nonhydrostatic (ICON)76

model, which remains largely unverified in the SO with respect to its statistics on SO MPCs77

and their radiative properties. For these experiments we utilize the DYAMOND (DYnamics of78

the Atmospheric general circulation Modeled On Non-hydrostatic Domains) runs (Stevens et al.79

2020) performed for austral winter where MPC occurrence in the SO is high (Korolev et al. 2017).80

These simulations were designed to address the uncertainties of the cloud feedback by pushing81

the climate modelling frontier towards cloud-resolving resolutions (typically referred to the range82

of mesh sizes of 0.5 – 2 km). The numerical experiments with ICON range from a horizontal83

resolution of 80 km down to 2.5 km. However, even the highest resolution experiments do not84

resolve the dynamics of boundary layer cumuli or stratocumuli and only a small fraction of the85

updraft distribution of deeper cumuli. We thus expect to mainly investigate the impact of spatial86

and temporal variability on the involved parameterisations under mesoscale synoptic conditions87

that are either partially resolved (80 km) or fully resolved (2.5 km).88

89

2. Data and methods90

A combination of simulations and remote sensing products is used in the following analysis on91

low-level cloud phase and cloud-radiative properties. A summary of all DYAMOND runs and92

additional sensitivity experiments is given in Table 1. All remote sensing products are summarised93

in Table 2.94

95
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a. DYAMOND simulations96

The bulk of the ICON simulations analysed in this study stem from the DYAMOND ini-97

tiative (Stevens et al. 2020) conducted for August 2016 in austral winter. The ICON runs98

performed during this experiment and the involved computational costs are described in detail in99

Hohenegger et al. (2020) and are downloadable from the Deutsche Klimarechenzentrum (DRKZ).100

The DYAMOND experiments follow a state-of-the-art configuration of the German Weather101

Service ("Deutsche Wetterdienst" - DWD) deployed in a limited area setup over the tropical102

Atlantic (Klocke et al. 2017). Simulations with resolutions coarser than 10 km are performed103

with and without the Tiedtke-Bechtold mass flux parameterisation (Bechtold et al. 2008; Tiedtke104

1989) for deep and shallow convection. The cloud-top height (�2C) and cloud-top temperature105

()2C) for low-level clouds with a defined cloud top below 4 km are diagnosed. Thus, we refer106

to low-level clouds to all liquid-containing layers within the column with a defined cloud top107

below 4 km in both the liquid and ice phase. In this manner the impact of sedimenting ice from108

upper-level clouds into lower-lying liquid-containing clouds is explicitly excluded for this subset of109

all clouds. Only time-averaged quantities of @2 and @8 are stored every 3h. Both variables are used110

to characterise low-level and overall cloud-phase occurrence rates (�) for all liquid containing111

clouds. In particular, we distinguish between pure liquid (�;8@ = #;8@D83/#[;8@D83 +<8G43])112

and mixed-phase (�<8G = #<8G43/#[;8@D83 +<8G43]) clouds. Different thresholds for @8 and @2113

detection are tested. Unless explicitly stated, the default thresholds of 10−4 6<−3 and 10−2 6<−3114

are applied for @8 and @2 respectively. The potential impact of: (i) specified thresholds, (ii) use of115

time-averaged contents, and (iii) the lack of hydrometeor output of snow and graupel within the116

DYAMOND runs on �;8@,<8G for the DYAMOND runs is discussed in section 3a.117

118
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b. Observations119

�;8@ and �<8G , �2C and )2C are compared with active remote sensing retrievals downloaded120

from the raDAR-liDAR (DARDAR) v2 data product (Delanoë and Hogan 2010; Ceccaldi et al.121

2013). This dataset collocates the retrievals from the Cloud-Aerosol Lidar and Infrared Pathfinder122

Satellite Observations (CALIPSO), CloudSat and analysis fields from the European Centre for123

Medium-Range Weather Forecasts (ECMWF). Both CALIPSO and CloudSat are part of the124

afternoon train constellation (L’Ecuyer and Jiang 2010) with an orbiting time of one day. Thus, all125

latitudes and longitudes with the SO (defined here as between −40◦S to −70◦S) are sampled. For126

our analysis we use the generated three-dimensional cloud mask and cloud-phase product along127

the satellite track.128

In order to generate a vertically integrated classification of the overall phase of all liquid-containing129

clouds, we follow the methodology introduced by Danker et al. (2021). Hereby, different vertically130

distinct layers of the liquid, mixed and ice categories are combined to a vertically integrated131

characterisation of either "liquid" or "mixed", which is representative for the entire column. As132

we are predominantly interested in the shortwave effect of low-level SO clouds, we exclude pure133

low-level ice clouds from our analysis. We restrict our phase categorisation to the cloud-top134

region where both lidar and radar retrievals are available. In August 2016 the lidar extinguishes135

on average within 370m (interquartile range: 240-420m). We thus only use simulation output136

from the first 370m below cloud top to determine �;8@ and �<8G in all ICON simulations.137

Cloud-radiative quantities such as the monthly-mean net top-of-atmosphere (TOA) short-138

wave flux (#4C)$�BF) and low (pressure > 680 hPa) cloud fraction (��;>F) are evaluated.139

The Clouds and the Earth’s Radiant Energy System (CERES) monthly-mean #4C)$�BF140

is computed from the all-sky shortwave upward and downward fluxes downloaded from141
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https://ceres.larc.nasa.gov/data at one degree spatial resolution (Su et al. 2015). ��;>F142

is obtained from the gridded Moderate Resolution Imaging Spectroradiometer (MODIS) level 3143

product (https://ladsweb.modaps.eosdis.nasa.gov).144

All datasets are remapped bilinearly onto a regular 0.1◦ by 0.1◦ which roughly corresponds to a145

resolution of 10 km in the mid-latitudes. All variables from the DYAMOND simulations, CERES146

and MODIS retrievals are spatially interpolated onto the 0.1◦ target grid. For the DARDAR-v2147

cloud phase product, a nearest-neighbour approach is chosen.148

149

c. ICON-NWP sensitivity tests150

For additional analyses we perform further sensitivity tests with ICON. We use the DWD151

version 2.6.2 of ICON. The simulations are configured in an identical setting to the DYAMOND152

ICON experiments with minor updates of which changes in rat_sea are most impactful. This153

namelist parameter specifies the ratio of laminar scaling factors over sea and land and impacts154

the diagnosed surface fluxes. While changes are observed between model versions, the version155

update between the DYAMOND runs and the simulations performed in this study do not impact our156

conclusions. EXP-80-conv is a repetition of DYA-80-conv with additional ice-phase hydrometeor157

output for snow and graupel (Table 1).158

The impact of parametrised convection is assessed within the EXP-80 and EXP-80-convExp159

simulations. Different models propose different treatments for the detrainment of ice in convective160
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outflows of parameterised convection. Within ICON version 2.6.2 this is treated as follows:161

F;8@ = "8=[1.0,0.25∗ () −)8248=8)] +"8=[0,0.25∗ ()C>? −)8248=8)]

&� =&� +F;8@ ∗&�2>=E

&� =&� + (1−F;8@) ∗&�2>=E

(1)

where F;8@ denotes the fraction of detrained ice which will be converted to liquid, T denotes the162

temperature at each grid point, )8248=8 = 256.15 is a tuning parameter above which ice is partially163

detrained as cloud liquid, )C>? denotes the temperature at the convective cloud top, and &�2>=E164

the convective cloud ice at each grid point. Meanwhile, EXP-80 is a repetition of DYA-80 with165

additional output where all convection parametrisations are turned off (Table 1).166

We test the sensitivity to an additional specification of F;8@ first introduced to reduce the167

bias in cloud ice in Northern Hemisphere mid-latitude MPCs within the Integrated Forecast-168

ing System (IFS) model (Forbes et al. 2016). Here, a more radical approach is taken and169

% > 600 hPa =⇒ F;8@ = 1. Similar adjustments made within the Community Earth System Model170

(CESM) improved their SO cloud statistics drastically (Kay et al. 2016).171

Finally, we perform two additional simulations investigating the impact of changes in model172

resolution in ICON version 2.6.2 and in simulations with full ice-phase hydrometeor output. To173

distinguish the overall sensitivity to model resolution between the two different ICON versions,174

we repeat the DYA-20-conv simulation in EXP-20-conv using the exact same specifications in175

addition to EXP-80-conv. The sensitivity with respect to changes in temporal resolution alone are176

investigated in EXP-80-2.5Dt and EXP-80-20Dt, where time steps of 20 s and 150 s of the 2.5 km177

and 20 km simulation is prescribed. One final experiment is performed with respect to the termi-178
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nal fall velocity of ice crystals (E824,C). In EXP-80-Ised E824,C is reduced from 1.25ms−1 to 0.85ms−1.179

180

3. Results181

a. Threshold impact on cloud phase occurrence rates182

Distinguishing between pure liquid clouds and MPCs inherently requires the specification of183

a threshold of detection for both liquid and ice. In addition, these thresholds may vary across184

different data products and models, which may inherently bias comparisons across different185

datasets. This is especially true for the phase characterisation of low-level MPCs, where two186

phases coincide, but one dominates the other.187

It is not the aim and scope of this study to provide a robust uncertainty estimate on cloud-phase188

retrievals from remote sensing. Yet, we try to establish a feasible uncertainty range estimate from189

the literature to inform the DARDAR-v2-ICON intercomparison of �<8G and �;8@. While cloud190

phase retrievals are widely used, little is known with respect to their quantitative uncertainties,191

though different sources of errors in cloud-phase detection have been recognised for many192

years (e.g. Hu et al. 2009; Ceccaldi et al. 2013). Recent work by Villanueva et al. (2021) shows193

that different remote sensing products may disagree up to 25% of the time in the SO on the194

ratio of pure ice with respect to MPCs. In addition, we know that the DARDAR-v2 cloud phase195

retrievals near cloud top, are likely biased towards the liquid regime, as small ice crystals may196

escape CloudSat detection.197

Within the DYAMOND initiative @2 and @8 are stored for which detection thresholds have to198

be specified for the cloud phase categorisation. Here, we investigate the sensitivity to plausible199

threshold values of liquid and ice ("8=@2 = 10−2,10−4 gm−3 and "8=@8 = 10−3,10−4 gm−3), as200
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well as the inclusion of additional ice-phase hydrometeor categories such as &( and &� in the201

computation of �;8@ and �<8G . Fig. 1 shows that small datasets are very susceptible to specified202

thresholds. This is especially relevant for cloud phase categorisations on the typical timescale of203

field campaigns. Up to the inclusion of ten thousand data points, choices in threshold and variable204

impact �;8@ and �<8G estimates up to 125%.205

To quantify this uncertainty we randomly select N points from the daily averaged fields from the206

EXP-80-conv simulation (i.e. total of 30x3600x300 points in the SO). We repeat this selection207

50 times for each N and compute �<8G for the three additional threshold specifications listed in208

Fig. 1. As the dataset increases in size, the relative contribution of low ice water contents vanishes209

and �<8G is thus increasingly less sensitivity to selected minimum cut-off thresholds. However,210

changing the minimum detectability threshold for @2 generates an uncertainty of 0.1 for �<8G and211

�;8@. Decreasing "8=@2 down to 10−4 gm−3, a value far below the detection threshold for in-situ212

aircraft measurements, shifts the relative occurrence from mixed-phase to liquid clouds by 0.1.213

Thus, from the simulations a relatively robust diagnostic for cloud phase occurrence can be214

generated to within a 0.1 uncertainty range. Meanwhile, the retrieval uncertainty for DARDAR-v2215

within the analysed regime remains unquantified, but may be substantial. Remote sensing216

estimates of �<8G (�;8@) used in this study should thus be interpreted as a lower (upper) bound on217

the true relative occurrence rates within supercooled clouds.218

219

b. Resolution dependence of cloud-radiative properties220

The DYAMOND experiments provide the unique opportunity to identify and quantify potential221

biases in simulated SO clouds within ICON across model resolutions ranging from coarse-scale222

resolutions to convection-permitting scales. The DYA-2.5 simulation alone required 133 million223
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node hours (Hohenegger et al. 2020) to complete at the German Climate Computing Center224

(DKRZ). Here, we summarise different biases with respect to simulated low-level MPC statistics225

identified in ICON and discuss their dependence on model resolution.226

All DYAMOND experiments parametrising, or partially resolving, convection at the grid-scale227

are too transparent with respect to incoming solar radiation (Table 3). However, the bias in228

Δ#4C)$�BF (defined here as +E4 downward) is reduced by almost a factor 10 from 10.1Wm−2229

(DYA-80-conv) down to 1.6Wm−2 (DYA-2.5) as the spatial resolution increases from 80 km to230

2.5 km. Meanwhile, the bias in ��;>F displays only a very moderate sensitivity with respect to231

model resolution. The ��;>F bias is merely reduced by 5% from DYA-80-conv to DYA-2.5 and232

��;>F remains underestimated by at least 30% in all simulations. Thus, the increase in cloud233

reflectance and corresponding decrease in Δ#4C)$�BF is caused by an increase in simulated234

cloud optical depth at higher resolutions.235

Regionally, the bias in Δ#4C)$�BF (Fig. 3a,b)) is highest at low latitudes where solar insolation236

is high, the ocean is ice-free (Fig. 3c,d)) and both, liquid and mixed, low-level clouds are common237

(Fig. 2c)). The strongest reduction in Δ#4C)$�BF with increasing resolution is simulated at low238

latitudes (Fig. 2a)). Latitudes northward of −50◦S are characterised by high solar insolation,239

��;>F of at least 60% (Fig. 2b)), a larger fraction of pure liquid clouds (Fig. 2d)), and a larger240

!,%;>F (defined as !,%∀�2C < 4 km, Fig. 2e)).241

The spatial distribution of Δ#4C)$�BF (Fig. 3b)) shows that the reduction in zonal mean242

Δ#4C)$�BF northward of −50◦S is largely due to a compensation of errors across regions243

of moderate biases ranging around O(±10)Wm−2. Regions of pronounced negative biases244

in shortwave radiation in DYA-2.5 are confined to regions associated with low ��;>F biases.245

Similarly +E4 biases in Δ#4C)$�BF follow the pattern of underestimated ��;>F. Similar patterns246

of +E4 and −E4 biases in Δ#4C)$�BF (Fig. 3a)) are simulated in DYA-80-conv, although regions247
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of low ��;>F bias (and Fig. 3c)) are sparse. Thus, all DYAMOND simulations show a "too few248

and too bright" cloud bias (Nam et al. 2012) in SO low-level mid-latitude clouds, which is not249

uncommon in global climate models (Gettelman et al. 2020). Fig. 3 shows that this bias increases250

with increasing model resolution, while a compensation of errors improves the domain mean251

statistic (Table 3).252

Additionally, simulated low-level clouds are too bright despite a considerable overestimation253

of ice occurrence in grid-scale clouds. On average �<8G is overestimated by 0.3 (0.25) in all254

convection-permitting DYA (EXP) runs (Table 3). Unfortunately total ice water content adding255

up contributions of snow, ice and graupel was not stored for the DYAMOND experiments and256

can thus not be analysed. We can only speculate that the positive biases in simulated cloud water257

content and cloud optical depth will likely be enhanced in simulations with corrected low-level258

cloud phase statistics.259

The parameterisation of convection in the coarse-scale DYAMOND runs (DYA-20-conv to260

DYA-80-conv) acts to decrease cloud cover (Fig. 2b) and !,%;>F (Fig. 2e)). Both effects result261

in the change of an overall +E4 #4C)$�BF radiative mean bias in the SO in simulations with262

convection to a −E4 bias in simulations without a convection parameterisation (Table 3). Within263

ICON a specified fraction of ice detrained by the convection scheme is detrained as cloud water264

following equ. 1. An alternative parametrisation improving MPC biases within the IFS was tested265

in EXP-80-convExp. In this experiment all convective cloud ice is assumed to be detrained as liquid266

below 680 hPa in altitude. However, while this greatly improved the representation of supercooled267

cloud water within the IFS model, !,%;>F and �,%;>F remain virtually unaffected by this change.268

269
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c. Resolution dependence of cloud phase270

MPC observations show a large amount of spatial variability in ice occurrence, which is missed271

in ICON. The model also does not capture the large-scale gradients in low-level MPC occurrence.272

Observed latitudinal gradients in �<8G (�;8@) display a distinct mountain (valley) shaped curve273

(Fig. 2c,d)). �<8G initially doubles from 31% at −40◦ S to 62% at −57◦ S before dropping down274

to 1% at high latitudes (Fig. 2c)). This pattern has been previously observed in space-born275

remote sensing observations (Gryspeerdt et al. 2018; Mace et al. 2021; Lang et al. 2021) and276

was linked to enhanced low-level cloud occurrence in the cold sectors of cyclones (Fletcher et al.277

2016) and marine cold air outbreaks (McCoy et al. 2017b). During August 2016 the sea ice278

fraction decreases from 90% to 0% between −70◦ S to −55◦ S, pushing the SO storm track and279

marine cold air outbreak activity northward as compared to austral summer. The mean latitude280

of the Antarctic polar front is identified at −60◦ S by searching the southernmost gradient in SST281

exceeding 1.5◦ Ckm−1 (Freeman and Lovenduski 2016). Regions north of the polar front are282

associated with higher cyclonic activity and larger surface fluxes. Both of which result in more283

mixing and thus potentially low-level clouds with higher updrafts that sustain ice formation or284

enhance cloud ice concentrations through secondary ice generation. Its location corresponds to285

the onset of �<8G decline in the observations, which is consistent with results from Mace et al.286

(2021), where only the CALIPSO cloud lidar was used for phase identification. Meanwhile,287

Listowski et al. (2019) hypothesises that limitations of biogenic ice nucleating particles from sea288

spray emissions by increasing sea ice cover may cause the latitudinal decline in �<8G .289

While all studies from different time periods, using different analysis methods, observe this290

drop-off in �<8G with increasing latitude (Listowski et al. 2019; Mace et al. 2021; Lang et al. 2021),291

a complete causal explanation of this association is still lacking. Meanwhile, all simulations292
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(independent of model resolution) capture the increase in �<8G at low latitudes (though they293

overestimate �<8G by at least 20%). However, not one simulation captures the drop off in �<8G at294

high latitudes. All ICON versions considered for this study do not include a prognostic treatment295

of INP and would thus not be expected to capture effects of INP limitations. However, the absence296

of the decline in �<8G at high latitudes in combination with the general overestimation of �<8G297

across all latitudes (Fig. 2c), )2C (Fig. 4a)) and �2C (Fig. 4b)) ranges, suggest that ICON generally298

overestimates the presence of ice in low supercooled SO clouds.299

�<8G and �;8@ show some variability with respect to model resolution at low latitudes (Fig. 2c)) char-300

acterised by warmer temperatures ()2C > −10 ◦C) and intermediate heights (1 km< �2C < 2.5 km).301

This variability is caused by changes in seeding frequency (�B443) where ice sediments from above302

into the supercooled layer. For example �B443 drops from 20% to 11% and �<8G decreases by303

22% (absolute value) as model resolution increases from 80 km to 2.5at −41◦S. Towards −55◦304

differences in �B443 across resolutions decrease and �<8G approaches the limit of 1.0. The resolution305

dependence of �B443 is somewhat surprising, as all grid points entering the above statistics have306

been filtered to remove all upper-level cloud above the liquid cloud top for comparability to the307

DARDAR-v2 statistics, which apply the same filter. This suggests, that these clouds had been308

seeded previously in their history and that this process occurs often enough to impact domain mean309

cloud statistics. Low-levelMPCs can bemaintained for days (Morrison et al. 2012) and recycling of310

INP has been shown to contribute to their longevity (Solomon et al. 2015). Furthermore, low cloud311

formation in the SO generally is found in the wake of deeper convection (mesoscale and large-scale312

fronts). It is thus not inconceivable that remnants of upper level convection and mid-level ice313

clouds seed supercooled boundary layer clouds below. However, to the authors knowledge little314

is known about the seeding frequency of low-level clouds in the SO. These simulations sug-315
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gest that seedingmay play an important role, but these results remain to be verified in future studies.316

317

d. Impact of spatial versus temporal resolution318

The additional sensitivity runs performed with ICON version 2.6.2 allow us to investigate the319

sensitivity of MPC properties with respect to spatial and temporal resolution separately, while also320

storing complete ice-phase hydrometeor output. Code developments and namelist adjustments321

between the different model versions already contribute to a reduction of the radiative bias at322

coarse resolutions (Table 3). However, already at 20 km spatial resolution the bias reduction in323

Δ#4C)$�BF is decreased by 34,% as compared to the 80 km experiments. �2C and �<8G statistics324

are also improved (Table 3) in the newer ICON version as compared to DARDAR-v2 observations.325

Thus, results between the model versions are not directly transferable. However, their overall326

changes with spatio-temporal resolution and overall bias structures are unaffected by the many327

changes made between the two model versions.328

The cross sections in Fig. 5a) show two distinct simulated growth modes of cloud ice in the SO,329

which is dominated by the snow category (average mass fraction of 70%): (i) a pure depositional330

(DEP) growth mode which peaks at the surface south of −65◦S over the Antarctic ice sheet (sea331

ice fraction > 80%) , and (ii) a WBF growth mode within the liquid cloud layer and subsequent332

melting or sublimation north of ∼ −63◦S.333

Both ice growth mechanisms show a distinct and opposite dependence on temporal resolution.334

Fig. 5 shows the additional cross sections for EXP-80-conv-20Dt (Fig. 5b)), where only temporal335

resolution is increased. We simulate larger increases in &�C>C towards the surface above the336

Antarctic ice sheet. This is indicative of enhanced ��% growth in this region at smaller time steps.337

Meanwhile, further north maximum &�C>C concentrations are simulated within the supercooled338
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liquid layer. We argue that simulations with coarse time steps (up to 6.5min in this study)339

overestimate the residence time of ice crystals within this layer, which leads to excessive WBF340

growth. In reality WBF growth, while efficient, is a somewhat self-limiting process due to the341

depletion of cloud water within the ice crystals vicinity. The resulting gradients between ice and342

water slow further growth of the ice crystals. This variability is not captured in these simulations343

which assume homogeneous mixing at the grid scale. Thus, an overestimation of incloud residence344

times of ice crystals has a tremendous impact on simulated WBF growth.345

A further increase in time step from 2.5min to 20 s (EXP-80-2.5Dt) leads to a further, but more346

moderate, reduction in simulated &�C>C (not shown) and in �,%;>F from 57 gm−2 (EXP-80-20Dt)347

to 53 gm−2 (EXP-80-2.5Dt) north of −63◦S. In EXP-80-conv �,%;>F is diagnosed as 68 gm−2348

in the WBF growth region. Meanwhile, only a moderate sensitivity with respect to E824,C was349

found in the WBF growth region. Once again reemphasising the time-step dependence within350

this regime. Decreasing this tuning parameter by 32% in EXP-80-conv-Ised increases �,%;>F351

by merely 1 gm−2 north of −63◦S. At the same time, a stronger increase in �,%;>F is simulated352

over the Antarctic ice sheet where DEP growth rates dominate. Here, �,%;>F increases from353

114 gm−2 to 130 gm−2.354

An increase in spatial resolution is not found to impact DEP rates above the Antarctic ice sheet355

((Fig. 5c)). Yet, both @2C>C and &�C>C increase within the ,�� growth region. This combined356

increase in ice and liquid within the mixed-phase regime suggests a simultaneous increase in357

simulated supersaturation with respect to ice and liquid at finer resolutions. Given that the majority358

of all grid points containing boundary layer clouds are mixed phase, we do not expect horizontal359

resolution to impact cloud phase variability in the simulations shown here. In the absence of360

differences in atmospheric moisture content (not shown), )2C or �2C (Table 3), we suspect the361

increased levels of supersaturation to be sustained by increased mixing diagnosed over smaller362
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horizontal scales.363

The combined impact of spatial and horizontal resolution changes is summarised in Fig. 6. We find364

the percentage change in !,%;>F by time step and spatial resolution to be almost additive. Both,365

decreased WBF growth (time step sensitivity) and increased supersaturations (spatial resolution366

sensitivity) contribute to the overall increase in simulated !,%;>F. Meanwhile, opposing effects367

due to quicker sedimentation through WBF growth regions (time step sensitivity) and increased368

supersaturations (spatial resolution sensitivity) compensate, which yields a negligible change in369

simulated �,%;>F as the model resolution is increased.370

371

4. Discussion372

The results of this study indicate that the DWD version of ICON overestimates the occurrence373

of low-level MPCs, while underestimating cloud fraction, and the shortwave cloud-radiative374

effect. Thus, like many other CMIP5 models (Zelinka et al. 2020), this version will likely375

overestimate climate sensitivity in this region due to an excessive cloud-phase feedback in a376

warmer climate (Bodas-Salcedo et al. 2016b,a). We could further identify future research avenues377

to overcome these shortcomings. For one, all ICON simulations display a distinct pattern of the378

common "too-few, but too-bright" bias. Future tests exploring the treatment of cloud cover and379

cloud water entering the radiation scheme in ICON, may be able to reduce these determined380

biases.381

Secondly, we show that the growth mechanisms of ice in the mixed-phase regime (WBF growth)382

and the DEP growth regime are resolution dependent. However, we suspect that the largest bias in383

resolution is currently hidden by the general overestimation in ice occurrence within supercooled384

liquid SO clouds. WBF growth rates are conditional on the spatial coexistence of ice and liquid385
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within the same cloud volume. The spatial heterogeneity of phase variability in boundary-layer386

MPCs remains poorly constrained, which is largely due to the absence of consistent observations387

from spatial scales of a few metres to several kilometres over long time periods. Ruiz-Donoso388

et al. (2020) showed that scales of cloud phase variability may be on the order of tens of meters.389

Here, we analyse the phase variability on the mesoscale by analysing phase variability along390

the combined CALIPSO-CLOUDSAT footprint (∼ 1.1 km). Fig. 7 shows the percentage of391

mixed-phase points along all identified continuous liquid-containing cloud segments of length392

ΔG. Already a doubling in ΔG from the footprint to 2.5 km shows that these segments on average393

consist of 83% mixed-phase and 17% liquid phase DARDAR-v2 footprints. Meanwhile, one394

single cloud phase (in this case liquid or mixed) is diagnosed over the entirety of a grid box of size395

ΔG. Along an 80 km segment which would be classified as mixed-phase, merely 18% of all 1.1 km396

cloud segments contain ice and are surrounded by pixels containing pure supercooled liquid.397

Thus, climate models with large grid mesh sizes are likely to significantly overestimate WBF398

growth rates if one does not account for the artificial phase homogenisation in the absence of sub-399

gridscale phase variability. Furthermore, the drop in �;8@+824 (see caption Fig. 7) from DADAR-v2400

footprint size to 2.5 km suggests that the true characteristic scale of cloud phase variability401

resides in the sub-kilometre range. Thus, we speculate that representation of sugbrid-scale phase402

variability are also required in climate simulations performed at the convection-permitting scale.403

Finally, the general overestimation of MPC occurrence in these simulations merits further404

investigation. Both ICON versions show a strong sensitivity of the low-latitude cloud phase (�<8G)405

to the seeding frequency from mid- or upper troposphere clouds (�B443). At least 20% of all406

MPCs in convection-permitting simulations at any given time are in direct contact with cloud ice407

above the liquid cloud top. Furthermore, our results show that cloud statistics from boundary layer408

clouds which are filtered for clear-sky free-tropospheric conditions, are affected by seeding in409
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their past. Meanwhile, the direct verification of this process from observations remains difficult.410

Few long-term remote sensing or atmospheric profiling statistics investigating multi-layer low-411

and mid-level cloud systems exist over the SO.412

The few that do exist are insufficient to evaluate these simulations directly, but confirm that413

this process may play a significant role. Ground-based remote sensing observations near East414

Antarctica provide evidence for several seeding events of single-layer supercooled liquid clouds415

trailing strong precipitation events (Alexander et al. 2021). The recent climatology compiled of416

vertical profiles across four different field campaigns also suggests that multi-level clouds occur417

frequently in the vicinity of fronts and cyclone activity (Truong et al. 2020). Thus, the importance418

of upper level cloud seeding suggested in these simulations remains to be explored in future studies.419

420

5. Conclusions421

We use the DYAMOND ICON DWD experiments for August 2016 to evaluate ICON during422

austral winter over the SO (−40◦S –−70◦S). Many climate models are prone to substantial biases423

in #4C)$�BF due to biased representations of supercooled liquid low-level clouds, or MPCs, over424

the SO. The main conclusions of this study are summarised as follows:425

• MPC occurrence is overestimated by 30% on average in all convection-permitting or426

convection-parametrising simulations as compared to DARDAR-v2 cloud phase statistics.427

• WBF growth is strongly time step dependent due to reduced ice sedimentation at coarse428

integration intervals and an artificially prolonged co-existence of liquid and ice within MPCs.429
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• DEP growth rates over the Antarctic ice sheet are impacted by time step and the namelist430

parameter for the terminal fall velocity of ice (E824,C). Both impact ice residence times in431

supercooled environments with respect to ice, and thus DEP growth rates.432

• Upper-level cloud seeding into boundary layer supercooled liquid clouds is found to govern433

low-latitude SO cloud phase and supercooled water content in ICON.434

• While the monthly mean spatial pattern of cloudiness is captured as compared to MODIS435

observations, cloud fraction and #4C)$�BF are strongly underestimated.436

• Monthlymean net TOAshort-wave bias decreases from10Wm−2 to 1.6Wm−2 for simulations437

performed at the cloud-resolving scale. However, considerable biases in SO climate sensitivity438

due to an excessive cloud-phase feedback is still expected for climate simulations at the439

convection-permitting scale due to the overestimation of MPC occurrence.440
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Table 1. Overview of all DYAMOND runs for August 2016 used in this study. The following variables

stand for: @2=time-averaged cloud water content, @8=time-averaged ice water content, &�=instantaneous cloud

water content, &�=instantaneous cloud ice content, &(=instantaneous snow content, &�=instantaneous graupel

content, �2C=cloud-top height, )2C=cloud-top temperature, %2C=cloud-top pressure, and ��=low-level cloud

fraction (i.e. pressure > 680 hPa). All additional ICON experiments were performed with a newer ICON version

(2.6.2).

648

649

650

651

652

653

DYAMOND ICON runs

acronym resolution [:< / B] variables Comments

DYA-80-conv
80/450

@2, @8, �2C , )2C , %2C ,
��;>F, NetTOABF

DYA-80 no conv

DYA-40-conv
40/225

DYA-40 no conv

DYA-20-conv
20/150

DYA-20

no conv
DYA-10 10/90

DYA-5 5/45

DYA-2.5 2.5/20

Additional ICON Experiments

EXP-80

80/450

@2, @8, &�, &�, &(,
&�, �2C , )2C , %2C ,
��;>F, #4C)$�BF

as DYA-80

EXP-80-conv as DYA-80-conv

EXP-80-convExp all detrained cloud ice
>600 hPa converted to
liquid

EXP-20-conv 20/150 as DYA-20-conv

EXP-80-20Dt 80/150 using Exp-20 time step

EXP-80-2.5Dt 80/20 using DYA-2.5 time
step

EXP-80-Ised 80/450 ice terminal fall veloc-
ity = 0.85m s−1 (de-
fault 1.25)33



Table 2. Summary of remote sensing products used in this study.

Remote Sensing Products

acronym resolution [space/time] variables

DARDAR-v2 1.1 km / <1day �;8@D83 ,�<8G43 ,�2C ,)2C

CERES 1◦/monthly NetTOABF

MODIS 1◦/monthly ��;>F
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2[*above open ocean only]
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Table 3. Summary table of SO cloud properties and radiative fluxes.2

datatype #4C)$�BF
[Wm−2] ��;>F* �<8G �;8@ �B443 !,%;>F �,%;>F )2C [◦C] �2C [km]

obs 199.2 0.82 0.53 0.47 – – – -11.3 1.77

DYAMOND with convection

DYA-80-
conv 10.1 -0.37 0.86 0.14 0.22 55 – -7.8 1.55

DYA-40-
conv 7.0 -0.35 0.85 0.15 0.20 68 – -7.8 1.57

DYA-20-
conv 6.4 -0.36 0.83 0.17 0.20 73 – -7.6 1.57

DYAMOND without convection

DYA-80 -4.1 -0.23 0.88 0.12 0.19 75 – -9.0 1.54

DYA-40 -7.9 -0.15 0.87 0.13 0.17 91 – -9.2 1.52

DYA-20 -5.2 -0.19 0.87 0.13 0.17 88 – -9.0 1.50

DYA-10 -3.9 -0.22 0.82 0.18 0.17 98 – -8.7 1.55

DYA-5 -0.9 -0.28 0.81 0.19 0.18 88 – -8.6 1.55

DYA-2.5
1.6 -0.32 0.78 0.22 0.18 84 – -8.6 1.57

Additional Sensitivity Experiments

EXP-80 -4.1 -0.23 0.77 0.23 0.28 62 94 -9.8 1.75

EXP-80-
conv 5.3 -0.32 0.77 0.23 0.24 50 79 -8.6 1.72

EXP-80-
convExp 5.8 -0.32 0.76 0.24 0.20 50 78 -8.6 1.71

EXP-80-
conv-2.5Dt 4.5 -0.29 0.80 0.2 0.25 59 83 -8.7 1.72

EXP-20-
conv 4.4 -0.34 0.77 0.23 0.20 59 91 -8.4 1.69

EXP-80-
conv-20Dt 5.2 -0.30 0.79 0.21 0.23 55 75 -8.6 1.73

EXP-80-
conv-Ised 4.5 -0.32 0.77 0.23 0.24 49 84 -8.4 1.71
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Fig. 1. Absolute mean difference of the simulated mixed-phase occurrence fraction bias Δ�<8G (defined in

section 2) diagnosed using three alternative cut-off thresholds for time-averaged (small letters) or instantaneous

(capital letters) ice-phase and liquid water contents. Differences are computed relative to Δ�<8G diagnosed for

DYA-80-conv simulation using @2 > 10−2 gm−3 and @8 > 10−4 gm−3. Bias of each simulation is computed with

respect to �<8G diagnosed from DARDAR-v2.
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Fig. 2. Zonal mean cross sections of all DYA experiments for a) the bias in top-of-atmosphere net shortwave

radiation (Δ#4C)$�BF ), b) the absolute cloud fraction bias (Δ��;>F ), the normalised occurrence rate of c)

mixed-phase clouds (�<8G) and d) liquid clouds (�;8@), e) low-cloud liquid water path (!,%;>F ) and f) seeding

frequency �B443 . The data is binned in 2◦ latitude bins. Both solar insolation (as expected in austral summer)

and number of cloudy points (��;>F computed on 1◦ × 1◦ grid) decrease poleward. The shading denotes the

spatial spread (standard deviation) within each latitude bin. Panels a) – c) include the following observations

respectively: CERES #4C)$�BF , MODIS ��;>F , DARDAR-v2 �<8G and �;8@ .
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Fig. 3. Bias in a,b) monthly mean net all-sky +E4 downward top-of-atmosphere shortwave radiation bias

(Δ#4C)$�BF ) with respect to CERES retrieval for August 2016, and c,d) low-level cloud fraction over ocean

surface bias Δ��;>F with respect to MODIS low (pressure > 680 hPa) cloud fraction. Results are shown for

DYA-80-conv (LHS) and DYA-2.5 (RHS). e,f) show difference maps between both simulations (DYA-2.5 -

DYA-80-conv) for ��;>F and !,%;>F respectively.

703

704

705

706

707

40



20.0 17.5 15.0 12.5 10.0 7.5 5.0 2.5 0.0

0.2

0.4

0.6

0.8

1.0

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0

0.2

0.4

0.6

0.8

1.0

DARDAR-v2
DYA-80
DYA-80-conv
DYA-40
DYA-40-conv
DYA-20
DYA-20-conv
DYA-10
DYA-5
DYA-2.5

Tct [°C]

F m
ix

Hct [km]

a) b)

Fig. 4. Normalised mixed-phase occurrence rate (�<8G) against (a) cloud-top temperature ()2C ) and b) cloud-

top height (�2C ). DYA experiments across all resolutions overestimate �<8G for )2C < −5 ◦C and for all �2C . The

marker size scales with the relative occurrence of SO datapoints from August 2016 within each bin (bin-widths:

a) 1 ◦C and b) 500m).
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Fig. 6. Schematic summarising the relative change in low-level mixed-phase cloud liquid water path (!,%;>F )

and total ice water path (�,%;>F ) north of −63◦ for a change in temporal and spatial resolutions separately as

well as the combined impact.
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Fig. 7. Average fraction of points of coexistent liquid and ice in continuous liquid containing cloud segment

of length ΔG in the SO. �;8@+824 is diagnosed along the combined CALIPSO and CloudSat track with a footprint

of 1.1 km (black). The same analysis has been done for the fraction of mixed-phase 2.5km segments across all

ICON resolutions (i.e. �;8@+824 = 1 by definition for DYA-2.5).
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