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Abstract13

Fundamental understanding of the climate responses to solar variability is obscured14

by the large and complex climate variability. This long-standing issue is addressed here15

by examining climate responses under an extreme solar minimum (ESM) scenario, ob-16

tained by making the sun void of all magnetic fields. It is used to drive a whole atmo-17

sphere climate model with coupled ocean. The simulations reveal robust responses in the18

coupled climate system, and elucidate similarities and differences of responses to bottom-19

up and top-down forcing. Planetary waves (PWs) play a key role in both regional cli-20

mate and the mean circulation changes. Responses of the largest scale PW during NH21

and SH winters differ, leading to hemispheric differences in the interplay between dynam-22

ical and radiative processes. The analysis exposes remarkable general similarities between23

climate responses in ESM simulations and those under nominal solar minimum condi-24

tions, even though the latter may not appear to be statistically significant.25

Plain Language Summary26

Understanding how climate may change under different solar conditions is both in-27

teresting and important. However it is difficult to clearly identify solar signal from the28

very large climate variability on broad time scales. In this study, we tackle this prob-29

lem by providing a lower bound of the solar minimum condition according to our cur-30

rent understanding of solar physics. By specifying this extremely low solar minimum con-31

dition in a climate model that takes into consideration of the effects of ocean and mid-32

dle atmosphere, we are able to identify robust climate responses, which are very differ-33

ent between the northern and southern hemispheres. We gain an understanding of the34

processes driving these responses, including how the lower and upper atmospheric pro-35

cesses may enhance/offset each other. By comparing these climate responses to those36

under nominal solar minimum conditions, we expose climate patterns that are hidden37

under the large climate variability in the latter.38

1 Introduction39

The Sun is the ultimate driver of the Earth atmosphere system, and it is of great40

interest to explore the impacts of solar variability on the atmosphere on time scales rang-41

ing from solar flares to multiple solar cycles (Gray et al., 2010). While the solar signal42

in the stratosphere and above is clear with the large variability at ultraviolet (UV) and43

shorter wavelengths (Marsh et al., 2007), it is much weaker in the troposphere and at44

the Earth surface, with global mean surface temperature variation less than 0.1K (Gray45

et al., 2010), consistent with the .0.1% change of total solar irradiance (TSI) over a so-46

lar cycle. Regional climate, on the other hand, may respond more strongly (Meehl et al.,47

2009; Ineson et al., 2011; Gray et al., 2016), and feedback and amplification mechanisms48

have been postulated (Haigh, 1996; Kodera & Kuroda, 2002; Kodera & Shibata, 2006;49

Matthes et al., 2006; Meehl et al., 2009; Chiodo et al., 2012; Théblemont et al., 2015).50

However, the robustness of the solar signal in regional climate is still being debated (Chiodo51

et al., 2019), and it is challenging to establish a pathway by which the solar variability52

can affect the regional climate, and to understand climate sensitivity to solar forcing. One53

strategy to address the challenge is to increase the solar variability signal by hypothet-54

ically increasing the TSI or SSI variability (Meehl et al., 2013; Maycock et al., 2015; In-55

eson et al., 2015), though the SSI changes employed are not constrained by the under-56

lying solar physics. Constraint has been suggested from historical solar irradiance (e.g.57

during Maunder Minimum), however, reconstruction methods suffer from large uncer-58

tainties (Shapiro et al., 2011; Schrijver et al., 2011). In this study, we will address this59

challenge by adapting a solar forcing that would result from a solar photosphere with-60

out magnetic field, produced by a non-magnetic, hydrodynamic (HD) solar simulation.61

While such a scenario is not a likely representation of a grand minimum, it is the most62
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extreme solar minimum (ESM) scenario that is possible within the limits set by the physics63

of the solar photosphere. More extreme forcing would require deeper seated changes in64

the stellar structure of the Sun.65

2 Methods66

2.1 Numerical Simulation of Quiet Sun Scenarios and Irradiance67

Recently Rempel (2020) computed models of the quiet Sun, i.e. solar granulation68

with a mixed polarity small-scale magnetic field, in order to quantify the sensitivity of69

TSI and SSI to the strength of the quiet Sun magnetic field. In these models the mixed70

polarity magnetic field is maintained by a small-scale turbulent dynamo that was first71

studied in a solar-like setup by Vögler and Schüssler (2007) and later refined by Rempel72

(2014, 2018). In particular the latter demonstrated that the saturation field strength is73

dependent on the formulation of the bottom boundary that parametrizes the coupling74

of the photosphere to the deeper convection zone. Rempel (2020) took advantage of this75

boundary dependence in order to create quiet Sun models with varying field strengths:76

A non-magnetic, hydrodynamic (HD) reference, a current quiet sun reference (small-scale77

dynamo with ∼67G vertical magnetic field strength at optical depth of unity – SSD67),78

a “low-activity” quiet sun (∼ 44G field vertical strength – SSD44) as well as a “high-79

activity” quiet sun (∼86 G vertical field strength – SSD86). It is noted that these val-80

ues are slightly different from those reported in (Rempel, 2020): the former are obtained81

from averaging 6-16 hours of the simulation, while the latter are from 6-30 hours of the82

simulations. The slight difference between them is due to model intrinsic fluctuations83

in both field strength and resulting radiative properties. Comparing these simulations84

(Rempel, 2020) found a TSI sensitivity of about 0.14% per 10G of unsigned flux in the85

photosphere. This rather high TSI sensitivity implies that only a moderate change of86

the quiet Sun by 10% in field strength would cause a TSI variation comparable to the87

observed solar cycle TSI variability.88

In addition to the TSI, Rempel (2020) also computed SSI in the 200 - 10,000 nm89

spectral range using Kurucz/Castelli Opacity Distribution Functions (ODFs) (see Rempel90

(2020) for further detail). We use from Rempel (2020) the models HD and SSD67 to de-91

rive the most extreme solar minimum forcing consistent with physics of the solar pho-92

tosphere by computing the SSI change that is expected from removing all magnetic fields93

in the solar photosphere. We emphasize that this is not a likely scenario for a grand so-94

lar minimum, and serves in this study solely as an extreme forcing to highlight subtle95

differences in the climate response that are easily hidden by the natural climate variabil-96

ity. Since Rempel (2020) computed SSI only for the range from 200-10,000 nm, between97

121nm (Lyman-alpha) and 200nm the SSI is deduced from an empirical scaling relation-98

ship. TSI from SSD67 simulation (current quiet sun reference) is not exactly equal to99

the TSI of the nominal solar minimum used in our climate simulations. In order to make100

meaning comparisons between the climate simulations, SSI values of HD, SSD44 and SSD67101

are further scaled by multiplying a scaling factor, TSI(Smin)/TSI(SSD67). With this scal-102

ing, the corresponding TSI for HD and SSD44 are 1350.08 Wm−2 and 1354.83 Wm−2,103

0.77% and 0.42% lower than the nominal solar minimum TSI value (also the scaled SSD67104

value) (1360.43 Wm−2).105

2.2 Whole Atmosphere Community Climate Model and Numerical Ex-106

periments107

The Whole Atmosphere Community Climate Model (WACCM) is one of the at-108

mosphere components of the NCAR Community Earth System Model version 1.1 (CESM109

1.1) with its upper boundary extended to the lower thermosphere (∼140 km). The WACCM110

configuration used in this study is the same as that employed for the Chemistry-Climate111

Model Initiative (CCMI). As described in Morgenstern et al. (2017), this version of WACCM112
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includes chemistry packages for the troposphere and stratosphere (Tilmes et al., 2016;113

Wegner et al., 2013) and for the mesosphere and lower thermosphere (Marsh et al., 2013).114

It also includes an updated gravity wave parameterization scheme which leads to improved115

model climatology (Garcia et al., 2017). The CESM/WACCM for this study includes116

the fully coupled Parallel Ocean Program (POP) ocean component (Danabasoglu et al.,117

2012). All WACCM simulations discussed in this study are with coupled ocean compo-118

nent. The horizontal resolution of WACCM for the simulation is 1.9◦×2.5◦ in latitude119

and longitude, and there are 66 vertical levels. The horizontal resolution of POP is ∼1◦.120

CESM/WACCM simulations are first performed under nominal solar maximum (TSI:121

1361.93 Wm−2, referred as Smax run) and solar minimum (TSI: 1360.43 Wm−2, Smin)122

conditions. Both sets of simulations are initialized by the same equilibrated pre-industrial123

control simulation, and the emission level is held constant during the 200-year simula-124

tion. The annually averaged global mean surface temperature from Smax and Smin sim-125

ulations are shown in Supporting Information Figure S1.126

CESM/WACCM simulations are then performed using the SSI and TSI from the127

HD solar simulation, with the same initial condition as Smax and Smin, and the sim-128

ulation length is 200 years. In order to further differentiate the effects by solar heating129

near the Earth surface and by the ozone heating in the stratosphere, two additional sim-130

ulations have been performed: in HDVIR the SSI at wavelengths longer than 320 nm is131

taken from the HD SSI while at shorter wavelengths the SSI is the same as in Smin; in132

HDUV the SSI at wavelengths shorter than 320 nm is taken from HD SSI while at longer133

wavelengths the SSI the same as in Smin. The TSI for HDVIR and HDUV are 1350.84134

Wm−2 and 1359.76 Wm−2, respectively. The initialization and length of the simulations135

are the same as HD. It is noted that CESM/WACCM simulations have also been per-136

formed using TSI and SSI from the low-activity quiet sun (SSD44), and the results are137

qualitatively similar to the HD results.138

A summary of the CESM/WACCM simulations with different solar forcing is pre-139

sented in Table 1. The climate sensitivity is calculated with respect to Smax, (Ts−Ts(Smax))/(TSI−140

TSI(Smax)), for each set of the solar minimum simulations over years 50–200.141

3 Results142

CESM/WACCM simulations have been performed under such ESM conditions, un-143

der nominal solar maximum and minimum conditions, as well as with only the visible144

and infrared (VIR) or ultraviolet (UV) part of the SSI changed to that from the ESM145

conditions. The annual averages of the global mean surface temperature (Ts) from the146

Smax, HD, HDVIR, and HDUV simulations are shown in Fig. 1(a), with Ts of HD, HD-147

VIR, and HDUV lower than Smax by 0.833, 0.79, and 0.149 K, respectively, more than148

the cooling of Smin (0.087 K, Figure S1). The time for Ts to reach quasi-equilibrium dif-149

fers in northern hemisphere (NH, 30-90◦N), southern hemisphere (SH, 30-90◦S) and at150

low latitudes: several years in NH and about 3 decades in SH and at low latitudes (Fig. 1151

(b-d)). In most of the analysis, climatologies from the last 150 years of the HD, HDVIR,152

HDUV, and Smin simulations are compared with the Smax simulations.153

3.1 Surface temperature patterns in response to solar forcing changes154

Global patterns of Ts differences between HD/HDVIR and Smax for northern and155

southern winter seasons (DJF and JJA respectively) show significant cooling through-156

out most of the globe (Fig. 1(e and i), (f and j)), with the most pronounced cooling found157

in the Arctic, over Eurasia and North America (especially their northeast coastal regions),158

and the Antarctic (especially its coastal region in the south Indian Ocean sector) dur-159

ing their respective winter seasons. In particular, sea ice growth is noted in the western160

Bering Sea and the Southern Ocean with the strongest cooling. The coastal cooling co-161
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incides generally with regions with the largest upward sensible heat flux (da Silva et al.,162

1995), suggesting strong heat loss to the air blowing from the continents, which are colder163

due to the reduced solar activity. The strong atmosphere cooling over the Arctic also leads164

to the thickening of sea-ice, which results in brine rejection in the ocean, making the Arc-165

tic saltier and denser. The dense water finds its way into the deep northern North At-166

lantic around 1000-m depth, and pushes the North Atlantic Deep Water (NADW) cell167

deeper without much change in the upper ocean or northward heat transport (Support-168

ing Information Figure S2). At lower latitudes, the cooling over continents is generally169

more pronounced than over the ocean for both seasons. A notable exception is the sig-170

nificant cooling over the tropical central eastern Pacific, and this is in contrast to the pre-171

vious report of tropical eastern Pacific cooling during peak solar years (Meehl et al., 2009).172

In contrast to the overall cooling, there is a distinct warm anomaly in the central North173

Atlantic region in HD and HDVIR (up to ∼0.5 K during DJF).174

Similar spatial patterns are noted in the surface temperature changes in HDUV (Fig. 1(g175

and k)), albeit with smaller magnitude in comparison with HD and HDVIR. Coolings176

of 0.6–0.8 K and ∼0.4 K over NH continents and equatorial central eastern Pacific are177

one half and one third, respectively, of those in HDVIR. A prominent warm anomaly is178

found during JJA extending from Weddell Sea to Ross Sea. While there is no net warm-179

ing at that location in HD/HDVIR, probably because it is offset by the strong surface180

cooling, a similar zonal wavenumber 1 structure is noted. The similarities between the181

HDUV and HDVIR underscore responses that are enhanced by the solar forcing changes182

in the stratosphere and in the troposphere/surface. As such, similar patterns are also183

seen in the surface temperature difference between Smin and Smax (e.g. cooling of 0.4–184

0.5K over NH continents and 0.3K over central eastern Pacific).185

3.2 Regional changes of tropospheric winds and air-sea interaction186

Surface and regional climate changes are closely associated with tropospheric winds,187

which are found to respond significantly to solar forcing changes (Fig. 2). At 300 hPa,188

the meridional wind changes during boreal winter display a robust pattern in the NH189

that is remarkably similar (with opposite signs) to the stationary wave changes in re-190

sponse to a warming climate (Simpson et al., 2016; Wills et al., 2019). This reflects per-191

turbations to the circumglobal teleconnection pattern and is caused mainly by the weak-192

ening of the eastward tropospheric wind (Fig. 4) (Branstator, 2002; Simpson et al., 2016),193

which alters the dominant length scale of stationary waves that are supported by the sub-194

tropical wave guide. The slower zonal wind also leads to the decreases of the propaga-195

tion speed of the PWs, and is likely responsible for the equatorward shift of large-scale196

PWs. Similar stationary wave patterns are seen in all four solar minimum simulations197

(Supporting Information Figure S3(i-p)). By comparing the Smin and HD results, there-198

fore, we can identify robust regional climate responses that may not appear statistically199

significant in the former. For example, regional cooling and drying by equatorward winds200

over Europe, Middle East, East Asia, western North America, southern Africa, and South201

America are likely robust features during solar minimum (Fig. 1(h and l), Supporting202

Information Figure S3(l and p)).203

In addition to the regional changes over major continents, northward/eastward wind204

anomaly is seen over the North Atlantic at both 300 hPa and 850 hPa, most significant205

during boreal winter (Fig. 2). This change enhances the north-eastward ocean circula-206

tion, thus causes the prominent warming of the central North Atlantic Ocean as seen in207

surface temperature (Fig. 1). It is also seen that the trade wind over the central east-208

ern Pacific is enhanced, suggesting an enhancement of the Walker circulation, leading209

to cooling over the tropical eastern Pacific (Fig. 1). This is probably caused by the in-210

creasing lapse rate (Fig. 4(b,d))–thus enhanced convection–in the troposphere. This is211

a robust feature seen in all cases, again suggesting the troposphere/surface and strato-212

spheric responses are mutually enhancing. This change appears to offset the weakening213
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of Walker circulation under solar minimum forcing (Meehl et al., 2009), and is consis-214

tent with the recent finding of a slower Walker circulation at solar maximum (Misios et215

al., 2019).216

During austral winter (and spring), the strongest zonal wind deceleration can ex-217

tend down to the surface at mid to high latitudes (Fig. 3). At 54◦S this is most signif-218

icant around 0◦ and 45◦W in HD and HDUV respectively. Changes with similar longitude-219

height structures are found in all four solar minimum cases, with different levels of sig-220

nificance. The westward wind anomaly near the surface induces a poleward Ekman trans-221

port and thus a warm anomaly around Weddell Sea. This is most evident in HDUV case,222

both because of the significant westward wind change and the lack of strong surface cool-223

ing.224

3.3 Troposphere and stratosphere coupling and its hemispheric differ-225

ences226

As already alluded to above, the tropospheric changes are caused by atmosphere227

circulation changes in the troposphere and above in response to solar forcing. From Fig. 4(a228

and c), it is seen that the subtropical zonal wind in the troposphere and stratosphere229

weakens due to the reduction of diabatic heating during both DJF and JJA. Similar wind230

changes occur in HDUV when the primary solar forcing change is in the stratosphere,231

and in Smin when the solar forcing change is weak, with smaller magnitudes in both cases232

(Supporting Information Figure S4). The winter stratospheric wind changes at mid to233

high latitudes differ significantly between the two hemispheres, with a weak increase (not234

statistically significant at 95% level) in the NH and a significant decrease in the SH. The235

former is in apparent contrast to the dynamical responses expected for solar minimum236

conditions when stratospheric differential heating is reduced and zonal forcing by plan-237

etary wave (PW) increases (Kodera & Kuroda, 2002). Further examination of monthly238

differences shows that the weakening of winter stratospheric wind and its poleward and239

downward shift from early to late winter, as expected from Kodera and Kuroda (2002);240

Ineson et al. (2011), are seen in HDUV in both hemispheres and in HD and HDVIR only241

in the SH (Supporting Information Figure S5), underscoring differences in PW responses242

to solar forcing changes in the troposphere and in the stratosphere. Hemispheric differ-243

ence is also seen in the thermal response to solar forcing (From Fig. 4(b and d)). Apart244

from the general cooling in these simulations expected from reduced solar forcing, there245

is a weak warming near the tropopause in the NH, and a strong warming that becomes246

statistically significant around the tropopause in the SH.247

These hemispheric differences stem from different PW responses in the two hemi-248

spheres (Fig. 4(e-h)). The vertical component of Eliassen-Palm flux (EPz) shifts equa-249

torward in the troposphere and decreases in the stratosphere (albeit not statistically sig-250

nificant due to the large wave variability during boreal winter) in the NH, and correspond-251

ingly the westward forcing by the PWs weakens in the stratosphere. The SH shows the252

opposite, with both EPz and wave forcing increasing significantly. This is also seen from253

the longitudinal and height structures of the meridional wind and temperature (Support-254

ing Information Figure S6), with the wind and temperature changes becoming increas-255

ingly out of phase with the climatological zonal wavenumber 1 perturbations in the NH256

above 30hPa, while in phase in the SH. It is found that PW with zonal wavenumber 1257

accounts for most of the hemispheric differences at mid to high latitudes (Supporting In-258

formation Figures 7 and 3): it decreases during DJF in NH and increases during JJA259

and SON in SH in the troposphere and stratosphere. The decrease during boreal win-260

ter is consistent with wave 1 increase during a warming climate, which is found to be af-261

fected by the subtropical wind and zonally asymmetric diabatic heating changes (Wang262

& Kushner, 2011). On the other hand, this decrease is likely offset by the weakening of263

winter stratospheric wind at mid-high latitudes, which tends to increase EPz of wave 1.264

Since the subtropical wind changes are similar between the two hemispheres, the wave265
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1 increase in SH should result mostly from changes of tropospheric wave sources, and266

it is mutually enhancing with the significant weakening of the winter stratospheric wind.267

The former is evidenced in Joseph et al. (2004), that the forcing from transients tends268

to enhance (weaken) wave 1 at high northern (southern) latitudes during winter in a warm-269

ing climate (thus the opposite in a cooling climate). In contrast to wave 1, PWs with270

wavenumber 2-4 and 6 increase during both hemispheric winters, and the increase of wave271

2-3 extends into the stratosphere.272

Comparison of HDVIR and HDUV simulations show that EPz responses to tro-273

pospheric/surface forcing change are opposite for hemispheric winters (Supporting In-274

formation Figures 8a, b), while the responses to stratospheric forcing change are sim-275

ilar (Supporting Information Figures 8c, d). The tropospheric/surface forcing and strato-276

spheric forcing are mutually offsetting during boreal winter and enhancing during aus-277

tral winter. Therefore, the winter stratospheric wind change in HD appears to be less278

prominent than in HDVIR in the NH, but more prominent than HDVIR and HDUV in279

the SH (Fig. 4(a,c) and Supporting Information Figures 9a–d).280

The PW differences lead to differences in the interplay between dynamical and ra-281

diative forcing during hemispheric winters. The decrease of PW forcing in the NH leads282

to stronger stratospheric winter jet, weaker Brewer-Dobson (BD) circulation, and less283

adiabatic warming (cooling) in the polar (equatorial) tropopause/stratosphere. The dy-284

namical and radiative effects thus offset each other in the boreal winter stratosphere for285

zonal wind change, but are mutually enhancing for cooling, as reflected in the magni-286

tude and significance levels of the change. This is exactly the opposite during austral win-287

ter, with the dynamical/radiative effects mutually enhancing in decelerating the zonal288

wind but offsetting in thermal forcing.289

4 Summary and Conclusion290

While all ESM simulations show larger climate sensitivity than Smin (Table 1), the291

responses display remarkable general similarities, including the surface temperature, zonal292

mean states, wave fluxes and structures, and regional climate. Such similarities highlight293

the robust responses of the climate system to solar forcing change. Solar radiative heat-294

ing changes in the troposphere and stratosphere both lead to subtropical wind changes295

that alter the intermediate scale stationary waves and regional climate in the troposphere296

in a similar way. The responses may not be significant based on statistical sampling when297

the solar forcing change is nominal, and climate simulations under ESM conditions is thus298

a valuable tool in exposing the patterns hidden under the large climate variability. Com-299

parisons of HD, HDVIR and HDUV simulations shed light on the underlying mechanisms300

and elucidate processes where the solar forcing changes in troposphere/surface and strato-301

sphere are mutually enhancing or offsetting. With cooling in both troposphere and mid-302

dle atmosphere, the ESM simulations also provide a forcing scenario that differs from303

a warming climate (warming in the troposphere and cooling above).304
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(a) (b) (c) (d)

(e) (f ) (g) (h)

(i) (j) (k) (l)

Figure 1: Annually averaged mean surface temperature over (a) the whole globe, (b)
northern hemisphere (30◦N to the North Pole), (c) tropical region (30◦S to 30◦N), (d)
southern hemisphere (30◦S to the South Pole) from Smax (black), HD (blue), HDVIR
(orange), and HDUV (red) simulations. Average surface temperature differences (color
contours) between years 50-200 of HD, HDVIR, HDUV, and Smin and Smax simulations
for DJF (e–h, respectively) and JJA (i–l, respectively). Contour lines are mean temper-
ature from Smax simulations. Unstippled regions are differences that are statistically
significant at the 95% level from Student t-test. The white scale in (e-h) corresponds to
the averages of the global mean surface temperature change for these cases: cooling by
0.833, 0.79, 0.149, and 0.087K in HD, HDVIR, HDUV, and Smin respectively in compari-
son with Smax.

–8–



manuscript submitted to Geophysical Research Letters

(a) (b)

(c) (d)

Figure 2: Differences of average (a) meridional wind and (b) zonal wind between 50–200
year of HD and Smax simulations at 300 hPa for boreal winter (DJF). Line contours are
average winds (in a, solid: northward (a) and eastward (b), contour intervals: 2ms−1 (a)
and 2ms−1 (b)) from Smax simulations. (c-d): Similar to (a-b), but for 850 hPa.
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(a) (b) (c) (d)

Figure 3: Differences of average zonal wind (color contours) between 50–200 year of (a)
HD, (b) HDVIR, (c) HDUV and (d) Smin and Smax simulations at 54◦S for austral win-
ter (JJA). Line contours are average zonal wind from Smax simulations (solid: eastward,
contour intervals: 5ms−1).
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(a) (b) (e) (f )

(c) (d) (g) (h)

Figure 4: Differences of average zonal mean zonal wind (line contours, solid lines: east-
ward. Contour interval: 0.5 ms−1) between 50–200 year of HD and Smax simulations
for (a) DJF and (c) JJA. Color contours are average zonal mean zonal wind from Smax
simulations. (b) and (d): similar to (a) and (c) but for average zonal mean temperature
differences (line contour, intervals: 1 K for differences larger than 1K, and 0.2 K for dif-
ferences less than 1 K). Color contours are average zonal mean temperature from Smax
simulations. (e) and (g): similar to (a) and (c) but for average vertical EP flux component
differences. The EP flux (unit: Pa m) is normalized by p0.75 (p: atmosphere pressure)
to better visualize the change at all altitudes (line contour, interval: 0.01×104). Color
contours are average normalized vertical EP flux component from Smax simulations. (f)
and (h): similar to (a) and (c) but for average EP flux divergence differences (line con-
tour, interval: 0.1 ms−1d−1). Color contours are average EP flux divergence from Smax
simulations.
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Solar 
Forcing 
Used for 
Driving 
CESM/ 
WACCM 
Simulations 

Nominal 
solar 
maximum 
(Smax) 

Nominal 
solar 
minimum 
(Smin) 

Non-magnetic, 
hydrodynamic 
(HD) reference 

SSI(Smin) 
(l≤320nm)+ 
SSI(HD) 
(l>320nm) 
(HDVIR) 

SSI(HD) 
(l≤320nm)+ 
SSI(Smin) 
(l>320nm) 
(HDUV) 

Small-
scale 
dynamo 
with 44G 
vertical 
field 
strength 
(SSD44) 

TSI (Wm-2) 1361.93  1360.43 1350.08 1350.84 1359.76 1354.83 
Ts (K) 287.87 287.78 287.04 287.08 287.72 287.36 
Climate 
Sensitivity 
(K(Wm-2)-1) 

 0.0578 0.0705 0.0712 0.0691 0.0724 

 

Table 1: CESM/WACCM simulations and the solar forcing used, the corresponding total
solar irradiance (TSI), the global mean surface temperature (Ts) averaged over the whole
simulation period (Smax) and the last 150 years of the simulations (HD, HDVIR, HDUV,
SSD44, and Smin), and the climate sensitivity with respect to Smax.
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