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Abstract: Due to its importance in the individual and national economies, stock market prediction is an important study subject. A stock market's success is based on the rise or fall of industrial, financial, medical, local, and global stock prices in a certain region and globally. Electronic news and public opinion impact stock markets. Since the Covid-19 epidemic, global stock prices have fluctuated because to economic uncertainty. Social media has been used to spread pandemic news, comments, and forecasts. Such news has affected global stock marketplaces, which are prone to polarity, by affecting investors' decision-making and changing the perspective of stock-interested people. This paper proposes a methodology to examine the influence of Covid-19 internet news data on stock market performance. News data comes from news.pk and internet news sites, while stock data is from Yahoo Finance. Text characteristics are retrieved from news information using TF-IDF, and stock-related features are produced for stock value prediction. A hybrid approach that combines evolutionary algorithms such as Genetic Algorithm, Harris hawks Optimization, and Particle Swarm Optimization with various Machine Learning and Deep Learning-based models. The empirical analysis-based results reveal the proposed hybrid model outperforms traditional ML models using standard performance evaluation measures. 
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1. Introduction
The Covid-19 outbreak has impacted all aspects of human life. The casualties caused by it include over 480 million assured cases and deaths caused by it have exceeded the 6 million marks to date as per World Health Organization (WHO). It caused loss of human lives and made its impact on both small and large-scale companies, organizations, governmental entities, and local bodies. The stock market is among such entities that have been most affected by its overspread. Global stock prices have largely been influenced by the long-lasting span of the pandemic. During the initial three months of the year 2020, a crash of 2% or above was seen in 6 days which is quite larger when compared with the fact that in the preceding three years, such decline was noticed in just 21 days (Z. Liu, Huynh, and Dai 2021). Dow Jones Index fell by almost 3000 points on March 2020 and suffered the largest one-day percentage loss since its 1987 crash (Ambros et al. 2021). 
The Vietnam stock market suffered a loss of United State Dollar (USD) 37 billion and its index got dropped by 28% by the end of March 2020 because of the pandemic effect (Anh and Gan 2020). US stock market also withstood several fluctuations in its indices since the start of the first Covid-19 wave (Lee 2020). Similarly, stock markets all over the world had to deal with constant variations in their stock prices and indices during the peak tenure of the epidemic and its variable waves. The main reason behind these events was the factors of fear, concern, confusion, misinformation, and anxiety that were spread because of the sudden overspread of the deadly epidemic. Due to the limitations on physical contact, people took to the internet and communal networking platforms to carve up their concerns, post their verdicts, and read and post about the affected cases and death counts worldwide. This led to a massive overflow of news, opinions, and all kind of Covid-19-related information on online forums and social channels during the pandemic and resulted in the formation of several online data corpora based on both positive and negative sentiments (Zhao and Zhou 2020). 
Stock movements are directly influenced by the news spreading around a specific region or the world depending upon the severity of the news, the area they put their impact on, and the emotional reaction of the common public towards them (Ren, Liao, and Gong 2020). Investors and those interested in the sale and purchase of stocks can have a change of mind when encountered news based on negative sentiments or emotions regarding future trends. Similarly, positive news motivates the investors and common people to invest in stocks, purchase and sale them which states the fact that the investors are vulnerable to real world emotions and circulating news (Phan and Narayan 2020). Covid-19 had a similar effect on investors, shareholders, stockholders, and common people. The news forecasting the bad trends regarding the future created ambiguity and fear of loss among the concerned parties and forbid them from doing stock-based transactions. Consequently, stock prices tripped and large-scale fluctuations occurred within stock markets all over the world (Cepoi 2020). 
This makes it an interesting research area to scrutinize the nature and sentiment of communal networking sites-based content and news to extract the emotions embedded in them and analyze their impact on stock movements within the course of Covid-19. With the advancements in natural language processing, sentiment analysis, and automated intelligence, it has become possible to operate on big data for the extraction of any desired information. This study focuses on retrieving news datasets posted online on the news. pk and online sites as well as it retrieves stock datasets from Yahoo finance relating to all the four pandemic waves. The aim is to monitor the effect of pandemic-related news on stock exchange indices. To achieve this, a hybrid framework has been proposed that combines evolutionary optimization algorithms Genetic Algorithm (GA) (Squires et al. 2022), Particle Swarm Optimization(Shami, El-saleh, and Member 2022) (PSO), Harris Hawks optimization(Mohammadi, Arashpour, and Behnood 2022) (HHO), and mathematical selection algorithm Differential Evaluation(Singh 2022) (DE) with conventional Machine Learning (ML) and Deep learning (DL) models. The extraction of textual features from the news is achieved and stock features are extracted from stock exchange data using various preprocessing and feature extraction steps such as Term Frequency-Inverse Document Frequency (TF-IDF). The results are analyzed with appropriate performance metrics including Mean Square Error (MSE), Root Mean Square Error (RMSE), and Mean Absolute Error (MAE), and their comparison is conducted with and without optimization algorithms.
There exist many studies where text classification, sentiment analysis, and ML ad DL techniques are employed to classify news based on certain criteria and predict future stock market trends. But when it comes to performing the analysis of stock market behavior during a specific time and that too of a pandemic such as Covid-19 based on news data from online sources and social platforms, limited work has been done which originates the base motivation of this research work. The impact of news and social media content on a particular stock market during a specific period is a challenging task as it involves word-level sentiment and emotion analysis to detect positive and negative sentiments present within them. 
Moreover, since the news is based on real-time events and public opinions, there is no clear way to label the data as positive or negative without having to go through the data analysis phase. Also, there has been very limited work where the impact of news and social media content on the stock market is monitored with the progression of pandemic waves. In this study, our focus is to address these challenges at first and then formulate an evolutionary computation-based hybrid framework that can precisely analyze the impact of news and Twitter content over stock exchange indices during the Covid-19 period to the progression and retrogression of all four waves of it. The focus is to validate the impact of evolutionary optimization algorithms on the model’s performance and compare results based on evaluation measures MSE and RMSE.
This research work presents the following contributions:
· A novel hybrid model is proposed that combines the applications of nature-based evolutionary optimization algorithms with ML and DL models.
· Multiple news datasets are prepared for four Covid-19 waves which are extracted from online news forums and stock data is obtained from Yahoo Finance, which is considered as the standard source.
· The performance and capability of the proposed model are increased with integration of multiple evolutionary optimization algorithms such as PSO, GA, HHO and DE where the features selected by all the models are combined to get better overall model accuracy.
· The selected features are directed to multiple ML and DL models to predict their impact on stock market indices.
· The performance evaluation is performed using MSE, RMSE, MAE and the results are compared with state of the art in the relevant literature. 
The Rest of the paper is organized as follows. Related work presents the existing approaches and conducted research for stock market prediction and the effect of Covid-19 on stock indices. proposed methodology presents detailed insights into the proposed methodology with the progression of phases from data acquisition, feature extraction, and selection and prediction using ML and DL models. Results and discussions present the demonstration of all the conducted experiments and their results in the form of tables, figures, and charts along with extensive discussion and companions. Conclusion provides an elaborative summary of the proposed work.
2. Related Work
In this section, we will discuss the previously proposed works related to stock market prediction and the impact of Covid-19 on its indices. Stock market prediction is considered an enormously popular area of research because the trends and behavior of stock exchanges all around the globe are constantly changing concerning various aspects and factors. Slight change in such trends can alter the economic volubility of a region country or a state. Search the recent Covid-19 pandemic has put its impact on all fields of life therefore also targeting stock exchanges. The news and opinions posted on online news forums and social media platforms by common public during the pandemic tenure have led to alter stock indices to a large extent. 
Therefore, the goal is to analyze such news and posts using Natural Language Processing (NLP) and Sentiment Analysis (SA) techniques to monitor their impact on stock market indices. Most of the considered literature work has utilized the applications of NLP and SA to perform analysis of textual content and extraction of features. Both handcrafted and nature-based evolutionary approaches for feature selection have been extensively used. ML and DL models have been employed to for stock market prediction and the analysis of social and news-based content on stock indices. The authors (Patel et al. 2015) used ten years of data from two price indexes to anticipate stock movements. Both the capitals have been obtained from Reliance Industries and Infosys Ltd. A total of ten technical indicators including moving average, momentum, RSI, and CCI have been considered along with five others. The employed work used time series and trend deterministic approaches for input data representation. Artificial Neural Networks (ANN), Support Vector Machine (SVM), Random Forest (RF), and Naive Bayes (NB) have been implemented for prediction. 
The trend deterministic approach increased the maximum accuracy of the model to 90.19% as compared to the standard data accuracy of 83.56%. Authors (Ahmadi et al. 2018) have deducted stock market timing by developing a model based on SVM and a couple of heuristic approaches Imperialist Competition Algorithm (ICA) and GA. A total of 48 datasets gathered within various date and year ranges have been used for indoctrination and evaluation of the proposed model. Two model combinations have been employed for the experimentation and results derivation where SVM is used with ICA at first and with GA later. The SVM-ICA model proved to be the best model by providing a hit rate of 79% as compared to the SVM-GA model hit rate of 74.2%. In a research study (Altay and Satman 2005), the authors have performed stock market forecasting on the Istanbul stock exchange using ANN and LR and compared the performance of both. The work has been performed on 2003 daily, 426 weekly, and 100 monthly data samples obtained from ISE-ALL and ISE-30 indexes. OLS has been used for forecasting accuracy comparison between the employed ANN models. The implication of RMSE and MAE has been done as evaluation measures where the ANN model predicts daily, weekly and monthly stocks with accuracies of 57.8%, 67.1% and 78.3% respectively. 
In the study (Pagolu et al. 2016), sentiment analysis and ML models have been applied to tweets extracted from Twitter to find the relation between the stock market indices and tweet sentiments. A dataset comprising 250,000 tweets containing keywords Microsoft, Windows, and MSFT has been gathered from August 2015 to August 2016 using TwitterAPI. a company's stock price and the opinions of the public expressed on social media platforms. Apart from Twitter data, stock data containing the opening and closing prices of Microsoft has also been obtained from Yahoo Finance within the same period. Sentiment analysis has been performed using n-grams, and Words2vec methods, and tweets are classified based on their polarity using ML algorithms RF, LR, and SMO to demonstrate the impact of positive and negative news on stocks. Correlation analysis has been done over the impact of positive and negative sentiments on stock prices. 
The results indicate a vigorous relationship between a company's capital shares and the opinions of the general public expressed on communal platforms. The research work (Okorie and Lin 2021) worked on computing the pandemic aftermath on the stock market by collecting stock data from 32 countries that reported at least 1500 Covid-19 cases in the time frame of January 2020 to March 2020. The correlation based DMCA and DCCA methods have been applied to the range of returns from all exchange indices samples for both pre and post-pandemic periods. Subsequently, periodic deviations have been calculated. Consistent graphical visualizations have been utilized to monitor the trends of stock uprising and downfall. The results stipulate a significant effect on the capital due to the pandemic. Both effects of the infection can be observed in stock mark returns and volatility. 
The authors (Bouktif, Fiaz, and Awad 2020) made a positive contribution by employing an upgraded approach of SA to empirically investigate the prediction of stock market movement direction. They specifically tested with stock price history, sentiment polarity, subjectivity, N-grams, bespoke text-based features, and feature delays for fine-grained analysis. Five research questions were looked into to find answers to problems with stock market movement forecast based on SA. They gathered and analyzed the stocks of ten prominent corporations from various NASDAQ stock domains. They utilized TextBlob and Valence Aware Dictionary and sEntiment Reasoner (VADER) for the derivation of lexicon-based features. N-gram and lagged features were also extracted. Latent Dirichlet Allocation (LDA) was also employed to derive the most relevant topics from the corpus. A comprehensive causality analysis, algorithmic feature selection, and many ML approaches, including regularized model stacking, NB, SVM, ANN, XGBoost, and RF were used to supplement their analysis methodology. A comparison of their technique to existing sentiment-based stock market prediction approaches such as ML and DL revealed that their proposed model performed well and accurately forecasted stock movements with a 60% accuracy.
 In the task of financial forecasting, Butler et al. (Butler and Kešelj 2009) used two unique NLP classification techniques to examine company annual reports. The hypothesis is that the language content of annual reports offers critical information for evaluating the stock's performance in the coming year. The initial method used character n-gram profiles that were created for each annual report and then labeled according to the CNG classification. The second method used a more traditional approach, in which readability ratings were coupled with performance inputs before being fed to an SVM classifier for categorization. Both strategies regularly outperformed a benchmark portfolio, and their combination was even more successful and economical, generating the maximum returns with the fewest trades. For evaluating public attitudes in tweets and their influence on stock market, Pagolu et al. (Pagolu et al. 2016) used two distinct textual representations, Word2vec and N-gram. A total of 250,000 tweets regarding Microsoft were extracted from August 2015 to August 2016 while stock data regarding Microsoft was obtained from Yahoo Finance. Stop words removal, special characters removal and tokenization were among the main preprocessing steps performed over the data. Tweets were categorized into positive, negative and neutral classes based on their sentiment scores. 
The link between stock market movements of a firm and feelings in tweets was studied using SA and ML techniques applied to tweets retrieved from Twitter. Positive news and tweets about a firm on social media, for example, would undoubtedly motivate individuals to invest in the company's stocks, increasing the stock price. After the study, it is demonstrated that there is a high correlation between stock price rises and falls and public mood expressed in tweets. Khedr et al. (Khedr and Yaseen 2017) developed an effective model for predicting future stock market movements with a low error ratio and enhanced prediction accuracy. This model was built using statistical analysis of financial news and historical stock market values. By combining different sources of market and corporate news with historical stock prices, the suggested model outperformed all prior research in terms of accuracy. 
A dataset including stock values from three businesses, Yahoo, Microsoft, and Facebook, was obtained from NASDAQ and subjected to the tokenization, stop words removal, stemming, and abbreviation processing phases. The N-gram-based TF-IDF approach was used to extract features. The next stage was to use the ML-based NB algorithm to assess news sentiment to determine text polarity. Prediction accuracy values ranged from 72.73% to 86.21% in this stage. To anticipate future stock prices, the second stage combined news headlines and historical stock prices. This increased the accuracy of the forecast to 89.80%.
Ghashami et al. (Ghashami, Kamyar, and Riazi 2021) used Yahoo to obtain the NASDAQ-100 dataset, which is one of the most frequently watched indexes in the United States and consists of 103 equity securities issued by 100 of the top non-financial corporations listed on the Nasdaq stock exchange. The data set was obtained from October 2020 to March 2021 and consisted of daily stock index frequencies. In this paper, the capacity of ANN models to forecast the stock market index was investigated. To increase prediction accuracy, an ANN analysis was performed first, and then the ANN model was improved using the PSO method. The actual findings revealed that by applying PSO to determine the ideal choice of biases and weights, the ANN model's accuracy could be improved for the stock datasets used. The authors (Ji, Liew, and Yang 2021) updated the PSO model, renaming it Improved PSO (IPSO), and combining it with Long-Short Term Memory (LSTM) to create a hybrid stock price forecasting model. To avoid local optimum directed disembogue, an adaptive mutation factor was utilized as a parameter for model optimization. In addition, a nonlinear strategy was proposed to improve the PSO's inertia weight, and this approach then employed the IPSO model to optimize the LSTM hyperparameters. On the Australian stock market index data, the suggested model beat the other similar baseline models: SVM regression, LSTM, and PSO-LSTM as measured by RMAE, MAPE, and RMSE. 
These findings suggested that the proposed model was very reliable and capable of predicting. Bouktif et al. (Bouktif and Awad 2013) created a novel prediction model for the stock market on Twitter data for more than 11 months based on the combination of single models. The suggested method intended to create a model that promoted both performance and interpretability at the same time. The researchers used the ACO algorithm with modified Bayesian Classifiers as single models to accomplish their strategy. The method was compared against the best Bayesian single model, a model learned from all available data, as well as bagging and boosting methods. The suggested model for stock market prediction outperformed those generated by competing methodologies, according to test findings. An ACO-based stock prediction (SP) model was used in this study (Ramalingam, Sujatha, and Univeristy 2018) to successfully estimate stock prices. The ACO-SPP model's performance was validated using four datasets. There are 750 occurrences and 16 characteristics in the DJI dataset. The other three datasets have 1257,727 and 253 occurrences, respectively, with seven attributes with prominent ones such as open and close stock prices and volume. 
The suggested ACO-SP model was compared against a collection of classic ML-based classifiers such as NB, SVM, MLP, RBF, J48, RF, and regression classifiers to see how efficient it was. To demonstrate the benefits of the ACO-SP model, it was applied on a daily, weekly, and monthly basis to the DJI dataset as well as three additional datasets from the Yahoo library. In terms of accuracy, f1-score, and Youden's Index, the testing findings showed that the ACO-SP accurately forecasted stock prices better than the other approaches. The use of a hybrid ACO-SP model improved the accuracy of SP and accelerated the rate of convergence of findings. The formulated ACO-SP model achieved the highest accuracy of 84.60% which was way better than standalone ML models.
3. Problem Formulation and Problem Statement 
Stock market prediction is an extensively important area of consideration both in the real world and in research. It directly connects with the economy of a region, country, or state as well as puts its impact on all the real-world businesses or other dealings that involve the dealings of currency or stocks. At a point where stock market prediction is this crucial, it can easily fluctuate based on several factors that may involve political policies, regional economic situation, state’s economic stability, public opinions, and natural disasters in a particular region and globally. Recently, with the overspread of the Covid-19 pandemic, the world has seen everything from a different perspective. 
With severe restrictions set in place, individuals remained confined in their locales and made extensive use of social media platforms to post and share their opinions, alerts, and situation update regarding the pandemic. Such overflow of public opinions and news posted on online news and social media platforms created their impact on stock exchanges worldwide where the stock indices rose and fell to a considerable degree based on the intensity of the situation in specific regions. This created economic instability in certain areas globally. The motivation of this work comes from this very thought base where the aim is to analyze news and social media posts posted within the incremental waves of Covid-19 to monitor their impact on stock exchange data indices. 
The goal is to utilize evolutionary hybrid nature-based optimization algorithms and their integration with Machine Learning (ML) and Deep Learning (DL) algorithms for this purpose. The Covid-19 outbreak has largely changed the perspective of people around the world. During its peak duration, people remained confined to their homes unable to interact with their relatives and friends. Social media became the only source of communication during that tenure which everyone used for news sharing and opinion posting. This resulted in a massive generation of public data based on both positive and negative opinions. Due to no or limited physical interaction, these social platforms became the prominent base of decisions made by individuals, local firms, and governmental organizations. This phenomenon also made its impact on Stock markets worldwide that generally have a strong association with news posted on electronic media. In general, news based on positive content and emotions encourage investors and interested people to purchase stocks and invest in the market while negative news does the opposite. 
Similarly, during the pandemic tenure, social news and opinions put their impacted stock exchanges worldwide and caused constant fluctuations in them. This study aims to analyze the impact of social news posted within Covid-19 duration on the stock exchange. Given a set of news articles  and set of stock indices , where each news article  and  are posted within the duration of Covid-19 start and end period to all four of its waves and are picked from various real-world genres  , where  denote finance, business, entertainment, sports, politics, and so on. The dataset is collected from their respective origins , where  represents news. pk from where the news dataset is obtained and  represents Yahoo finance, the source for stock data retrieval. 
4. Proposed Methodology 
An evolutionary computation-based hybrid model is proposed in this study to evaluate and monitor the influence of news material released on stock indices during different pandemic waves. The model's purpose is to assess and monitor the impact of this content. The textual material of online news articles is obtained from the website news.pk.com, while the stock exchange data used to calculate stock indexes is obtained from Yahoo finance. Following the completion of the data collecting stage, the collected datasets go through a series of preparation stages. The extracted datasets are originally in their raw form, which means that they contain ambiguities, noise, and information that is not essential.
These preparation stages include removing links, stop words, and punctuation as well as tokenizing, lemmatizing, and stemming the data. After removing any stop words that may have been present, min max normalization was performed on the dataset. The textual and emotional aspects are taken from the news data, while the stock features are taken from the data from the stock exchange. On top of the retrieved features, evolutionary-based incremental algorithms such as GA, PSO, and HHO, in addition to the mathematically modelled feature selection model DE, are implemented.
After then, the data is separated into a train set and a test set, each of which has a percentage that is 80 percent different from the other. The KNNR, LR, DTR, and SVR machine learning models, together with the DL-based LSTM model, are used to estimate the influence of news on the textual material received from the news website with regard to stock indices throughout the tenure of Covid-19. The acquired findings are assessed using MSE, RMSE, and MAE as the performance metrics. A contrast has been shown between evolutionary algorithms and machine learning and deep learning models. The collected data are then evaluated in light of the previously established methods for forecasting stock market activity in relation to pandemic covid-19. The Figure 1 provides an overview of the proposed model's overall flow with its accompanying details.
[image: ]
Figure 1: Proposed Framework Architecture
4.1. [bookmark: _Toc107919212]Data Acquisition and Preprocessing
For this work, two datasets are retrieved. The first dataset is based on online news retrieved from the news. pk and online sources. The second dataset is comprised of stock exchange data obtained to variables open, high, low, close, adj. close, and volume variables. The datasets have been obtained from Jan 1, 2018, to Aug 6, 2021, and both these datasets are obtained on corresponding dates where each retrieved news is posted on the same date as that of the stock index retrieval date.  
The news dataset is labeled into positive and negative instances based on sentiment polarity scores using Python’s SentimentIntensity Analyzer library. This library labels news as negative if the compound sentiment score is greater than or equal to 0.05 and labels it as positive if it is below the value. Table 1 Shows an overview of some general statistics for both datasets. After the acquisition of news and stock datasets, the news dataset is labeled based on compound sentiment scores as mentioned above.
[bookmark: _Toc107143831][bookmark: _Toc107838539]Table 1: Overview of general statistics for both the datasets
	Variable
	Value

	Total news samples
	27,427

	Total stock data samples
	941

	Positive news samples
	12108

	Negative news samples
	15318

	Stock variables
	Open, High, Low, Close, Adj. close



Both the datasets are now preprocessed using some general techniques. These techniques include stop words removal, punctuation removal, link removal, tokenization, and lemmatization. Preprocessed datasets are obtained at the end of this phase which takes the proposed model to the next step.
4.2. [bookmark: _Toc107919213]Feature Extraction
The preprocessed dataset is then provided to TF-IDF for the extraction of textual features. The TF-IDF computes the frequency of word correspondence with its sentiment meaning. It calculates the frequency of terms in a document and multiplies it by the inverse frequency of words that appear in several texts regularly (Chiny et al. 2021). The frequency of documents in a corpus is calculated by TF-IDF [28] based on using mathematical formulation represented in Equation 1.
	        (1)
Where, ,  indicate the dominance factor for both the points,  is the recurrence computation of point a within data b, and    represents the log of all recurring points with the complete data compilation.
4.3. [bookmark: _Toc107919214]Feature Selection
The amount of large-scale news, Twitter content, and stock data obtained from respective online sources is quite complex and it may contain unnecessary and least important information. This limits the accuracy of utilized ML and DL models as they can perform better with less but most relevant data as compared to large-scale data based on plenty of least necessary information. This is where feature selection becomes useful where most relevant data points are selected based on some criteria and others are rectified (Kumar and Minz 2014). In this study, to select the important feature from the input data, certain evolutionary optimization algorithms such as GA and ACO are explored from different perspectives and implemented.    
4.3.1. [bookmark: _Toc107919215]Genetic Algorithm (GA)
GA is a meta-heuristic feature selection algorithm that works on the principle of population genetics and natural selection. It starts operating by randomly selecting an initial set of candidate solution points called chromosomes c against the array of problem parameters  that act as first-generation as Equation 2 describes. Where all the steps are being performed in their specific orders.

There are numerous chromosomes regarding every input problem which are collectively termed population. The size of solution points in the population is maintained in each iteration (S.-C. Wang 2003). The fitness of all chromosomes included in the population is computed at each iteration and the next chromosomes are selected for reproduction based on predefined prospect distribution. Given a chromosome  in a specific population P, the chances of it being selected from the N pool of problem parameters p as per the fitness function g are depicted in Equation 3. The detailed workflow of GA is shown in Figure 2.
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Figure 2: Feature Selection Mechanism of Genetic Algorithm
The selected chromosomes are then reproduced through mutation and crossover process to generate their offspring (Whitley 1994). The resulting generations maintain the genetic characteristics of their ancestors, have high fitness values as compared to them and have more chances of being selected. The phenomenon goes on until the initial population is completely replaced by the newly reproduced generation (Whitley 1994). This process continues until the population stabilizes and newly reproduced offspring does not differ from the existing one and it provides with best possible solution features for the problem (S.-C. Wang 2003). 
4.3.2. [bookmark: _Toc107919216]Particle Swarm Optimization
PSO is an evolutionary optimization algorithm based on the natural survival behavior of animals, birds, and other living organisms that operate in swarms. POS initiates an initial swarm of solution points having predefined initial momentum vectors according to the complexity of problem space and starts the iterations, the fitness value of each point, as well as current locale of each point, is also computed at each iteration, and the momentum and location of each solution particle are updated as per newly-found optimal solutions, and the process is terminated once the optimal solution is found else repeated (Y. Zhang, Wang, and Ji 2015). PSO operates on high dimensionality data, breaks it down in the form of functions, and computes the maximum and minimum of each function to find the optimal solution. Each function carries several maxima and minima points but there are only single such points when considered globally. Figure 3 shows the feature selection mechanism of particle swarm optimizer.
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Figure 3: Feature Selection Mechanism of Particle Swarm Optimizer.
PSO utilizes global maxima and minima to obtain optimal solutions in a problem space. Given a swarm size N of possible solution points ) travelling in problem space with momentum vectors ) and having currently experienced superlative locales ), the optimal locales are updated for each given individual as per Equation 4.

Where is the individual’s next optimal position  remains at the existing destination  if the newly computed function of the concerned solution point performs the same or below it while it gets updated as per the newly computed location  if the case is otherwise.
Equation 5 shows the formula through which PSO calculates and updates momentum vectors of particles present in an initial swarm.
  
Where,  represents the momentum of a specific solution point at some location,  is the specific inertia weight added into the momentum to forward it further in search space exploitation. The core functionality of PSO is based on computation stated in Equation 4 where ) explores new search spaces in an attempt to find optimal solutions,   updates the individual’s current position with a better one and  makes the solution point follow the best found optimal solution (D. Wang, Tan, and Liu 2018). 
4.3.3. [bookmark: _Toc107919217]Differential Evolution (DE)
DE is another multidimensional metaheuristic algorithm that is based on the evolutionary process of constantly improving a set of initial solutions to derive the optimal ones among them. It is further subdivided into standard, adaptive, and composite variants. Just like other evolutionary algorithms, DE defines an initial population of possible candidate solutions against a given problem. New solutions are constantly generated by mutation and crossover of the existing ones as per a specific process. If the newly generated solutions are better than the previous ones, they are selected for the next iteration and weak solutions are discarded from the population. This process gets along till the termination occurs as per allocated criteria (J. Liu and Lampinen 2005). Figure 4 shows the feature selection mechanism of differential evolution.
[image: ]
Figure 4: Feature Selection Mechanism of Differential Evolution.
Given a set of initial candidate solutions  ), where C represents dimension complexity, maxima and minima are computed as per Equation 9. and Equation 10. respectively.


Where,  and  represent the minimum and maximum parameter dimensions for the individual solutions in the search space. Equation 11. Represents the computation used by DE to compute the initial value of solution s in population p.

After the declaration of the initial population and their positions, the mutation phase is carried out where transmutation vectors are computed for each solution point  as per Equation 12.

Where,  represents the transmutation vector starting from 1 to N number of particles corresponding to solution points s.   shows the best-chosen solution point for mutation, const represents randomly generates constants from within the search space dimension. Finally, the crossover phase is performed which is mathematically shown in Equation 13.
              (13)
Where,  represents the final vector against each candidate solution point. The mutation vector  is updated when a better solution is found otherwise same is maintained (Qin, Huang, and Suganthan 2008). 
4.3.4. [bookmark: _Toc107919218]Harris Hawks Optimization (HHO)
It is a population-dependent algorithm that is inspired by the natural behavior of Harris hawks when they hunt their escaping prey and hence falls in the category of nature-stimulated algorithms. It follows the two basic hunting strategies of hawks which include exploration and exploitation and is developed based on the surprise pounce trait of Harris hawks, a style through which they follow and hunt their prey. This clever tactic involves numerous hawks working together to jointly attack a victim from various angles to startle it. Based on dynamic settings and prey fleeing behaviors, Harris hawks can exhibit a variety of pursuit strategies. HHO duplicates such dynamic patterns and behaviors mathematically to formulate an optimization model. On 29 benchmark issues and numerous actual engineering challenges, the efficacy of the proposed HHO optimizer is compared with existing nature-modeled approaches. Figure 5 shows the Feature Selection Mechanism of Harris Hawks Optimizer.
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Figure 5: Feature Selection Mechanism of Harris Hawks Optimizer.
In the exploration phase, hawks wait, watch, and monitor the arid area in case a prey materializes after a while. In this case, the hawks are contender solutions, and the best solution is the concerned prey at each iteration. Equation 14. Models the exploration and attacking behavior of Harris hawks.

In equation 14 ,  marks the disposition vector of hawks at iteration t,  marks the locale of rabbit prey,  is the vector of the present location of hawks  and c a threshold value the range in in between (0,1) that gets updated after each iteration. MNB and MXB represent minimum
and maximum bounds of utilized variables,  shows an arbitrary hawk that is selected from the current total population. 
4.4. [bookmark: _Toc107919219]Ensemble Machine Learning Algorithms
ML algorithms are developed on the core foundation of Artificial Intelligence (AI) due to which they can learn the behavior of input data, continuously improve their performance, and make predictions based on learned information. ML models can be implemented individually as well as the combination of multiple ML algorithms is also employed to derive better results as it reduces the prediction dispersion and variance byADDINg bias values (Sagi and Rokach 2018).  This work utilizes ensemble ML algorithms for the prediction of Covid-19 impact on stock behavior.
4.4.1. [bookmark: _Toc107919220]Support Vector Machine (SVM) Regressor
The SVM algorithm's purpose is to find the optimum line or decision boundary for categorizing arbitrary problem sample points into classes so that additional data points may be readily placed in the proper category in the future. The optimal choice boundary represents the subspace while supporting vectors are the data points that are within the spread radius of the subspace and have an effect on the hyperplane's location. These vectors are termed supporting vectors because they support the subspace. The goal of the SVM method is to discover a subspace in a vast problem space that categorizes data points. The hyperplane's size is determined by the number of features. If there are just two input attributes, the subspace is merely a line. When the number of input characteristics reaches three, the hyperplane transforms into a two-dimensional plane. When the number of characteristics exceeds three, it becomes impossible to imagine. SVM is better utilized in complex problem spaces, in cases where the number of possible solutions exceeds the number of samples but they use some kind of cross-folding mechanism to provide predictions (Noble 2006).
4.4.2. [bookmark: _Toc107919221]K-Nearest Neighbor (KNN) Regressor
It is a superintended ML technique that can be used for both categorization and regression complications. However, it is mostly utilized in literature for categorization and prediction issues. Because it lacks a particular training phase and makes no assumptions about the underlying data, it is referred to as both lazy and non-parametric. This algorithm predicts the values of new data points using similarity of features which implies that the new data point will be given a value depending on how closely it resembles the points in the training set. The value of k, which denotes the number of nearest neighbors to be considered, is determined after the training and testing datasets have been loaded. KNN finds the distances between data points using distance functions, most often Euclidean distance, and picks the most relevant points based on distance (M.-L. Zhang and Zhou 2007). 
4.4.3. [bookmark: _Toc107919222]Logistic Regression
LR is a superintended learning approach, which is also one of the most commonly used ML algorithms. It is used for predicting a categorical dependent variable from a set of independent factors. It forecasts a categorical dependent variable's outcome. As a result, the outcome must be a discrete or categorical value that can either be true or false but instead of giving precise values, it delivers probabilistic values that are somewhere between true and false. LR is quite similar to regression based on regression, however, it has a different utility. The former is used to solve regression issues, while the latter is used to solve classification issues. Instead of drawing a regression line, LR fits a logistic function that predicts two maximum values signaling yes and no. The logistic function's curve reflects the probability of things or events happening in real life. Because it can generate probabilities and categorize new data using both continuous and discrete datasets, LR is a major and widely utilized ML method (Wright 1995). It can be used to categorize observations using many forms of data and can quickly find which factors are the most successful for categorization.
4.4.4. [bookmark: _Toc107919223]Decision Trees Regressor
The DT algorithm is part of the supervised learning algorithm family, however, unlike the others, it may also be used to solve regression and classification issues. The purpose of employing a DT is to develop a training model that can use basic decision rules inferred from training data to predict the class or value of the target variable. In DT, we start at the root of the tree when predicting a class label for a record. The root attribute's values are compared to the record's attribute. The branch corresponding to that value is followed and a leap to the next node is performed based on the comparison. The root, decision, leaf, branch, and child nodes make up a DT. The instances are classified by DT by sorting them along the tree from the root to a leaf/terminal node, with the leaf/terminal node providing the classification. Each node in the tree represents a test case for some property, with each edge descending from the node corresponding to the test case's potential solutions. This is a cyclical procedure that occurs for each subtree rooted at the new node (Quinlan 1996).
4.5. [bookmark: _Toc107919224]Deep Learning Models
DL is a subspecialty of ML that also operates on the core logic of AI and imitates the human brain. In most cases, the DL model performs better on large-scale datasets as compared to conventional ML algorithms. In this work, the following DL models are employed to predict the impact of the news posted during the Covid-19 period on the stock exchange. 
4.5.1. [bookmark: _Toc107919225]Long Short-term Memory (LSTM)
A type of RNN that is widely used in problems where prediction is performed in sequences. Since RNNs work based on information persistence, they are prone to vanishing gradient problems and their functionality gets limited by long-term dependency problems caused by it. LSTM is comprised of input, output, and forget gates, as well as hidden states that keep track of previous and current data timestamps. The input gate takes in new information and quantifies its importance. The forget Gate helps the model to isolate previous information from the current one and the output gate provides an outcome based on the learned details (Yu et al. 2019).
4.6. [bookmark: _Toc107919226]Performance Evaluation Measures
Certain measures will be used for the performance evaluation of proposed model. Here, these measures are discussed in detail.
4.6.1. [bookmark: _Toc107919227]Root Mean Square Error (RMSE)
It is used as a loss function and the main objective is to maintain reduced mean square error rate over the formulated model. RMSE performs better over large-scale dataset prediction and it can be calculated as per Equation 15.
	 (15)
4.6.2. [bookmark: _Toc107919228]Mean Square Error (MSE)
It is also a method for the computation of loss that calculates the square difference between the current and predicted values and calculates their average. When there is a large difference between the concerned values, its value is larger and gets closer to zero as the loss rate decreases. The MSE is computed as shown in Equation 16.
		      (16)
4.6.3. [bookmark: _Toc107919229]Mean Absolute Error (MAE)
MAE denotes the error percentage in computed results. It calculates the difference between the obtained results and the best solution. The MAE is computed as per the calculations shown in Equation 17.
		      (17)
Where, k indicates the number of errors,  are the absolute errors. 
5. [bookmark: _Hlk109576105]Experimentation and Results
This section lists all the results conducted using the proposed model. Many experiments are performed using the proposed model where different evolutionary algorithms are trained and tested with ML and DL models respectively.
5.1. [bookmark: _Toc107919233]Data Visualization
As discussed in the previous sections, the news dataset is obtained from the news. pk and other news sources while the stock data is obtained from Yahoo finance. Both the datasets are acquired on corresponding dates where each news posted and stock acquired have the same creation date which is from Jan 1, 2018, to Aug 6, 2021. The datasets are passed through several preprocessing phases including lower case conversion, tokenization, lemmatization, stop words removal, link removal, and stemming. During preprocessing phase, the news articles are passed through various NLP techniques to tokenize them into words rather than sentences. Figure 6 shows the word cloud of some of the tokens generated during the NLP process.
[image: ]
Figure 6: Visualization of tokens generated from news articles using NLP techniques
The NLP-processing phase also includes counting the frequency of most appeared words within the news data corpus. The stock data is also visualized constantly using NLP methods during the preprocessing phase. The stock data contains daily stock information based on opening, closing, and high and low prices per day of the concerned stocks. To better understand the stock before visualization, some descriptive mathematical statistics are computed for all the data variables as mentioned in Table 2.
[bookmark: _Toc107838540]	Table 2: Overview of Statistics of Stock Data Variables 
	
	Open
	High
	Low
	Close
	Adj. Close

	count
	939
	939
	939
	939
	939

	mean
	0.006997
	0.00701
	0.006934
	0.006957
	0.006957

	std
	0.000956
	0.000956
	0.000931
	0.000942
	0.000942

	min
	0.005936
	0.005976
	0.005936
	0.005947
	0.005947

	25%
	0.006306
	0.006319
	0.006256
	0.006265
	0.006265

	50%
	0.006519
	0.006527
	0.006483
	0.006494
	0.006494

	75%
	0.007508
	0.007516
	0.00744
	0.007475
	0.007475

	max
	0.009228
	0.009228
	0.009157
	0.009211
	0.009211


After mathematical and statistical computation, all these variables of stock data are visualized in the form of graphs and charts to get a better indication of their trends. Figure 7 Shows the visual representation of close, high, low and open prices of obtained stocks. Close variable denotes the closing price a stock achieves during a trading session. Figure 7 (a). depicts the historical view of close price of stock with respect to time. After monitoring the impact of close prices through envisaging, the high prices are also mapped in graphical visualization. The high variable indicates the highest price a stock achieves during a trading session on a particular day. Figure 7 (b) shows the visual representation of high prices obtained by stocks. The next step is to visualize low trends of the same stock data using graphical aids. The low variable indicates the lowest price achieved by price during a trading session on a particular day. Figure 7 (c) shows the visual representation of low prices of obtained stocks.
The next step is to visualize open trends of the same stock data using graphical aids. The open variable indicates the opening price of the stock in a trading session of a particular day. Figure 7 (d). shows the visual representation of open prices of obtained stocks.
	[image: ]
Fig 7: (a) stock closing price 
	[image: ]
Fig 7: (b) stock highest price
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Fig 7: (c) Low price of stock
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Fig 7: (d) stock Opening price


[bookmark: _Toc107846972]
Figure 7: Visualization of stock data prices with close, high, low, and open with respect to time.
Since the goal is to predict the closing price to other variables and data columns. Therefore, after the visualization of data variables individually, the next visualization phase involves mapping every stock variable with the variable to predict which is the closing price. Figure 8 shows graphical visualization when the high price of stocks is mapped with the closing price.
[image: ]
[bookmark: _Toc107846973]Figure 8: Comparative visualization of high with closing price of stock data
Post mapping of high with the closing variable of data, the next visualization phase maps the stock’s low price with the same target closing price. Figure 9 shows graphical visualization when the low price of stocks is mapped with the closing price. 
[image: ]
[bookmark: _Toc107846974]Figure 9: Comparative visualization of low with closing price of stock data
The next step is to envisage the stock’s open variable with the target prediction variable closing price. This gives an idea of how far the gap is between the concerned variable open and the target closed variable. Figure 10 shows graphical visualization when the open price of stocks is mapped with the closing price. 
[image: ]
[bookmark: _Toc107846975]Figure 10: Comparative visualization of open with closing price of stock data
The graphs above give us some idea about the difference between the concerned variables open, high and low with the target variable closed. To get a better indication the correlation between these variables is computed which summarizes the relationship between these variables. Figure 11 shows the correlation when different stock variables are compared with each other. This includes open-high, open-low, close-high, close-low, high-low, and open-close. 
[image: ]
[bookmark: _Toc107846976]Figure 11: Correlation overview among stock data variables when cross-compared
Table 3 shows the information about stock data variables listing their types and whether there are any null values within them. The final dataset contains variable columns such as open, close, high, low, adj, close, volume, date, and articles.
[bookmark: _Toc107838541]Table 3: Dataset column types and null count description
	Column
	Description
	Dtype

	Date
	Date against stock value
	Object

	Open
	Opening price of stock on particular date
	Float64

	High
	High price of stock
	Float64

	Low
	Low price of stock
	Float64

	Close
	Closing price of stock at the day end
	Float64

	Adj. Close
	Stock value after corporate action
	Float64

	Volume
	No. of shares traded in stock
	Float64

	Articles
	Articles related to covid and stock
	Object



Figure 12 shows the comparison of all stock data variables in the form of a pair plot. This provides an overview of how all the stock variables are related and differ from each other. 
[image: ]
[bookmark: _Toc107846977]Figure 12: Correlation-based comparison of all stock data variables in the form of pair plot.
After news and stock data visualization using different graphs and charts, the next phase is to visualize data distribution. The distribution indicates how data columns are distributed throughout the data file.
5.2. [bookmark: _Toc107919234]Experimentation without Evolutionary Algorithms
[bookmark: _Toc107838542]Initially, the utilized dataset is preprocessed using lower case conversion, tokenization, lemmatization, stop words removal, link removal, and stemming. The dataset is then given as input to TF-IDF for feature extraction that derives 39,589 features from the preprocessed data. These selected features are finally passed to four different ML classifiers KNNR, LR, DTR, SVR, and DL-based LSTM for the prediction of the stock closing price. MSE, RMSE, and MAE are among the performance measures utilized for the evaluation of the proposed model and the results are mentioned in Table 4.
Table 4: Experimentation Results without Evolutionary Algorithms
	
	Methods
	Evaluation Metrics

	
	
	MSE
	RMSE
	MAE

	ML-Models
	KNNR
	0.00001942896
	3.08609785975
	0.00172088648

	
	LR
	0.00002588556
	3.56216226469
	0.00273456614

	
	DTR
	0.00000067932
	5.77061521850
	0.00003754594

	
	SVR
	0.00025698288
	0.00112237248
	0.00103339459

	DL-Models
	LSTM
	0.0002360484
	0.00107568582
	0.00079782215


The results obtained by applying the ML and DL models over the features extracted by TF-IDF have been analyzed and it was seen that the extracted features by TF-IDF contained irrelevant and redundant features that rather than increasing accuracy and reducing error rate of the proposed model, reduced accuracy and increased error rate. It was therefore considered that the usage of feature selection models might prove to be useful in this scenario as they have the capability to select the most relevant features and discard the others. For this purpose, evolutionary-based PSO, GA, nature-based HHO and mathematically formulated DE feature selectors have been employed on the extracted features one by one. The results are discussed in the coming section. 
5.3. [bookmark: _Toc107919235]Experimentation without Evolutionary Algorithms
After implementation of ML and DL models over the features extracted by the TF-IDF model, this phase involves the implementation of evolutionary algorithms on the extracted features and then applying ML and DL models over it. To initiate this process, the utilized dataset is again preprocessed using lower case conversion, tokenization, lemmatization, stop words removal, link removal, and stemming. The dataset is then given as input to TF-IDF for feature extraction that derives 39,589 features from the preprocessed data. These features are given to multiple evolutionary algorithms including PSO, GA, HHO and mathematically derived DE so that the most suitable features based on iterations, generations, relevancy and fitness scores. After the feature selection process, PSO selects 18,860 features, GA selects 19,458 features, DE selects 19,783 features and HHO selects 19,612 features respectively. 
These selected features are provided to ML models including KNNR, LR, DTR and SVMR and DL-based LSTM for prediction of stock’s closing prices. For all the evolutionary algorithms and model predictions the train and test split ratio of 80:20 is maintained. As far as the parameters for evolutionary models and feature selectors are concerned, the number of particles in PSO is set to 10 and the total iterations are also set to 10, the number of chromosomes in GA is set to 10 and the total generations are also set to 10, the number of particles in DE is set to 10 and the total iterations are also set to 10 and the number of chromosomes in HH is set to 10 and the total generations are also set to 10. 
[bookmark: _Toc107838543]Apart from these ML models, the DL-based LSTM utilized in this experiment contains 2-layers where the first layer contains 50 neurons and the second layer contains 70 neurons while ReLU is used as activation for the first layer. LSTM is comprised of 3-dense layers with the depth of 50, 25, and 1 respectively. Adam is used as an optimizer while MSE is used as a loss function. The batch size of 64 is maintained, the number of epochs is kept as 5, the training set is kept at 90%, and the testing set is kept at 10%. The results are mentioned in Table 5.
Table 5: Experimentation Results with Evolutionary Algorithms
	Evolutionary
Model
	Type
	Methods
	Evaluation Metrics

	
	
	
	MSE
	RMSE
	MAE

	PSO
	ML
	KNNR
	0.00003317244
	0.0822628572
	0.05286378684

	
	
	LR
	0.0000292332
	0.07722417144
	0.05807611944

	
	
	DTR
	0.00000052836
	0.01038197616
	0.00750609636

	
	
	SVR
	0.00024536916
	0.22373043732
	0.20504315604

	
	DL
	LSTM
	0.00019484856
	0.19937256396
	0.17173148808

	GA
	ML
	KNNR
	0.00003772368
	0.08772474300
	0.05752755732

	
	
	LR
	0.00002501244
	0.07143204840
	0.05735251920

	
	
	DTR
	0.00000078132
	0.01262494596
	0.00804311208

	
	
	SVR
	0.00027160968
	0.23538983496
	0.22108968588

	
	DL
	LSTM
	0.00020289840
	0.20344905516
	0.17862912588

	HHO
	ML
	KNNR
	0.00003759516
	0.08757518244
	0.05661408000

	
	
	LR
	0.00003847032
	0.08858862792
	0.06641273652

	
	
	DTR
	0.00000099144
	0.01422159480
	0.00836510160

	
	
	SVR
	0.00025924728
	0.22997053008
	0.21495755604

	
	DL
	LSTM
	0.00029220756
	0.24415275288
	0.16022361756

	DE
	ML
	KNNR
	0.00002051016
	0.06468440772
	0.04440672000

	
	
	LR
	0.00003161796
	0.08031228876
	0.0636640752

	
	
	DTR
	0.00000109344
	0.01493525208
	0.00827468064

	
	
	SVR
	0.00027889248
	0.23852477028
	0.22347979272

	
	DL
	LSTM
	0.00026125056
	0.23085763224
	0.15271031388


[bookmark: _Toc107838544]As mentioned in Table 5 the model’s performance gets better when evolutionary-based feature selection models are implemented with it. It significantly reduces the loss rate and increases in terms of accuracy and efficiency after getting paired with the evolutionary models. Time consumption in model training and prediction of both ML and DL models especially LSTM also gets reduced to a significantly huge amount after the implementation of feature selection algorithms. Moreover, our model performs better as compared to existing studies when compared based on performance evaluation measures such as MSE, RMSE and MAE. The ML-based DTR model provides the best results with the features selected by all the evolutionary algorithms PSO, GA, HHO as well as DE. Moreover, DTR when coupled with PSO turns out to be the best performing model in the proposed work. It provides minimum error and loss rates as compared to some of the latest works going around. Overall the proposed model excels in terms of accuracy and reduced error rate as compared the some of the latest existing works as shown in Table 6.



Table 6: Results comparison with existing works
	Ref & Year
	Objective
	Algorithm
	Evaluation Measures

	2020
(Panda, Panda, and Pattnaik 2021)
	Exchange rate forecasting using deep belief networks and gradient method
	CNN
	RMSE (0.016075), MSE (0.012078)

	2021
(Ji, Liew, and Yang 2021)
	PSO-embedded LSTM model for stock indices forecasting
	PSO-LSTM, Improved PSO (IPSO-LSTM), PSO-SVM
	MAE (43.13)
RMSE (67.32),

	2021
(Ho, Darman, and Musa 2021)
	Stock Price Prediction Using ARIMA, Neural Network and LSTM Models
	ARIMA, NN, LSTM
	RMSE (17.5289)

	2021
(Abedin et al. 2021)
	
Deep learning-based exchange rate prediction during the COVID-19 pandemic

	Bi-LSTM BR
	RMSE (0.1009), MAE (0.0880)

	Proposed Model
	A Hybrid Model based on Evolutionary and Machine Learning for Stock Exchange Prediction using Covid-19 News
	TF-IDF, Evolutionary FS Models (PSO, GA, HHO, DE), ML-Models (DTR, SVMR, KNNR, LR), DL-Model (LSTM)
	DTR - MSE (0.00000052836), RMSE (0.01038197616), MAE (0.00750609636)


6. [bookmark: _Toc107222308]Conclusion
In this study, we proposed a model for predicting stock market movements based on news stories published on internet news forums. From the beginning of the Covid-19 epidemic until its termination, as well as all four of its evolving waves. The stock data is acquired from Yahoo Finance, while the news data is obtained from the news.pk forum. Our proposed approach reduces the model complexity and prediction time. Based on certain performance assessment metrics like MSE, RMSE, and MAE, the results are evaluated. Our Evolutionary Algorithms Select best and optimal features, the chosen feature is sent to a number of regression-based ML models for stock trend prediction, including KNNR, DTR, LR, SVR, and DL-based LSTM. The DTR model has the best accuracy results when compared to other ML and DL models since it has minimal loss and prediction error rates. The PSO-DTR model performs the best in the suggested research and yields outcomes that are better than previous approaches.
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