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Traditional deep convolutional networks (ConvNets) have shown that both
RGB and depth are complementary for video action recognition. However,
it is difficult to enhance the action recognition accuracy because of the
limitation of the single ConvNets to extract the underlying relationship
and complementary features between these two kinds of modalities. In
this paper, we proposed a novel two stream ConvNet for multi-modality
action recognition by joint optimization learning to extract global features
from RGB and depth sequences. Specifically, a non-local multi-modality
compensation block (NL-MMCB) is introduced to learn the semantic
fusion features for the recognition performance. Experimental results
on two multi-modality human action datasets, including NTU RGB+D
120 and PKU-MMD dataset, verify the effectiveness of our proposed
recognition framework and demonstrate that the proposed NL-MMCB can
learn complementary features and enhance the recognition accuracy.

Introduction: Video action is longer-term activities that span several
seconds, which requires the integration of the spatial and temporal
information to achieve better accuracy. In recent years, Convolutional
Networks (ConvNets) have been demonstrated profound features learning
ability for images classification tasks [1]. To date, many ConvNets-
based approaches have been proposed to learn discriminative features
for classification tasks, which have obtained competitive results in video
action recognition.

Most existing ConvNets-based methods [2] learn the spatial-temporal
features from raw data directly according to the sampling strategy and
spatial-temporal information representation, e.g. Temporal Shift Module
(TSM) [3], motion representation [4] and dynamic images [5], which
significantly enhanced the recognition performance by using the entire
RGB-D sequences. However, these methods are not enough to capture the
contextual relationships between different frames. While 3D and recurrent
ConvNets can capture temporal information and improve the accuracy of
action recognition, which are computationally expensive and cover only
partial frames of the entire video. Besides, some approaches have been
proposed to combine RGB, optical flow, and depth stream in two-stream
frameworks for multimodal-based action recognition [6].

In this paper, inspired by the development performance of the
temporal shift [3] and non-local operations [7] for capturing long-range
dependencies and multi-modality learning strategy, we propose a video
action recognition framework that exploits non-local module and multi-
modality learning to enhance the recognition ability of model. The
proposed recognition framework is composed of a two streams and non-
local multi-modality compensation block (NL-MMCB), which are used to
extract complementary features from different streams.

Our main contributions are as follows:

e An effective two-stream ConvNet recognition framework with a non-
local multi-modality compensation block to learn complementary
features from different modalities.

e Extensive experimental results demonstrate that by integrating two-
stream and NL-MMCB together, the proposed recognition recognition
framework outperforms the existing methods on two benchmark multi-
modality datasets.

Related Work: In the past two decades, the emergence of large-scale
video datasets has made the ConvNets-based approaches a great success
on many image and video classification tasks.
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Up to now, some powerful frameworks, such as VGG, Resnet and
BNInception, are proposed successively to improve the potential of
ConvNets framework in image or video classification. However, these
methods can not effectively obtain temporal information of actions.
Therefore, some sampling and representation mothods of raw videos are
proposed to obtain richer spatial-temporal information for features learning
of ConvNets models, e.g. sparse sampling, motion representation and
dynamic images representation, etc. Wang et al. [1, 10] proposed a sparse
sampling strategy to model long-range temporal information over the
whole video. Yang et al. [11] extended the 2D kernels to 3D ConvNets
to learn spatial-temporal features. Furthermore, Wang et al. [12] employed
a rank pooling function to encode the RGB video into one dynamic image
(pseudo RGB image) for capturing the features from the whole action
sequecne. Besides, Lin et al. [3] proposed an effective Temporal Shift
Module (TSM) to capture temporal relationships, which have high frame
rate and recongnition performance for action classification.

Compare with RGB videos, the depth sequences can provide richer
geometric information of the object. Therefore, depth-based action
recognition has received widespread attention. Wang et al. [13] constructed
different dynamic images based on depth sequences as the inputs of
ConvNets, and achieved the state-of-art results on three large datasets
by fine-tuning the pre-trained VGG models. Moreover, Ke c¢eli et
al. [14] present a method to extract deep features from 2D and 3D
representations, which combined 2D and 3D ConvNets models for human
action recognition.

Simonyan and Zisserman [15] proposed a two-stream ConvNets
framework to learn the spatial and temporal information from still frames
and multi-frame optical flow respectively, and then it obtained the-
state-of-the-art results on video actions benchmark datasets. Based on
the two-stream framework, some sampling strategies and compression
representation methods are designed to obtain more spatiaal-temporal
information for feature learning, such as sparse temporal sampling [1],
motion and dynamic image representation [4, 5], etc. Furthermore, multi-
modality joint learning methods are proposed to extract single- and
cross-modal features for action recognition, such as c-ConvNet [12], SC-
ConvNets [16], MDNN [17] and J-ResNet-CMCB [18] etc.

Proposed Framework: The proposed recognition framework first
samples a pair of RGB and depth frome an RGB-D sequence, and then a
novel deep ConvNet is designed to extract the features for RGB and depth
modalitie, as shown in Fig. 1. This deep ConvNet includes a two-stream
separate basic ConvNets to learn the RGB and depth sequences features,
and the NL-MMCB is used to learn the compensation information from
different modalities.

Since the remarkable performance of the non-local learning mechanism
and residual network on image classification tasks, we design the proposed
recognition framework based on the no-local block [7] and ResNet
model [19] to extract spatial-temporal features. The proposed recognition
framework includes two parallel paths, each of which contains 7x7
convolution layers and 4 bottleneck blocks. The proposed NL-MMCB is
attached at the ending of residual block for fusing compensation features.

Non-Local Multi-modality Compensation Block: To reduce the number
of parameters and enhance the efficiency of the recognition framework, we
design non-local multi-modality compensation block, named NL-MMCB,
to learn the compensation features from different modalities, as shown in
Fig. 1.

Fig. 2 shows the detail of compensation learning, the NL-MMCB
contains RGB and depth information streams. After feeding to the NL-
MMCB, the feature maps X5 and X4 obtained from the RGB and depth
streams, and the information stream can be represented as

F’r‘gb = Fron—local (Xrgb)y (€Y
Fg= Fnon—1local (Xd)v (2)

where F,on—10cai denotes the non-local learning operator. Based on NLB
learning strategy, the two information flows can be represented as

97‘:¢7‘:g7‘:F?"gb7 3)
04 =ba=9a=Fa, (C)]

where 6, ¢, and g, are inputed to the following layers, and the
compensation feature are represented as

ngb = Fnon—local(97'7 br, gd) + FTgbv (5)

Z4 = Frnon—tocal (edv Pd; g’l‘) + Fy, (6)
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Non local Multi-Modality Compensation Block (NL-MMCB)
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Fig. 1 Overview of our recognition framework. Our recognition framework based on TSM and two-stream ConvNets consists of the two separate paths and
multi-modality features learning module (NL-MMCB). "©" denotes the features concatenation operator and 1 X 1 is used to implement dimensionality reduction

operation.
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(a) RGB information flow. (b) Depth information flow.

Fig. 2 Non-local block with compensation learning. "Fy.q;," and "Fg" denote
the inputs of RGB and depth information flow, respectively.

where "+F.gp" and "+F;" denote residual connection [19]. The feature
maps of two streams are integrated together through concatenation
operations. Then the compensation features can be obtained

Z’rgb—d = Fnon—local(ReLU(BN(f(WTgb—d * [ngbu Zd]))))7 (7)

where W.gp,_g is a learnable 1 x 1 convolution kernel, and "[-, -]" denotes
concatenation. We insert batch normalization and ReLU layers into NL-
MMCB. In this way, the number of channels in Z,.g;,_4 is same to Z,.4p
and Zg4, e.g., 7 x 7 x 2048 for 2048 channels after conv5x, and we can
obtain the number of channels is 2048 for Z,.43, Zg and Z,g_g.

Joint Optimization: A softmax layers is placed on top of the fully
connected NL-MMCB, and estimate the class probability score by

exp(WeXe + be)
Zci exp(we, Xc + be;) ’

probe = ®)

where W, and b. are the weight and bias, respectively. The loss function
is expressed as

C
L(y,C) == ye(log(prob.)), Q)

c=1

where C' is the number of action classes, and prob. is the class probability
score.

Implementation Details: In the experiments, we first use a sampling
strategy to obtain the 7" pairs (RGB, depth). According to the need of
recognition framework, we set the spatial size is 224x224 pixels, and feed
obtained T pairs (RGB, depth) to the proposed framework. Our recognition
framework is initialized by using the pretrained weights of ResNet-50
in [19]. In addition, as suggested by [10, 1], the dropout technique and
minibatch stochastic gradient descent with momentum are employed to
enhance training efficiency, and the batch size, momentum and initial

learning rate are set to 64 , 0.8 and 0.001, respectively. The same sampling
strategy and discretization method are used to botain 7" pairs of images,
and the softmax scores are used to predict the classification of the action.

Datasets: The NTU RGB+D 120 [8] is the largest benchmark action
recognition dataset, which is an extension of NTU RGB+D 60. In this
dataset, it includs more variation of environmental conditions, more
subjects and camera views, etc. It consists of 114,880 multi-modality
samples collected from 106 different subjects, and there are 120 action
types in the dataset. Same as 60 dataset, it provides two kindes of protocols
for the proposed recognition framework evaluation, including C-Sub and
C-Set. There are 63,360 training and 51,120 testing samples in C-Sub
protocol, while 54,720 training and 59,760 testing samples in C-View
protocol, respectively.

PKU-MMD [9] is the largest continuous multi-modality 3D human
action dataset. It consists of 1076 long video sequences. The dataset
contains 51 action categories and provides four kinds of modalities for
action detection and recognition, including four different modalities, RGB,
depth, infrared radiation and skeleton. The 1,076 long sequences can be
divided into 20,734 human action with well annotation information, and
the dataset provides two kinds of evaluation protocols, cross-subject (C-
Sub) and cross-view (C-View). There are 18,134 training samples and
2,600 testing samples in C-Sub protocol, while 13,847 training and 6,887
testing samples in C-View protocol, respectively.

Experiments: : The effect of the proposed action framework (based
model: ResNet-50) is first verified on NTU RGB+D 120 dataset, and
Table 1 shows the results. According to the experimental results in
references [1, 10], the segment 7" is set from 1 to 8 to evaluate the
recognition performance of the proposed framework, and the proposed
method with NL-MMCB based on (RGB, depth) achieved an accuracy
of 87.8% and 89.2% for C-Sub and C-Set protocols, respectively. The
experimental results illustrate the effectiveness of the proposed recognition
framework. Experimental results also show that increasing the value of
segment numbers 7" will improve the recognition performance of our
model. However, the recognition performance cannot incease when the
segment number 7" increases from 6 to 8. Therefore, to strike a balance
between recognition performance and computational burden, the segment
number 7' is set to 6 in following experiment.

Table 1: Comparative accuracy of different 7" on the NTU RGB+D 120
dataset. Based model: ResNet-50. Notation: D: Depth.

Segment Numbers ~ Modality ~ C-Sub C-Set
T=1 (RGB,D) 56.5%  56.9%
T=3 (RGB,D) 84.12% 83.8%
T=6 (RGB,D) 87.8% 89.2%
T=8 (RGB,D) 874% 89.3%

Further experiments are conducted to test ResNet-50, ResNet-50 with
temporal shift module [3] and non local module [7], and our proposed
action recognition framework. We recognize human action by fusing RGB



and depth modalities for base model ResNet-50, and joint training RGB
and depth modalities for our proposed framework, and Table 2 shows
the results. The results of SC-ConvNets are 86.8% and 88.1% for C-
Sub and C-Set protocols with dynamic images when segment is set to 3,
respectively, and the accuracy is boosted to 87.8% and 89.2% with (VDIs,
DDIs) for our method with the proposed NL-MMCB. In specially, the
proposed recognition ConvNets without NL-MMCB will degenerate to the
plain SC-ConvNets as in [6]. It indicate that the proposed NL-MMCB can
learn complementary features from RGB and depth modalities, and the
complementary features will improve the recognition accuracy.

Table 2: Comparative accuracy of our method and previous approaches
on the NTU RGB+D 120 dataset. Segment 7' is set to 6 in TSM and our
models, and based model: ResNet-50. Notation: D: Depth, OF: Optical
flow, S: Skeleton.

Method Modality C-Sub  C-Set
ResNet-50 [19] RGB 40.6% 39.5%
ResNet-50 [19] D 43.6% 42.2%
ResNet-50 [19] RGB +D 514% 51.3%

TSM + non-local [3] RGB 86.8% 88.1%
TSM + non-local [3] D 85.8% 86.3%
TSM + non-local [3] RGB +D 87.0%  88.6%
two-stream network [8] RGB+D+OF+S 64.0% 66.1%
J-ResNet-CMCB [18] (RGB, D) 82.8% 83.6%
SC-Convnets [6] (RGB, D) 86.8% 88.1%
Our method (RGB, D) 87.8% 89.2%

Further experiments are conducted on multi-modality human action
dataset PKU-MMD, and the comparison results are shown in Table 2. The
proposed recognition framework with NL-MMCB achieves the 92.2% and
93.1% on C-Sub and C-View protocols. The recognition accuracy of our
method outperform the results [21] by margin 5.3% and 0.5%, respectively,
which are comparable to the state-of-the-art [6].

Table 3: Comparison of our recognition framework to the State-of-the-Art
on the PKU-MMD dataset [20].

Method Modality  C-Sub  C-View
LSTM [21] S 83.7%  91.0%
SA-LSTM [21] S 86.3% 91.4%
TA-LSTM [21] S 86.6%  92.3%
STA-LSTM [21] S 86.9%  92.6%
J-ResNet-CMCB [18] (RGB,D) 904% 91.4%
SC-ConvNets (ResNet-101) [6] (RGB,D) 92.1% 93.2%
Our method (ResNet-50) (RGB,D) 922% 93.1%

Conclusion: In this paper, a novel two-stream ConvNets with NL-
MMCB is presented for multi-modality action recognition. The proposed
recognition framework employed a non local compensation block and
joint optimization strategy to learn complementary features from differnet
modalities. The NL-MMCB is designed to extract the complementary
features from different modalities. Experimental results demonstrated the
effectiveness of the proposed recognition framework. Compared with the
existing approaches, the proposed method obtained comparable results for
two benchmark multi-modality datasets.
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