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In view of the massive load data ofoilfield distribution network contains various types of outliers, which is not conducive to load prediction, electric energy decision-making, dispatching and production, it is very necessary to identify and correct abnormal loads to improve the validity and reliability of load data and establish a safe, efficient and sustainable power system.Based on the above reasons, this paper proposes a data anomaly identification and scene generation method combining boxplot and generative adversance network (WGAN). This method firstly uses boxplot method to complete anomaly identification of active power, reactive power, current and other data of oilfield grid.Then, wasserstein-based generative Adversation network (WGAN) algorithm was used to achieve data fitting and generation, which provided data support for subsequent long-and-short Term Memory (LSTM) based load prediction model. Finally, the effectiveness of the proposed algorithm and model was verified by an example of an oilfield power grid.Through the intelligent identification, sequence generation and load prediction of oil field load data, the purpose of deep mining and analysis of oil field production behavior is realized.
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[bookmark: OLE_LINK3]Introduction: With the continuous expansion of power grid capacity and scale, load data has important research significance in power system stability assessment and prediction [1].Power companies use short-term load forecasting technology to make a reasonable generation plan, and the prediction model with low forecast error is helpful to reduce operation cost and risk.
In recent years, machine learning has become one of the most popular load forecasting techniques.In fact, three major algorithms (XGBOOST, LSTM and SARIMA) have been evaluated in each approach with the main aim to figure out which one performs the best in forecasting electricity consumption.Literature [2] by detecting anomalies in monitoring systems installed in thermal power plants and applying the results of three methods of different types of neural networks (MLP, recursion and probability) to solve the problem anomaly detection confirms the potential of neural network-based data-driven modeling to be integrated into real-time health monitoring systems in thermal power plants.Literature [3]  introduces the abnormal data detection method of wind power, using the semi-supervised anomaly detection algorithm based on density .
[bookmark: _Hlk89185823]This paper proposes an LSTM load forecasting model based on abnormal data identification technology . The main contributions of this paper are as follows: 
(1) Identification of abnormal values of oil field load series and processing of abnormal data by box diagram method.
(2) According to the principle of WGAN model, the WGAN discriminator generator model is constructed.
(3) The network weights of the pre-trained WGAN are fixed, and the noise Z variables are updated by loss function and gradient descent method, so as to find an optimal Z variable, which makes the samples generated by the generator satisfy the constraint conditions and objective functions to the greatest extent.
(4) Learning the active power and reactive power series of oil field loads, and adopting the improved GAN model based on Wasserstein distance to generate data conforming to the rules of each load series.
(5) The load series generated by the improved GAN model is predicted by LSTM model.
Data anomaly detection based on box plot method: Based on the characteristics of the distribution network load data, this paper chooses the box and plot method to identify and process the abnormal data, and then uses the generative countermeasure network WGAN algorithm to complete the data fitting and generation to prepare for load forecasting [4-6].
The principle of box plot anomaly detection:Figure 1 is a box diagram structure diagram. The rectangular box in the figure represents the range of data, and the upper and lower vertical lines represent the upper limit and lower limit of the data. Among them: Q1 is the lower quartile, Q3 is the upper quartile, and IQR is the median. The calculation formula is shown in Table 1, where n is the total number of data. The upper limit value is a value greater than 1.5 times the quartile difference of the upper quartile, the lower limit value is a value    smaller than 1.5 times the quartile difference of the lower quartile, and the outlier is defined as a value smaller than the lower limit or greater than the upper limit Value.   Will use "." to indicate. Box plots rely solely on actual data when judging data abnormalities, no need to assume the form of data distribution, it truly reflects the original trend of the data, and the judgment standard is based on the quartile and interquartile range, and the abnormal value will not affect the standard. , The recognition result is more accurate.
        [image: IMG_256]
Fig. 1 Box diagram structure
	The parameter name
	Calculate the formula

	Maximum
	Q3+1.5×IQR

	Upper Quartile (Q3)
	

	CenterLine (IQR)
	IQR=Q3-Q1

	Lower quartile (Q1)
	

	Minimum
	Q1-1.5×IQR

	The outliers
	True values above the upper and lower limits


Table 1 Parameter analysis of box diagram
Case analysis of abnormal identification of box plot:
35kv line 1 has an active power amount of 15023. According to Table 1, the lower quartile Q1 is -10.83, the upper quartile Q3 is -5.68, and the median line IQR is 5.15. , The upper limit value is 2.045 and the lower limit value is -18.555. The box diagram of the active power and reactive power of 35kv line is shown in Figure 2. The red point in the figure is the abnormal point, which can clearly see that it has not been processed. There are many abnormal values of front active power and reactive power.
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Fig.2 Active power box diagram of 35kV line 1 and line 2

[bookmark: OLE_LINK2]Abnormal data repair and missing data completion based on generative adversarial network technology repair modeling of abnormal data in oil field:
After identifying the abnormal data of oil field power, the abnormal data of oil field is repaired by generating countermeasure network (GAN) [7-9]. GAN's unique antagonistic thought makes it stand out among many generator models, and it is widely used in computer vision, information security, speech language processing and other fields. GAN is a depth generation model. Structurally, the basic model consists of a generator G and a discriminator D, in which the generator is responsible for learning the distribution law of data samples and generating new similarity to the generated data of real samples, while the discriminator is responsible for judging whether the input data is real data.
The specific process  is as follows: 
Fixed generator parameters to train update discriminator:


M batch data samples were obtained from real data distribution.


M batch data samples were obtained from random distribution.



Input to the generator yields, i.e.;
Update discriminator network with gradient descent method:
 )+)) )    （1）


After  iteration,  is constantly updated to train the discriminator that is closest to the objective function.
After training, GAN [10-11] can generate model to reconstruct missing data or repair abnormal data. It is necessary to select the samples closest to the real situation from all generated samples.In this step, the weights of the generator and discriminator are fixed, and the implicit variable Z is trained by the loss function.
Case analysis of oilfield abnormal data restoration
In order to visually display abnormal data in power data, the boxplot transformer active power on May 30, 2020 is made, as shown in FIG. 2.It can be seen that there are outliers at every moment, so these abnormal data are repaired based on generative adversarial network model.The constraints of the repair process are as follows:
1) Authenticity constraint: Used to ensure that the measurement data completed or repaired can be as close to the real situation as possible.Since the trained discriminator can determine whether the input is real data, let the authenticity loss be Lr, and Lr is defined as：

	                        （2）


Where, indicates that the generator generates data;represents the discriminator network output, which is the Wasserstein distance between the sample generated to repair abnormal data or complete missing data and the real sample.
Context constraint: it is used to force the generator to search the sample most similar to other data complete measurement in the sample space to optimize the implicit variable, so as to ensure the consistent context relationship between the two.Similarity loss constraint Ls is defined as:

                （3）

Where, is the multiplication operation of matrix elements;I represents the measured data containing missing values or outliers, and the similarity of the two matrices is measured by the two norm.
In summary, the final optimization objective of reconstruction of measurement missing data is as follows:

                           （4）
The above formula is the optimization objective. Adam is used as the optimizer to optimize the noise variable Z, so that the generated measured value is as close to the missing measured value or outlier value as possible. The measured data after the final reconstruction is composed of the available part in the original sample and the part corresponding to the missing value or outlier value in the generated sample, namely:

		（5）
The repair results are shown in Figure 3.As can be seen from the figure, the results of abnormal data restoration conform to the actual operation conditions of the power grid, and the fluctuation of active power decreases significantly.
All Figures are relettered, so inclusion of unlettered originals (at the end of the manuscript or as separate files) is welcomed. Note: if possible, please try to avoid setting line-drawings and photographs in the same Figure since photographs require different processing in order to maintain quality.
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Fig. 3 Repair results of active power box diagram of 35kV line 1 and line 2
The restoration of abnormal data of oilfield power and the completion of missing data can ensure the consistent deviation detection and accurate repair of time series data, and the repair results conform to the actual operating conditions of oilfield power grid, which greatly improves the quality of oilfield power data and lays a foundation for the reliability analysis of oilfield power grid.
Correlation analysis of oilfield photovoltaic power generation and weather variables
There are many factors affecting photovoltaic power generation in oilfields. If only historical power generation data is used as the single variable input of the network model, since there are no other influencing factors as input, it is impossible to accurately predict the sudden change of power generation, resulting in low prediction accuracy.First, use the photovoltaic active output data and weather data of the four photovoltaic power stations A, B, C and D in the oil field from July to December 2020 to conduct R/S analysis and calculate the Hurst index of each variable. The data has a resolution of 1h and is measured 24 hours a day. The variables in the weather data that have an impact on the power of photovoltaic power generation are temperature, humidity, wind speed, wind direction, air pressure, sea level air pressure and radiation. Specific steps are as follows:
Step 1: Divide the sequence Rt with a total length of M into A (the integer part of N/n) of length n (n>3) consecutive subintervals, namely An=M. Any subinterval can be expressed as Ia, where a=1,2,3,...,A; the elements in any subinterval Ia can be expressed as Rk,a, where k=1,2,...,n. Then the mean of any subinterval Ia is:

                                          (6)
Step 2: Calculate the cumulative deviation of each subinterval Ia from the mean of the subinterval:

                                   (7)
Step 3: Calculate the range of each subinterval Ia:

        (8)
Step 4: Calculate the standard deviation of each subinterval Ia:

                                         (9)
Step 5: Calculate the re-scaling range of each sub-interval Ia:

                                      (10)
Step 6: Repeat the above steps for each sub-interval, and calculate the mean value of a sequence (R/S)a of the re-scaling range:

                       (11)
Step 7: Increase the n length of the sub-interval to n+1, n+2,..., repeat the above calculation until the length n=N/2, and finally use the equation log(R/S)n=logC+H×logn The least square method is used to estimate, and the coefficient H before the explanatory variable logn is the Hurst exponent [12].
Photovoltaic prediction model structure, parameters and training
[image: 图片2_副本]            Figure 4 Generator network layer structure
[image: 图片3_副本]    Figure 5 Discriminator network layer structure
The generator network structure is shown in Figure 4, including a fully connected layer and three convolutional layers. The generator maps the input data to the same dimension of the measured photovoltaic output data. The structure of the discriminator is basically symmetrical to the generator, as shown in Figure 5, consisting of three convolutional layers and a fully connected layer. The essence of the discriminator is to extract local features and distinguish between real/generated samples, so the discriminator still uses a convolutional network, and the structure is basically symmetrical with the generator. The calculation model is built based on the Pytorch deep learning framework in Python programming. In the model training process, the alternate training method of updating the discriminator 4 times and updating the generator once is adopted to improve the discriminative ability of the discriminator and promote the convergence of the generator. In the training process, the batch number is set to 64, the RMSProp optimization algorithm is used to update the weight parameters of the network model, and the learning rate is set to.
Analysis of prediction results of oilfield photovoltaic power generation
The four photovoltaic power stations of Shengli Oilfield, Yihao, Yiwei, Erhe, and Erlian were respectively established and trained separately based on the photovoltaic power generation prediction model based on the generation confrontation network. Take the 11 days from November 23 to December 3, 2020 as an example to predict the photovoltaic power generation. Figure 6 shows the actual and predicted curves of photovoltaic power generation from 11.23 to 12.3 for four photovoltaic power plants. Among them, the yellow line represents the actual value of photovoltaic power, and the red line represents the predicted value of photovoltaic power. It can be seen from the figure that the change trend of the predicted generation power curve of the four photovoltaic power plants is similar to the actual generation power curve, and the prediction error percentage is close to 0, indicating that the generation of the confrontation network model can effectively solve the problem of the generation power prediction of the oilfield photovoltaic power station .
[image: IMG_256][image: IMG_256]
Fig. 6（a） Active power of 35KV Station1Fig. 6（b）Active power of 35KV Station2

[image: IMG_256][image: IMG_256]
Fig. 7（a）Active power of 110KV Station1Fig. 7（b）Active power of 110KV Station1
Figure 7 Actual and predicted curves of the four photovoltaic power plants' power generation (January 2020.11.23-12.3)
Take (root mean square error RMSE) and ( mean absolute percent error MAPE) as indicators for error calculation, the calculation formula is as follows:

                    (11)

                       (12)
In the formula, N is the number of sample sampling points, the predicted value of photovoltaic power generation, and the actual value of photovoltaic power generation.
Calculate the root mean square error and the average absolute percentage error between the predicted results of the four photovoltaic power plants and the actual measured values, as shown in Table 2 It can be seen from the numerical values in the table that in the four photovoltaic power plants, the predicted root mean square error of line A and line B are both less than 5kW, and the average absolute percentage error is smaller than that of line C and line D. But in general, the average absolute percentage error is less than 5%, indicating that the accuracy of model prediction is still guaranteed even when there are many missing original data.
Table 2 Results of prediction errors
	photovoltaic plant 
	RMSE/kW
	MAPE/%

	A Line
	4.13
	3.98

	B Line
	4.30
	4.05

	C Line
	6.21
	4.72

	D Line
	5.61
	4.39


In summary, we use the generative confrontation network to establish a power generation prediction model for oilfield photovoltaic power plants. This model makes full use of weather data such as temperature, humidity, air pressure, and radiation, and uses correlation matrices and network models to characterize the relationship between weather variables and oilfield photovoltaic power generation power. Relevance, and based on historical power generation data to achieve accurate prediction of oilfield photovoltaic power generation.
Conclusion
This paper proposes a data anomaly identification and scene generation method that combines box plot and generative countermeasure network (WGAN), and uses the load data of an oil field at three voltage levels of 110KV, 35KV, and 6KV, first using the box plot method to complete Abnormal identification of data such as active power and reactive power, and then use Wasserstein-based generative countermeasure network (WGAN) algorithm to achieve data fitting and generation, and finally use LSTM (long-and-short term memory) load forecasting model to complete load forecasting , The calculation example verifies the effectiveness of the algorithm and model used, and at the same time realizes the refined operation and control of the auxiliary oilfield power distribution network to the oilfield power station, and improves the economy and safety of the oilfield load.
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