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Abstract

This paper studies different kinds of stability and finite/fixed-time attractivity problems for time-
delayed Filippov system (TDFS) via time-delayed differential inclusions(TDDI). A series of novel
criteria concerning basic stability and finite/fixed-time attractivity for TDFS are established by
employing indefinite Lyapunov method. As an application, the problems of stabilization and attrac-
tivity in finite/fixed time are explored for delayed switched neural networks (DSNNs), where four
control protocols are developed. Furthermore, several concrete examples are given to demonstrate
the effectiveness and advantages of the main results.

Keywords: Stability; Finite-time attractivity (FNTA); Fixed-time attractivity (FXTA); Time-
delayed Filippov system (TDFS); Differential inclusion (DI).

1 Introduction

Time-delayed Filippov system (TDFS) described by time-delayed differential equation possessing
discontinuity is of practical significance. In 1964, based on set-valued maps approach, Filippov developed
the differential inclusion theory to deal with the solution of discontinuous differential equation [1]. After
that, Aubin and Cellina extended time-delayed differential inclusion (TDDI) to handle TDFS [2]. It
should be pointed out that a suddenly change of system’s state will occur because of uncertainties.
Fortunately, TDDI can also deal with time-delayed dynamic system containing uncertainties very well.
Nowadays, more and more scholars have carried out research on TDFS and TDDI [3-9]. Especially,
the stability of TDFS/TDDI becomes one of the most fundamental and interesting research focuses.
In [4], Surkov studied the stability of TDDI via Lyapunov function. In [5], the stability properties of
TDDI were analyzed by Lyapunov functional method. In [6] and [7], the stability of TDDI/TDFS was
investigated by utilizing Lyapunov-Krasovskii functional method. In [8], novel Lyapunov-Razumikhin
approach was established to analyze the stability of TDDI. In [9], the asymptotic stability of TDDI was
discussed via generalized Halanay’s inequality.

On the other hand, finite-time attractivity (FNTA) and fixed-time attractivity (FXTA) have at-
tracted extensive concern due to their potential applications in neural networks, aerospace technology,
multiagent systems and so on. A main characteristic of FNTA is that the system’s states converge to
zero in finite-time and then stays there. In [10], the FNTA concept was defined for no-Lipschitz systems.
In [11], the FNTA was extended to differential inclusion (DI). In [12], the FNTA was developed for time-
delay system. In [13], the FNTA was discussed for impulsive systems. In [14], the concept of FNTA
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was introduced for stochastic systems. FXTA is a further extension of FNTA, and its settling-time is
independent of any initial states. In 2012, Polyakov gave the definition of FXTA and presented its ap-
plication to single input system [15]. Subsequently, based on FXTA, fixed-time stability and fixed-time
control problems have been widely studied [16-20]. Whereas, there is still little research on stability
and FNTA/FXTA analysis for TDFS based on TDDI. Moreover, most of the existing stability work for
TDFS/TDDI is based on the Lyapunov method possessing negative definite derivatives. This makes
the suitable Lyapunov function isn’t easy to be constructed. For this reason, this paper uses indefinite
derivative Lyapunov function method to investigate the issues of stability and FNTA/FXTA for TDFS
via the framework of TDDI. At present, only a few papers have studied the fixed-time control problem
by using lyapunov method possessing indefinite derivatives [21-24]. Thus, some more flexible FXTA
criteria should be further established for TDFS, where the more diverse settling-time should also be
estimated accurately.

Delayed switched neural networks (DSNNs) have many practical applications in image processing,
communication secure, pattern tracking, etc. Because of time-delay and switching properties of neuron
connection weights, DSNNs display very complex dynamics such as instability, oscillation, chaos, period-
icity, bifurcation and sliding mode. Up to now, the research on various dynamics and control of DSNNs
has been reported. In [25], lag synchronization of DSNNs was discussed via output controller. In [26],
the DSNNs system was synchronized by event-triggered control. In [27], new ψ-type synchronization
criteria were established for DSNNs. In [28], the multi-periodicity of DSNNs was studied. In [29], the
finite/fixed-time synchronization problems of coupled DSNNs were analyzed. It should be noted that
the research concerning the FNTA/FXTA of DSNNs is still rare and further studies are expected.

2 Preliminaries

A set including all nonnegative numbers is marked as R+. Any norm of x ∈ Rn is represented as
‖x‖. Given function ψ, ψ−1 denotes the inverse function of ψ. Given a, b ∈ R, a∨b means the maximum
of a and b. Consider the non-autonomous TDFS:

dx

dt
= f(t, x(t), x(t− τ(t))), (1)

where the state x ∈ Rn, the time-varying delay τ(t) ≤ τ < +∞, the essentially locally bounded function
f : R × Rn × Rn → Rn is measurable. The initial state is provided as x = ϕ ∈ C([t0 − τ, t0],Rn) and
t = t0 ≥ 0 is initial time.

Definition 1 ([9]) The Filippov solution x(t) is defined on [0, T ) for TDFS (1), if it has absolute
continuity and

dx

dt
∈ F (t, x(t), x(t− τ(t))), (2)

where

F
(
t, x(t), x(t− τ(t))

)
=

⋂
ρ1>0,ρ2>0

⋂

µ(N)=0,µ(M)=0

co
[
f
(
t,B(x(t), ρ1)\N,B(x(t− τ(t)), ρ2)\M

)]
. (3)

Here µ(N) and µ(M) denote Lebesgue measure sets; For i = 1, 2, B(x, ρi) denotes a ball with radius ρi

at the center x; co means a closed convex hull is taken.

Definition 2 ∀t ∈ R, if 0 ∈ F (t, 0, 0), then the origin x = 0 is defined for TDFS (1) via Filippov
solution.

Definition 3 Let C = C([t0 − τ, t0],Rn) be a Banach space possessing norm ‖ϕ‖C = sup
t0−τ≤s≤t0

‖ϕ(s)‖,
which is composed of all continuous functions ϕ : [t0 − τ, t0] → Rn . The origin of TDFS (1) is called
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• stable if ∀ε > 0, ∀t0 ≥ 0, there exists 0 < δ = δ(ε, t0) such that (s.t.) ‖x(t0, ϕ)(t)‖ < ε holds for
all ϕ ∈ B(0, δ) = {ϕ ∈ C : δ > ‖ϕ‖C} and t0 ≤ t; if δ does not depend on t0, then TDFS (1) is
uniformly stable at origin;

• attractive if ∀t0 ≥ 0, there exists a 0 < δ = δ(t0) s.t. lim
t→+∞

‖x(t0, ϕ)(t)‖ = 0 holds for all

ϕ ∈ B(0, δ), i.e., ∀ε > 0, ∀t0 ∈ R+ there exists 0 < δ = δ(t0) and ∃T = T (ε, t0, ϕ) > 0 s.t.
‖x(t0, ϕ)(t)‖ < ε holds for all ϕ ∈ B(0, δ) and t ≥ t0 + T ; if T does not depend on t0 and ϕ, then
TDFS (1) is uniformly attractive at origin; if δ can be arbitrarily large, then TDFS (1) is further
called globally (uniformly) attractive at origin;

• (uniformly) asymptotically stable if it is (uniformly) stable and (uniformly) attractive;

• exponential stable if ∀ε ∈ R+\{0}, ∃` > 0, ∃δ = δ(ε, t0) > 0, s.t. ‖x(t0, ϕ)(t)‖ ≤ εe−`(t−t0) holds
for all ϕ ∈ B(0, δ) and t ≥ t0;

• globally exponential stable if ∀δ > 0, ∃` > 0, ∀t0 ∈ R+, ∃M(δ) > 0, s.t. ‖x(t0, ϕ)(t)‖ ≤
M(δ)e−`(t−t0) holds for all ϕ ∈ B(0, δ) and t ≥ t0.

Definition 4 The Filippov solution x(t0, ϕ)(t) of TDFS (1) is called bounded if ∀(t0, ϕ) ∈ R+ × C,
there exists M = M(t0, ϕ) > 0, s.t. ‖x(t0, ϕ)(t)‖ ≤ M(t0, ϕ), for all t ≥ t0 − τ.

Definition 5 If ∀δ > 0, there exists M = M(δ) > 0, s.t. ‖x(t0, ϕ)(t)‖ ≤ M holds for all ‖ϕ‖C < δ and
t ≥ t0, then all Filippov solutions of TDFS (1) are said to be uniformly bounded.

Definition 6 TDFS (1) is called finite-time attractive (FNTA) at origin, if there exists 0 ≤ T (t0, ϕ) <
+∞ s.t. lim

t→T (t0,ϕ)
x(t0, ϕ)(t) = 0 and x(t0, ϕ)(t) ≡ 0 for all t ≥ T (t0, ϕ). Here T (t0, ϕ) is named

settling-time (S-T).

Definition 7 TDFS (1) is called fixed-time attractive (FXTA) at origin, if it is FNTA and its S-T
T (t0, ϕ) is bounded with regard to ϕ, i.e., there exists a constant Tmax > 0 s.t. T (t0, ϕ) ≤ t0 + Tmax,
for any ϕ ∈ C([t0 − τ, t0],Rn).

Definition 8 ψ : R+ → R+ is called a KR-function (i.e., ψ ∈ KR), if it possesses strictly increasing
continuity with ψ(0) = 0 and lim

r→+∞
ψ(r) = +∞.

Definition 9 ([30]) If V (t, x) : R×Rn → R is locally Lipschitz continuous(LLC), then for any (t, x) ∈
R× Rn, a Clarke’s generalized gradient of V is defined as

∂V (t, x) = co[ lim
k→∞

∇V (tk, xk) : (tk, xk) → (t, x), (tk, xk) 6∈ N ∪ Ω].

Here the points’ set Ω ⊂ R × Rn means V fails to be differentiable and the arbitrary set N ⊂ R × Rn

has measure zero.

Definition 10 (C-regularity [31-33]) V : Rn → R is called C-regular ⇔ V satisfies

(1) regularity;

(2) V (x) > 0 for x 6= 0 and V (0) = 0;

(3) V (x) → +∞ when ‖x‖ → +∞.

Let ∂tV (t, x) be the Clarke generalized gradient of V (t, x) at t and ∂xV (t, x) denote the Clarke
generalized gradient of V (t, x) at x. Similar to chain rule of [30], the following lemma can be obtained
for TDFS (1).
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Lemma 1 ([30]) If x(t) is the Filippov solution of TDFS (1) for t ∈ U and V : R×Rn → R is C-regular,
then x(t) and V (t, x(t)) are differentiable for a.e. t ∈ U, and

d
dt

V (t, x(t))|(1) = η + ζTγ(t), ∀η ∈ ∂tV (t, x) and ζ ∈ ∂xV (t, x),

where γ(t) ∈ F (t, x(t), x(t− τ(t))) is measurable and satisfies ẋ(t) = γ(t), for a.e. t ∈ U.

Lemma 2 ([34]) Set φi ≥ 0 for i = 1, 2, . . . , n and 0 < p < q, then

n
1
p− 1

q

(
n∑

i=1

φqi

)1/q

≥
(

n∑

i=1

φpi

)1/p

≥
(

n∑

i=1

φqi

)1/q

.

3 Main Results

Before giving the main results, we assume that the Filippov solution x(t0, ϕ)(t) of TDFS (1) exists
on[t0 − τ, +∞) under initial-value (t0, ϕ) ∈ R+ × C([t0 − τ, t0],Rn). Sometimes we use the abbrevia-
tion x(t) = x(t0, ϕ)(t). If there is no particular emphasis, we always make the following fundamental
assumption:

(A0) 0 ∈ F (t, 0, 0), ∀t ∈ R.

The following assumptions are needed.

(A1) There exists a continuous function Φ(t) : R+ → R satisfying
∫ +∞
0

Φ+(s)ds < +∞, where Φ+(s) =
Φ(s) ∨ 0.

(A2) There exists a continuous function Φ(t) : R+ → R satisfying Φ∗ def=
∫ +∞
0

Φ+(s)ds < +∞, and
there exist constants ` > 0 and N ≥ 0 s.t. for any t ≥ t0,

∫ t

t0

Φ−(s)ds ≥ `(t− t0)−N, (4)

where Φ+(s) = Φ(s) ∨ 0 and Φ−(s) = [−Φ(s)] ∨ 0.

Theorem 1 Suppose that ψ1 ∈ KR and the assumption (A1) holds. If there exists a LLC function
V : R× Rn → R+ satisfying C-regularity and V (t, 0) = 0 for any t ∈ R, s.t.

(A3) V (t, x) ≥ ψ1(‖x‖), ∀(t, x) ∈ R× Rn;

(A4) for any η ∈ ∂tV (t, x) and ζ ∈ ∂xV (t, x),

η + ζTγ(t) ≤ Φ(t)V (t, x), for a.e. t ∈ [t0,+∞),

where γ(t) ∈ F (t, x(t), x(t− τ(t))) is a measurable function and satisfies

ẋ(t) = γ(t), for a.e. t ∈ [t0,+∞),

then the origin of TDFS (1) is stable.

Proof. By virtue of Lemma 1, it yields from Condition (A4) that

dV (t, x(t0, ϕ)(t))
dt

= η + ζTγ(t) ≤ Φ(t)V (t, x(t0, ϕ)(t)), for a.e. t ∈ [t0,+∞). (5)

Multiplying both sides of (5) by e−
∫ t

t0
Φ(s)ds, it has

e−
∫ t

t0
Φ(s)ds dV (t, x(t0, ϕ)(t))

dt
≤ Φ(t)V (t, x(t0, ϕ)(t))e−

∫ t
t0

Φ(s)ds
, for a.e. t ≥ t0.
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By integrating between t0 to t, it leads to

V (t, x(t0, ϕ)(t)) ≤ V (t0, x(t0, ϕ)(t0))e
∫ t

t0
Φ(s)ds

, for any t ≥ t0.

Because Φ(s) ≤ Φ+(s), we can derive from above inequality that

V (t, x(t0, ϕ)(t)) ≤ V (t0, x(t0, ϕ)(t0))e
∫ t

t0
Φ(s)ds = V (t0, ϕ(t0))e

∫ t
t0

Φ(s)ds

≤ V (t0, ϕ(t0))e
∫ +∞
0 Φ+(s)ds. (6)

Because
∫ +∞
0

Φ+(s)ds < +∞, we denote C = e
∫ +∞
0 Φ+(s)ds. Obviously, C > 0 is a constant. Notice

that V (t0, x) is continuous at x and V (t0, 0) = 0. Then, ∀ε > 0, ∀t0 ∈ R+, there is a δ = δ(ε, t0) > 0
s.t. ∀ϕ ∈ B(0, δ) = {ϕ ∈ C : ‖ϕ‖C < δ}, it implies that V (t0, ϕ(t0)) < ψ1(ε)

C . Using Condition (A3), it
implies from (6) that

‖x(t0, ϕ)(t)‖ ≤ ψ−1
1 (V (t0, ϕ(t0))C ) < ψ−1

1

(
ψ1(ε)

C
C

)
= ε. (7)

This tells us that TDFS (1) is stable at origin.

Remark 1 In Theorem 1, if we replace Condition (A3) with following condition (A5) where the Lya-
punov function has an infinitesimal upper limit, then TDFS (1) is uniformly stable at origin.

(A5) ψ2(‖x‖) ≥ V (t, x) ≥ ψ1(‖x‖), ∀(t, x) ∈ R× Rn, here ψ1, ψ2 ∈ KR.

Actually, we can derive from (6) and the condition (A5) that

V (t, x(t0, ϕ)(t)) ≤ V (t0, ϕ(t0))e
∫ +∞
0 Φ+(s)ds ≤ ψ2(‖ϕ(t0)‖)e

∫ +∞
0 Φ+(s)ds

≤ ψ2(‖ϕ‖C)C . (8)

This leads to

‖x(t0, ϕ)(t)‖ ≤ ψ−1
1 (ψ2(‖ϕ‖C)C ) . (9)

Thus, ∀ε > 0, there exists δ = ψ−1
2

(
ψ1(ε)

C

)
> 0 which is independent of t0, s.t. ‖x(t0, ϕ)(t)‖ < ε holds

for all ϕ ∈ B(0, δ) = {ϕ ∈ C : ‖ϕ‖C < δ}. This shows that TDFS (1) is uniformly stable at origin.

Remark 2 In Theorem 1, we can see from the inequality (5) that the derivative of V (t, x(t)) is relaxed to
be positive definite for a.e. t ≥ t0. However, the existing Lyapunov function must have a negative/semi-
negative definite derivative. So our results are improved and more practical.

Theorem 2 Suppose that the assumption (A2) holds. If there exists a LLC function V : R×Rn → R+

satisfying C-regularity and V (t, 0) = 0 for any t ∈ R, s.t. Condition (A5) holds and

(A6) for any η ∈ ∂tV (t, x) and ζ ∈ ∂xV (t, x),

η + ζTγ(t) ≤ Φ(t)V (t, x), for a.e. t ∈ [t0,+∞),

where γ(t) ∈ F (t, x(t), x(t− τ(t))) is a measurable function and satisfies

ẋ(t) = γ(t), for a.e. t ∈ [t0,+∞),

then TDFS (1) is uniformly asymptotically stable at origin.
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Proof. According to Remark 1, we have proven that TDFS (1) is uniformly stable at origin. In the
following, we need only to show TDFS (1) is uniformly attractive at origin. Similar to inequality (6),
we can obtain that

V (t, x(t0, ϕ)(t)) ≤ V (t0, ϕ(t0))e
∫ t

t0
Φ(s)ds

, ∀t ≥ t0. (10)

Because
∫ t

t0

Φ(s)ds =
∫ t

t0

Φ+(s)ds−
∫ t

t0

Φ−(s)ds, (11)

we can deduce from (10), (11) and the condition (A5) that

V (t, x(t0, ϕ)(t)) ≤ V (t0, ϕ(t0))e
∫ t

t0
Φ+(s)dse−

∫ t
t0

Φ−(s)ds

≤ V (t0, ϕ(t0))e
∫ +∞
0 Φ+(s)dse−`(t−t0)+N

≤ ψ2(‖ϕ(t0)‖)eN+
∫ +∞
0 Φ+(s)dse−`(t−t0)

≤ ψ2(‖ϕ‖C)I e−`(t−t0), ∀t ≥ t0. (12)

Here I = eN+
∫ +∞
0 Φ+(s)ds. Again from the condition (A5) and (12), we can obtain

‖x(t0, ϕ)(t)‖ ≤ ψ−1
1

(
ψ2(‖ϕ‖C)I e−`(t−t0)

)
. (13)

The above inequality yields that TDFS (1) is uniformly asymptotically stable at origin.

Remark 3 Especially, if we take ψ1(‖x‖) = ‖x‖r (r is a positive constant), then we can further prove
that TDFS (1) is globally exponential stable at origin. If the condition (A5) in Theorem 2 is replaced
with the condition (A3), then we can only derive that TDFS (1) is asymptotically stable at origin.
Comparing with previous stability results in [5,30], the conditions obtained in Theorem 1 and Theorem
2 are relaxed. That is to say, the Lyapunov function V (t, x(t)) is non-smooth. Moreover, the Lyapunov
function V (t, x(t)) along the trajectories of TDFS is allowed to have indefinite derivative.

Remark 4 In Theorem 2, if Condition (4) is replaced with
∫ +∞

t0
Φ−(s)ds = +∞, then we can only de-

duce that the origin of TDFS (1) is asymptotically stable. Obviously, condition (4) yields
∫ +∞

t0
Φ−(s)ds =

+∞.

Theorem 3 Suppose the LLC function V : R × Rn → R+ satisfying C-regularity, the functions Φ(t) :
R+ → R+ and O(t) : R+ → R are continuous. If the condition (A5) holds and

(A7) for any η ∈ ∂tV (t, x) and ζ ∈ ∂xV (t, x),

η + ζTγ(t) ≤ Φ(t)V (t, x) +O(t), for a.e. t ∈ [t0,+∞),

where γ(t) ∈ F (t, x(t), x(t− τ(t))) is a measurable function and satisfies

ẋ(t) = γ(t), for a.e. t ∈ [t0,+∞);

(A8)
∫ +∞
0

Φ(s)ds < +∞, and
∫ +∞
0

O+(s)ds < +∞, where O+(s) = O(s) ∨ 0,

then all Filippov solutions of TDFS (1) are uniformly bounded.
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Proof. By integrating between t0 to t, it leads to

V (t, x(t0, ϕ)(t)) = V (t0, x(t0, ϕ)(t0)) +
∫ t

t0

V̇ (s, x(t0, ϕ)(s))ds, ∀t ≥ t0. (14)

By virtue of Lemma 1, it follows from condition (A7) that

dV (t, x(t0, ϕ)(t))
dt

= η + ζTγ(t) ≤ Φ(t)V (t, x(t0, ϕ)(t)) +O(t), a.e. t ≥ t0. (15)

This, together with (14), leads to

V (t, x(t0, ϕ)(t)) ≤ V (t0, x(t0, ϕ)(t0)) +
∫ t

t0

[Φ(s)V (s, x(t0, ϕ)(s)) +O(s)] ds

≤
(

V (t0, x(t0, ϕ)(t0)) +
∫ t

t0

O+(s)ds

)
+

∫ t

t0

Φ(s)V (s, x(t0, ϕ)(s))ds. (16)

Using Gronwall inequality, it obtains from (16) that

V (t, x(t0, ϕ)(t)) ≤
(

V (t0, x(t0, ϕ)(t0)) +
∫ t

t0

O+(s)ds

)
e
∫ t

t0
Φ(s)ds

=
(

V (t0, ϕ(t0)) +
∫ t

t0

O+(s)ds

)
e
∫ t

t0
Φ(s)ds

≤
(

V (t0, ϕ(t0)) +
∫ +∞

0

O+(s)ds

)
e
∫ +∞
0 Φ(s)ds

= (V (t0, ϕ(t0)) +O∗) C ∗, for all t ≥ t0, (17)

where O∗ =
∫ +∞
0

O+(s)ds and C ∗ = e
∫ +∞
0 Φ(s)ds are nonnegative constants. Using Condition (A5), it

implies from (17) that

‖x(t0, ϕ)(t)‖ ≤ ψ−1
1 ((V (t0, ϕ(t0)) +O∗) C ∗)

≤ ψ−1
1 ((ψ2(‖ϕ(t0)‖) +O∗) C ∗)

≤ ψ−1
1 ((ψ2(‖ϕ‖C) +O∗) C ∗) , for all t ≥ t0. (18)

Therefore, ∀δ > 0, take M = ψ−1
1 ((ψ2(δ) +O∗) C ∗) > 0, s.t. ‖x(t0, ϕ)(t)‖ ≤ M for any ‖ϕ‖C < δ and

t ≥ t0. This means that all Filippov solutions of TDFS (1) are uniformly bounded.

Remark 5 In Theorem 3, if Condition (A5) is replaced with Condition (A3), then we can only derive
x(t0, ϕ)(t) of TDFS (1) is bounded. In addition, when dealing with the boundness and uniform bound-
ness of the Filippov solutions for TDFS (1), we do not need to assume that the condition (A0) holds.
That is, removing the assumption (A0), the result of Theorem 3 is still correct.

Theorem 4 If there exists a LLC function V : R × Rn → R+ satisfying C-regularity and V (t, 0) = 0
for any t ∈ R, s.t. Condition (A2) holds and

(A9) for any η ∈ ∂tV (t, x) and ζ ∈ ∂xV (t, x),

η + ζTγ(t) ≤ Φ(t)V α(t, x), for a.e. t ∈ [t0,+∞),

where the constant 0 < α < 1, the function γ(t) ∈ F (t, x(t), x(t−τ(t))) is measurable and satisfies

ẋ(t) = γ(t), for a.e. t ∈ [t0,+∞),
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then TDFS (1) is FNTA at origin. Furthermore, the S-T is given as

T (t0, ϕ) = t0 +
V 1−α(t0, ϕ(t0)) + (1− α)(Φ∗ + N)

(1− α)`
. (19)

Proof. Similar to (5), by virtue of Lemma 1, it follows from the condition (A9) that

dV (t, x(t0, ϕ)(t))
dt

= η + ζTγ(t) ≤ Φ(t)V α(t, x(t0, ϕ)(t)), for a.e. t ≥ t0. (20)

From (20), it gets

V −α(t, x(t0, ϕ)(t))dV (t, x(t0, ϕ)(t)) ≤ Φ(t)dt. (21)

By integrating (21) between t0 to t, it has
∫ t

t0

V −α(t, x(t0, ϕ)(t))dV (t, x(t0, ϕ)(t)) ≤
∫ t

t0

Φ(s)ds. (22)

Recalling the inequality (11) and condition (A2), from (22), it has

V 1−α(t, x(t0, ϕ)(t))− V 1−α(t0, x(t0, ϕ)(t0)) ≤ (1− α)
∫ t

t0

Φ(s)ds

= (1− α)
∫ t

t0

Φ+(s)ds− (1− α)
∫ t

t0

Φ−(s)ds

≤ (1− α)
∫ +∞

0

Φ+(s)ds− (1− α)[`(t− t0)−N ]

= (1− α)(Φ∗ + N)− (1− α)`(t− t0), (23)

which yields

V 1−α(t, x(t0, ϕ)(t)) ≤ V 1−α(t0, ϕ(t0)) + (1− α)(Φ∗ + N)− (1− α)`(t− t0). (24)

In (24), letting V 1−α(t0, ϕ(t0)) + (1− α)(Φ∗ + N)− (1− α)`(t− t0) ≤ 0, then V 1−α(t, x(t0, ϕ)(t)) = 0
holds for any

t ≥ t0 +
V 1−α(t0, ϕ(t0)) + (1− α)(Φ∗ + N)

(1− α)`
, T (t0, ϕ). (25)

This implies x(t) = x(t0, ϕ)(t) = 0 for all t ≥ T (t0, ϕ).
In Theorem 4, if Φ = −` < 0, then Φ∗ =

∫ +∞
0

Φ+(s)ds = 0, N = 0 and the following result is
obtained.

Corollary 1 Assume that there exists a LLC function V : R × Rn → R+ satisfying C-regularity and
V (t, 0) = 0 for any t ∈ R, s.t. for any η ∈ ∂tV (t, x) and ζ ∈ ∂xV (t, x),

η + ζTγ(t) ≤ −`V α(t, x), for a.e. t ∈ [t0,+∞),

where 1 > α > 0 and ` > 0, the function γ(t) ∈ F (t, x(t), x(t− τ(t))) is measurable and satisfies

ẋ(t) = γ(t), for a.e. t ∈ [t0,+∞).

Then TDFS (1) is FNTA at origin. Furthermore, the S-T is given as

T (t0, ϕ) = t0 +
V 1−α(t0, ϕ(t0))

(1− α)`
.
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Theorem 5 If there exists a LLC function V : R × Rn → R+ satisfying C-regularity and V (t, 0) = 0
for any t ∈ R, s.t. Condition (A2) holds and

(A10) for any η ∈ ∂tV (t, x) and ζ ∈ ∂xV (t, x),

η + ζTγ(t) ≤ Φ(t)V α(t, x)− bV β(t, x), for a.e. t ∈ [t0,+∞),

where b > 0, 1 > α > 0 and β > 1, the function γ(t) ∈ F (t, x(t), x(t − τ(t))) is measurable and
satisfies

ẋ(t) = γ(t), for a.e. t ∈ [t0,+∞),

then TDFS (1) is FXTA at origin. Furthermore, the S-T can be estimated as T (t0, ϕ) ≤ t0 + T 1
max

T 1
max =

1
(1− α)`

+
1

b(β − 1)
+ Φ∗

(
1
`

+
1
b

)
+

N

`
. (26)

Proof. Similar to (5), using Lemma 1, it yields from Condition (A10) that

dV (t, x(t0, ϕ)(t))
dt

= η + ζTγ(t)

≤ Φ(t)V α(t, x(t0, ϕ)(t))− bV β(t, x(t0, ϕ)(t)), for a.e. t ∈ [t0,+∞). (27)

Firstly, let us prove there exists T ∗ ≥ t0 s.t. V (T ∗, x(t0, ϕ)(T ∗)) ≤ 1 and

T ∗ ≤ t0 +
1

b(β − 1)
+

Φ∗

b

def= T1. (28)

If it is not true, then 1 < V (t, x(t0, ϕ)(t)) for any t ∈ [t0, T1]. Thus, under the condition α < β, it
implies

V α(t, x(t0, ϕ)(t)) ≤ V β(t, x(t0, ϕ)(t)). (29)

It yields from (27) and (29) that

dV (t, x(t0, ϕ)(t))
dt

≤ Φ+(t)V α(t, x(t0, ϕ)(t))− bV β(t, x(t0, ϕ)(t))

≤ (
Φ+(t)− b

)
V β(t, x(t0, ϕ)(t)), a.e. t ≥ t0. (30)

From (30), it obtains

V −β(t, x(t0, ϕ)(t))dV (t, x(t0, ϕ)(t)) ≤ (
Φ+(t)− b

)
dt. (31)

By integrating (31) from t0 to T1, it gets

∫ T1

t0

V −β(t, x(t0, ϕ)(t))dV (t, x(t0, ϕ)(t)) ≤
∫ T1

t0

(
Φ+(t)− b

)
dt, (32)

which yields

1
1− β

V 1−β(T1, x(t0, ϕ)(T1)) ≤ 1
1− β

[
V 1−β(T1, x(t0, ϕ)(T1))− V 1−β(t0, x(t0, ϕ)(t0))

]

≤
∫ +∞

0

Φ+(t)dt−
∫ T1

t0

bdt = Φ∗ − b(T1 − t0). (33)

9



By substituting T1 = t0 + 1
b(β−1) + Φ∗

b into (33), it has

1
1− β

V 1−β(T1, x(t0, ϕ)(T1)) ≤ Φ∗ − b

(
t0 +

1
b(β − 1)

+
Φ∗

b
− t0

)
=

1
1− β

, (34)

which yields V 1−β(T1, x(t0, ϕ)(T1)) ≥ 1. Consequently, V (T1, x(t0, ϕ)(T1)) ≤ 1 due to 0 > 1 − β. This
is in contradiction with V (T1, x(t0, ϕ)(T1)) > 1.

Secondly, because b > 0, it yields from (27) that

dV (t, x(t0, ϕ)(t))
dt

≤ Φ(t)V α(t, x(t0, ϕ)(t)), for a.e. t ≥ T ∗. (35)

Similar to (21)-(24), by integrating between T ∗ to t, it has

V 1−α(t, x(t0, ϕ)(t)) ≤ V 1−α(T ∗, x(t0, ϕ)(T ∗)) + (1− α)Φ∗ − (1− α)[`(t− T ∗)−N ]. (36)

Since V (T ∗, x(t0, ϕ)(T ∗)) ≤ 1 and 0 < 1− α, it implies from (36) that

V (t, x(t0, ϕ)(t)) ≤ [1 + (1− α)(Φ∗ + N)− (1− α)`(t− T ∗)]
1

1−α . (37)

In (37), let

1 + (1− α)(Φ∗ + N)− (1− α)`(t− T ∗) ≤ 0, (38)

then V (t, x(t0, ϕ)(t)) = 0 holds for

t ≥ T ∗ +
1

(1− α)`
+

Φ∗ + N

`
. (39)

Recalling the formula T ∗ ≤ t0 + 1
b(β−1) + Φ∗

b , it implies that V (t, x(t0, ϕ)(t)) = 0 for any

t ≥ t0 +
1

b(β − 1)
+

Φ∗

b
+

1
(1− α)`

+
Φ∗ + N

`

def= t0 + T 1
max. (40)

Thus, x(t) = x(t0, ϕ)(t) ≡ 0 for all t ≥ t0 +T 1
max, where t0 +T 1

max is the upper bound of the S-T T (t0, ϕ)
In Theorem 5, if Φ = −` < 0, then Φ∗ =

∫ +∞
0

Φ+(s)ds = 0, N = 0 and the following result is
obtained.

Corollary 2 Assume that there exists a LLC function V : R × Rn → R+ satisfying C-regularity and
V (t, 0) = 0 for any t ∈ R, s.t. for any η ∈ ∂tV (t, x) and ζ ∈ ∂xV (t, x),

η + ζTγ(t) ≤ −`V α(t, x)− bV β(t, x), for a.e. t ∈ [t0,+∞),

where ` > 0, b > 0, 1 > α > 0 and β > 1, the function γ(t) ∈ F (t, x(t), x(t − τ(t))) is measurable and
satisfies

ẋ(t) = γ(t), for a.e. t ∈ [t0,+∞).

Then TDFS (1) is FXTA at origin. Furthermore, the S-T can be estimated as T (t0, ϕ) ≤ t0 + T̃ 1
max

T̃ 1
max =

1
(1− α)`

+
1

b(β − 1)
.

Theorem 6 If there exists a LLC function V : R × Rn → R+ satisfying C-regularity and V (t, 0) = 0
for any t ∈ R, s.t. Condition (A2) holds and
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(A11) for any η ∈ ∂tV (t, x) and ζ ∈ ∂xV (t, x),

η + ζTγ(t) ≤ Φ(t)eV σ(t,x)V 1−σ(t, x), for a.e. t ∈ [t0,+∞),

where the constant 1 > σ > 0, the function γ(t) ∈ F (t, x(t), x(t− τ(t))) is measurable and satisfies

ẋ(t) = γ(t), for a.e. t ∈ [t0,+∞),

then TDFS (1) is FXTA at origin. Furthermore, the S-T can be estimated as T (t0, ϕ) ≤ t0 + T 2
max

T 2
max =

1 + σ(Φ∗ + N)
σ`

. (41)

Proof. Similar to (5), using Lemma 1, it yields from Condition (A11) that

dV (t, x(t0, ϕ)(t))
dt

= η + ζTγ(t)

≤ Φ(t)eV σ(t,x(t0,ϕ)(t))V 1−σ(t, x(t0, ϕ)(t)), for a.e. t ∈ [t0,+∞). (42)

Set H(V ) = 1− e−V σ

, then dH = qe−V σ

V σ−1dV . Thus, the inequality (42) can be written as

dH

dt
≤ σΦ(t). (43)

By integrating (43) between t0 to t, it has

H(V (t, x(t0, ϕ)(t)))−H(V (t0, ϕ(t0))) ≤ σ

∫ t

t0

Φ(s)ds. (44)

Using the condition (A2), it follows from (44) that

H(V (t, x(t0, ϕ)(t))) ≤ H(V (t0, ϕ(t0))) + σ

∫ +∞

0

Φ+(s)ds− σ[`(t− t0)−N ]

= H(V (t0, ϕ(t0))) + σ(Φ∗ + N)− σ`(t− t0). (45)

Obviously, H(V (t, x(t0, ϕ)(t))) ≥ 0 because of V (t, x(t0, ϕ)(t)) ≥ 0. In (45), let

H(V (t0, ϕ(t0))) + σ(Φ∗ + N)− σ`(t− t0) ≤ 0, (46)

then H(V (t, x(t0, ϕ)(t))) = 0 for any

t ≥ t0 +
H(V (t0, ϕ(t0))) + σ(Φ∗ + N)

σ`

= t0 +
1− e−V σ(t0,ϕ(t0)) + σ(Φ∗ + N)

σ`

def= T (t0, ϕ). (47)

Consequently, V (t, x(t0, ϕ)(t)) = H−1(0) = 0 for any t ≥ T (t0, ϕ). This yields x(t) = x(t0, ϕ)(t) = 0 for
all t ≥ T (t0, ϕ). Because, 0 < e−V σ(t0,ϕ(t0)) ≤ 1, the S-T T (t0, ϕ) ≥ 0 and it is bounded on ϕ, that is,

T (t0, ϕ) = t0 +
1− e−V σ(t0,ϕ(t0)) + σ(Φ∗ + N)

σ`

≤ t0 +
1 + σ(Φ∗ + N)

σ`

def= t0 + T 2
max. (48)

Therefore, x(t) = x(t0, ϕ)(t) = 0 for all t ≥ t0 + T 2
max.

In Theorem 6, if Φ = −` < 0, then Φ∗ =
∫ +∞
0

Φ+(s)ds = 0, N = 0 and the following result is
obtained.
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Corollary 3 Assume that there exists a LLC function V : R × Rn → R+ satisfying C-regularity and
V (t, 0) = 0 for any t ∈ R, s.t. for any η ∈ ∂tV (t, x) and ζ ∈ ∂xV (t, x),

η + ζTγ(t) ≤ −`eV σ(t,x)V 1−σ(t, x), for a.e. t ∈ [t0,+∞),

where ` > 0 and 1 > σ > 0, the function γ(t) ∈ F (t, x(t), x(t− τ(t))) is measurable and satisfies

ẋ(t) = γ(t), for a.e. t ∈ [t0,+∞).

Then TDFS (1) is FXTA at origin. Furthermore, the S-T can be estimated as T (t0, ϕ) ≤ t0 + T̃ 2
max

T̃ 2
max =

1
σ`

.

4 Application to DSNNs

Consider a delayed switched neural networks (DSNNs):

dxi(t)
dt

=ai(t)xi(t) +
n∑

j=1

Pij(xi(t))fj(xj(t)) +
n∑

j=1

Qij(xi(t))gj(xj(t− τ(t))) + ui(t),

i ∈ N = {1, 2, . . . , n}, (49)

where xi(t) denotes neuron state; fj(·) and gj(·) are neuron activations; τ(t) denotes time-varying
delay; ui(t) denotes the external input; ai(t) denotes self-inhibition; Pij(xi(t)) and Qij(xi(t)) denotes
the connection weights which are measurable and possess following discontinuous property:

Pij(xi(t)) =

{
P̂ij , if |xi(t)| ≤ Ji,

P̌ij , if |xi(t)| > Ji,

Qij(xi(t)) =

{
Q̂ij , if |xi(t)| ≤ Ji,

Q̌ij , if |xi(t)| > Ji,

where i, j ∈ N, P̂ij , P̌ij , Q̂ij and Q̌ij are constants, the switching jumps Ji > 0.
The following two assumptions are needed.

(H1) The activation fj satisfies fj(0) = 0. Moreover, for any z, z∗ ∈ R and j ∈ N, there exist Kj > 0
s.t.

|fj(z)− fj(z∗)| ≤ Kj |z − z∗|.

(H2) The activation gj satisfies gj(0) = 0 and |gj(·)| ≤ Mj , where the constants Mj > 0.

By applying the DI theory with set-valued maps, if x(t) = x(t0, ϕ)(t) is a Filippov solution of DSNNs
(49) under initial-value (t0, ϕ) ∈ R+ × C([t0 − τ, t0],Rn), then it satisfies

dxi(t)
dt

∈ ai(t)xi(t) +
n∑

j=1

co[Pij(xi(t))]fj(xj(t)) +
n∑

j=1

co[Qij(xi(t))]gj(xj(t− τ(t))) + ui(t), (50)

for a.e. t ≥ t0, where

co[Pij(xi(t))] =





P̂ij , |xi(t)| < Ji,

[Pij ,Pij ], |xi(t)| = Ji,

P̌ij , |xi(t)| > Ji,

12



co[Qij(xi(t))] =





Q̂ij , |xi(t)| < Ji,

[Qij ,Qij ], |xi(t)| = Ji,

Q̌ij , |xi(t)| > Ji,

Pij = max{P̂ij , P̌ij}, Pij = min{P̂ij , P̌ij}, Qij = max{Q̂ij , Q̌ij} and Qij = min{Q̂ij , Q̌ij}, i, j ∈
N. Thus, there exist measurable selections pij(t) ∈ co[Pij(xi(t))] and qij(t) ∈ co[Qij(xi(t))] such that
for a.e. t ≥ t0,

dxi(t)
dt

= ai(t)xi(t) +
n∑

j=1

pij(t)fj(xj(t)) +
n∑

j=1

qij(t)gj(xj(t− τ(t))) + ui(t). (51)

To ensure the stabilization and attractivity of DSNNs (49), several control protocols are developed:

ui(t) = −cixi(t)− hisign(xi(t)), (52)

where ci and hi are control gains.

ui(t) = −cixi(t) +
1
2

(
n

ϑ−1
2 Φ+(t)− Φ−(t)

)
|xi(t)|ϑsign(xi(t))− hisign(xi(t)), (53)

where ci and hi are control gains, the time-varying control gains Φ+(t) = 0 ∨Φ(t), Φ−(t) = 0 ∨ [−Φ(t)]
and Φ(t) is a continuous function, the constant 0 < ϑ < 1.

ui(t) =− cixi(t) +
1
2

(
n

ϑ−1
2 Φ+(t)− Φ−(t)

)
|xi(t)|ϑsign(xi(t))

− 1
2
n

ω−1
2 b|xi(t)|ωsign(xi(t))− hisign(xi(t)), (54)

where ci, hi and b > 0 are control gains, the time-varying control gains Φ+(t) = Φ(t) ∨ 0, Φ−(t) =
[−Φ(t)] ∨ 0 and Φ(t) is a continuous function, the constants 0 < ϑ < 1 and ω > 1.

ui(t) = −cixi(t) +
1
2

(
n−

%
2 Φ+(t)− Φ−(t)

)
e(

∑n
i=1 x2

i (t))
%
2 · |xi(t)|1−%sign(xi(t))− hisign(xi(t)).

(55)

where ci and hi are control gains, the time-varying control gains Φ+(t) = Φ(t) ∨ 0, Φ−(t) = [−Φ(t)] ∨ 0
and Φ(t) is a continuous function, the constant 0 < % < 1.

Theorem 7 Let the hypotheses (H1) and (H2) hold. The function Φ(t) = 2 maxi∈N{ai(t)} is continuous
and satisfies the condition (A1). Assume further that

(H3) for each i ∈ N, 2ci ≥
n∑

j=1

(
PD

ij Kj + PD
ji Ki

)
and hi ≥

n∑
j=1

QD
ij Mj , where PD

ij = max{|Pij |, |Pij |}
and QD

ij = max{|Qij |, |Qij |}.
Then the origin of DSNNs (49) is stable under the control protocol (52).

Proof. Take V (t, x) =
∑n

i=1 x2
i (t) as the Lyapunov function and compute the derivative of V (t, x)
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along (49), it has

V̇ (t, x) = 2
n∑

i=1

xi(t)
dxi(t)

dt

= 2
n∑

i=1

xi(t)


ai(t)xi(t) +

n∑

j=1

pij(t)fj(xj(t)) +
n∑

j=1

qij(t)gj(xj(t− τ(t))) + ui(t)




≤ 2
n∑

i=1

ai(t)x2
i (t) + 2

n∑

i=1

n∑

j=1

|pij(t)||fj(xj(t))||xi(t)|

+ 2
n∑

i=1

n∑

j=1

|qij(t)||gj(xj(t− τ(t)))||xi(t)|+ 2
n∑

i=1

xi(t)ui(t), (56)

for a.e. t ≥ t0 ≥ 0. Using the hypotheses (H1) and (H2), it implies from (56) that

V̇ (t, x) ≤ 2
n∑

i=1

ai(t)x2
i (t) + 2

n∑

i=1

n∑

j=1

PD
ij Kj |xj(t)||xi(t)|

+ 2
n∑

i=1

n∑

j=1

QD
ij Mj |xi(t)|+ 2

n∑

i=1

xi(t)ui(t). (57)

Since 2|xj(t)||xi(t)| ≤ x2
j (t) + x2

i (t), one has

2
n∑

i=1

n∑

j=1

PD
ij Kj |xj(t)||xi(t)| ≤

n∑

i=1

n∑

j=1

PD
ij Kjx

2
j (t) +

n∑

i=1

n∑

j=1

PD
ij Kjx

2
i (t)

=
n∑

i=1

n∑

j=1

PD
ji Kix

2
i (t) +

n∑

i=1

n∑

j=1

PD
ij Kjx

2
i (t)

=
n∑

i=1

n∑

j=1

(
PD

ji Ki + PD
ij Kj

)
x2

i (t). (58)

It yields from (57) and (58) that

V̇ (t, x) ≤ 2
n∑

i=1

ai(t)x2
i (t) +

n∑

i=1

n∑

j=1

(
PD

ji Ki + PD
ij Kj

)
x2

i (t)

+ 2
n∑

i=1

n∑

j=1

QD
ij Mj |xi(t)|+ 2

n∑

i=1

xi(t)ui(t). (59)

Substituting the control protocol (52) into (59) and using the condition (H3), it gets

V̇ (t, x) ≤ 2max
i∈N

{ai(t)}
n∑

i=1

x2
i (t)−

n∑

i=1


2ci −

n∑

j=1

(
PD

ji Ki + PD
ij Kj

)

 x2

i (t)

− 2
n∑

i=1


hi −

n∑

j=1

QD
ij Mj


 |xi(t)|

≤ Φ(t)V (t, x), (60)

where Φ(t) = 2 maxi∈N{ai(t)} satisfies the condition (A1). By applying Theorem 1, DSNNs (49) is
stable at origin under the control protocol (52).
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Remark 6 In Theorem 7, if the condition (A1) is replaced by (A2), then DSNNs (49) is uniformly
asymptotically stable at origin under the control protocol (52).

Theorem 8 Let the hypotheses (H1) and (H2) hold. The continuous function Φ(t) of control protocol
(53) satisfies the condition (A2). Assume further that

(H4) for any t ∈ R and i ∈ N, 2ci ≥ 2ai(t) +
n∑

j=1

(
PD

ij Kj + PD
ji Ki

)
and hi ≥

n∑
j=1

QD
ij Mj , where

PD
ij = max{|Pij |, |Pij |} and QD

ij = max{|Qij |, |Qij |}.
Then DSNNs (49) is FNTA at origin under the protocol (53). Furthermore, the S-T is given as

T (t0, ϕ) = t0 +
V 1−ϑ+1

2 (t0, ϕ(t0)) + (1− ϑ+1
2 )(Φ∗ + N)

(1− ϑ+1
2 )`

= t0 +
2

(
n∑

i=1

ϕ2
i (t0)

) 1−ϑ
2

+ (1− ϑ)(Φ∗ + N)

(1− ϑ)`
. (61)

Proof. Similar to Theorem 7 with the same Lyapunov function, substituting the control protocol (53)
into (59) and using the condition (H4), it gets

V̇ (t, x) ≤ −
n∑

i=1


2ci − 2ai(t)−

n∑

j=1

(
PD

ji Ki + PD
ij Kj

)

 x2

i (t)

− 2
n∑

i=1


hi −

n∑

j=1

QD
ij Mj


 |xi(t)|+ n

ϑ−1
2 Φ+(t)

n∑

i=1

|xi(t)|ϑ+1 − Φ−(t)
n∑

i=1

|xi(t)|ϑ+1

≤ n
ϑ−1

2 Φ+(t)
n∑

i=1

|xi(t)|ϑ+1 − Φ−(t)
n∑

i=1

|xi(t)|ϑ+1. (62)

Since 0 < ϑ < 1, by Lemma 2, it yields
(

n∑

i=1

|xi(t)|2
) 1

2

≤
(

n∑

i=1

|xi(t)|ϑ+1

) 1
ϑ+1

≤ n
1

ϑ+1− 1
2

(
n∑

i=1

|xi(t)|2
) 1

2

. (63)

Because 0 ≤ Φ+(t), 0 ≤ Φ−(t) and Φ(t) = Φ+(t)− Φ−(t), it implies from (62) and (63) that

V̇ (t, x) ≤ n
ϑ−1

2 Φ+(t)
(
n

1
ϑ+1− 1

2

)ϑ+1
(

n∑

i=1

|xi(t)|2
)ϑ+1

2

− Φ−(t)

(
n∑

i=1

|xi(t)|2
)ϑ+1

2

= (Φ+(t)− Φ−(t))

(
n∑

i=1

x2
i (t)

)ϑ+1
2

= Φ(t)V
ϑ+1
2 (t, x). (64)

Obviously, 0 < ϑ+1
2 < 1. By applying Theorem 4, DSNNs (49) is FNTA at origin under the protocol

(53). Furthermore, the S-T can be given by (61).

Theorem 9 Under Hypotheses (H1), (H2) and (H4), if the continuous function Φ(t) of control pro-
tocol (54) satisfies the condition (A2), then DSNNs (49) is FXTA at origin under the protocol (54).
Furthermore, the S-T can be estimated as T (t0, ϕ) ≤ t0 + T 3

max

T 3
max =

2
(1− ϑ)`

+
2

b(ω − 1)
+ Φ∗

(
1
`

+
1
b

)
+

N

`
. (65)
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Proof. Similar to Theorem 7 with the same Lyapunov function, substituting the control protocol (54)
into (59) and using the condition (H4), it gets

V̇ (t, x) ≤ −
n∑

i=1


2ci − 2ai(t)−

n∑

j=1

(
PD

ji Ki + PD
ij Kj

)

 x2

i (t)

− 2
n∑

i=1


hi −

n∑

j=1

QD
ij Mj


 |xi(t)|+ n

ϑ−1
2 Φ+(t)

n∑

i=1

|xi(t)|ϑ+1

− Φ−(t)
n∑

i=1

|xi(t)|ϑ+1 − n
ω−1

2 b
n∑

i=1

|xi(t)|ω+1

≤ n
ϑ−1

2 Φ+(t)
n∑

i=1

|xi(t)|ϑ+1 − Φ−(t)
n∑

i=1

|xi(t)|ϑ+1 − n
ω−1

2 b
n∑

i=1

|xi(t)|ω+1. (66)

Since ω > 1, applying Lemma 2, one has

(
n∑

i=1

|xi(t)|2
) 1

2

≤ n
1
2− 1

ω+1

(
n∑

i=1

|xi(t)|ω+1

) 1
ω+1

. (67)

which implies

n
1−ω

2

(
n∑

i=1

|xi(t)|2
)ω+1

2

≤
n∑

i=1

|xi(t)|ω+1. (68)

It can deduce from (63), (66) and (68) that

V̇ (t, x) ≤ n
ϑ−1

2 Φ+(t)
(
n

1
ϑ+1− 1

2

)ϑ+1
(

n∑

i=1

|xi(t)|2
)ϑ+1

2

− Φ−(t)

(
n∑

i=1

|xi(t)|2
)ϑ+1

2

− n
ω−1

2 bn
1−ω

2

(
n∑

i=1

|xi(t)|2
)ω+1

2

= (Φ+(t)− Φ−(t))

(
n∑

i=1

x2
i (t)

)ϑ+1
2

− b

(
n∑

i=1

x2
i (t)

)ω+1
2

= Φ(t)V
ϑ+1
2 (t, x)− bV

ω+1
2 (t, x). (69)

Obviously, 0 < ϑ+1
2 < 1 and ω+1

2 > 1. By applying Theorem 5, DSNNs (49) is FXTA at origin under
the protocol (54). Furthermore, the S-T can be estimated as T (t0, ϕ) ≤ t0 +T 3

max, where T 3
max has been

given by (65).

Theorem 10 Under Hypotheses (H1), (H2) and (H4), if the continuous function Φ(t) of protocol (55)
satisfies the condition (A2), then DSNNs (49) is FXTA at origin under the protocol (55). Furthermore,
the S-T can be estimated as T (t0, ϕ) ≤ t0 + T 4

max

T 4
max =

2 + %(Φ∗ + N)
%`

. (70)
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Proof. Similar to Theorem 7 with the same Lyapunov function, substituting the control protocol (55)
into (59) and using the condition (H4), it gets

V̇ (t, x) ≤ −
n∑

i=1


2ci − 2ai(t)−

n∑

j=1

(
PD

ji Ki + PD
ij Kj

)

 x2

i (t)

− 2
n∑

i=1


hi −

n∑

j=1

QD
ij Mj


 |xi(t)|+ n−

%
2 Φ+(t)e(

∑n
i=1 x2

i (t))
%
2

n∑

i=1

|xi(t)|2−%

− Φ−(t)e(
∑n

i=1 x2
i (t))

%
2

n∑

i=1

|xi(t)|2−%

≤ n−
%
2 Φ+(t)e(

∑n
i=1 x2

i (t))
%
2

n∑

i=1

|xi(t)|2−% − Φ−(t)e(
∑n

i=1 x2
i (t))

%
2

n∑

i=1

|xi(t)|2−%. (71)

Since 1 > % > 0, applying Lemma 2, it yields

(
n∑

i=1

|xi(t)|2
) 1

2

≤
(

n∑

i=1

|xi(t)|2−%

) 1
2−%

≤ n
1

2−%− 1
2

(
n∑

i=1

|xi(t)|2
) 1

2

. (72)

Because 0 ≤ Φ+(t), 0 ≤ Φ−(t) and Φ(t) = Φ+(t)− Φ−(t), it yields from (71) and (72) that

V̇ (t, x) ≤ n−
%
2 Φ+(t)e(

∑n
i=1 x2

i (t))
%
2

(
n

1
2−%− 1

2

)2−%
(

n∑

i=1

|xi(t)|2
) 2−%

2

− Φ−(t)e(
∑n

i=1 x2
i (t))

%
2

(
n∑

i=1

|xi(t)|2
) 2−%

2

= (Φ+(t)− Φ−(t))e(
∑n

i=1 x2
i (t))

%
2

(
n∑

i=1

x2
i (t)

)1− %
2

= Φ(t)eV
%
2 (t,x)V 1− %

2 (t, x). (73)

Obviously, 0 < %
2 < 1. By applying Theorem 6, DSNNs (49) is FXTA at origin under the protocol (55).

Furthermore, the S-T can be estimated as T (t0, ϕ) ≤ t0 + T 4
max, where T 4

max has been given by (70).

5 Illustrative examples

Lemma 3 ([35]) Set G(t) = 2
1+t − t| cos t|, t ∈ [0,+∞), then there exist ` > 0 and N > 0 s.t.

∫ t

t0

G(s)ds ≤ −`(t− t0) + N, ∀t ≥ t0 ≥ 0,

where ` = 4
3π and N = 2 ln

(
1 + 3π

2

)
+ 2.

Example 1 Consider the 2-D DSNNs (49) possessing the following switched connection weights

P11(x1) =

{
−0.4, |x1| ≤ 0.45,

−0.3, |x1| > 0.45,
P12(x1) =

{
2.2, |x1| ≤ 0.45,

1.5, |x1| > 0.45,
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Figure 1: State variables of DSNNs (49) under the protocol (52) in Example 1.

P21(x2) =

{
0.2, |x2| ≤ 0.45,

0.3, |x2| > 0.45,
P22(x2) =

{
1.5, |x2| ≤ 0.45,

1.4, |x2| > 0.45.

Q11(x1) =

{
−1.3, |x1| ≤ 0.45,

−1.1, |x1| > 0.45,
Q12(x1) =

{
1.2, |x1| ≤ 0.45,

0.8, |x1| > 0.45,

Q21(x2) =

{
0.1, |x2| ≤ 0.45,

0.2, |x2| > 0.45,
Q22(x2) =

{
−1.6, |x2| ≤ 0.45,

−1.2, |x2| > 0.45.

The time delay τ(t) = 2. The self-inhibitions are taken as ai(t) = 1
1+t2 (i = 1, 2), then Φ(t) =

2maxi∈N{ai(t)} = 2
1+t2 and

∫ +∞
0

Φ+(s)ds =
∫ +∞
0

2
1+s2 ds = π < +∞. This means the condition (A1)

holds. The neuron activations are taken as

fj(z) = 0.4z, j = 1, 2,

gj(z) = 0.02 tanh(z), j = 1, 2.

Clearly, fj satisfies the condition (H1) with Kj = 0.4 (j = 1, 2) and gj satisfies the condition (H2) with
Mj = 0.02 (j = 1, 2). Let us select the control protocol (52) with c1 = 1, c2 = 1.5, h1 = 0.06 and

h2 = 0.04. Clearly, 2 = 2c1 ≥
n∑

j=1

(
PD

1jKj + PD
j1K1

)
= 1.32, 3 = 2c2 ≥

n∑
j=1

(
PD

ij Kj + PD
j2K2

)
= 2.2,

0.06 = h1 ≥
n∑

j=1

QD
1jMj = 0.05 and 0.04 = h2 ≥

n∑
j=1

QD
2jMj = 0.036. Thus, the condition (H3) is

satisfied. By Theorem 7, the origin of DSNNs (49) is stable under the control protocol (52). Take 7
random initial states and the initial time t0 = 0, the simulation is given in Fig. 1.

Example 2 Consider the 2-D DSNNs (49) possessing the same switched connection weights as Example
1. The time delay τ(t) = 1. The self-inhibitions are taken as ai(t) = 1(i = 1, 2). The activations are
taken as

fj(z) = 0.8z, j = 1, 2,

gj(z) = 0.5 sin(z), j = 1, 2.

Clearly, fj satisfies the condition (H1) with Kj = 0.8 (j = 1, 2) and gj satisfies the condition (H2) with
Mj = 0.5 (j = 1, 2). In the control protocol (53), take c1 = 3, c2 = 3.5, h1 = 2, h2 = 1, ϑ = 0.5 and
Φ(t) = 2

1+t+t2 − t| cos t|. Obviously,

Φ∗ =
∫ +∞

0

Φ+(s)ds ≤
∫ +∞

0

2
1 + s2

ds = π < +∞. (74)
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Because Φ(t) = Φ+(t)− Φ−(t), applying Lemma 3, it yields

∫ t

t0

Φ−(s)ds =
∫ t

t0

Φ+(s)ds−
∫ t

t0

Φ(s)ds

≥ −
∫ t

t0

Φ(s)ds = −
∫ t

t0

(
2

1 + s + s2
− s| cos s|

)
ds

≥ −
∫ t

t0

(
2

1 + s
− s| cos s|

)
ds

≥ `(t− t0)−N, (75)

where ` = 4
3π and N = 2 ln

(
1 + 3π

2

)
+ 2. This means the condition (A2) holds. Clearly, 6 = 2c1 ≥

2a1(t) +
n∑

j=1

(
PD

1jKj + PD
j1K1

)
= 4.64, 7 = 2c2 ≥ 2a2(t) +

n∑
j=1

(
PD

2jKj + PD
j2K2

)
= 6.4 and 2 = h1 ≥

n∑
j=1

QD
1jMj = 1.25 and 1 = h2 ≥

n∑
j=1

QD
2jMj = 0.9. Thus, the condition (H4) is satisfied. By Theorem

8, the origin of DSNNs (49) is FNTA under the control protocol (53). Take 7 random initial states and
the initial time t0 = 0, the simulation is given in Fig. 2.
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Figure 2: State variables of DSNNs (49) under the protocol (53) in Example 2.

Example 3 Consider the 3-D DSNNs (49) possessing the following switched connection weights

P11(x1) =

{
1.5, |x1| ≤ 0.8,

0.6, |x1| > 0.8,
P12(x1) =

{
−0.8, |x1| ≤ 0.8,

−0.7, |x1| > 0.8,

P13(x1) =

{
−0.3, |x1| ≤ 0.8,

−0.2, |x1| > 0.8,
P21(x2) =

{
0.6, |x2| ≤ 0.8,

0.4, |x2| > 0.8,

P22(x2) =

{
1.2, |x2| ≤ 0.8,

0.5, |x2| > 0.8,
P23(x2) =

{
0.9, |x2| ≤ 0.8,

1.3, |x2| > 0.8.

P31(x3) =

{
0.7, |x3| ≤ 0.8,

1.2, |x3| > 0.8,
P32(x3) =

{
−0.4, |x3| ≤ 0.8,

−0.2, |x3| > 0.8.

P33(x3) =

{
0.3, |x3| ≤ 0.8,

0.5, |x3| > 0.8,
Q11(x1) =

{
2, |x1| ≤ 0.8,

1.5, |x1| > 0.8.

Q12(x1) =

{
−1.8, |x1| ≤ 0.8,

−1.6, |x1| > 0.8,
Q13(x1) =

{
−1.4, |x1| ≤ 0.8,

−1.2, |x1| > 0.8,
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Q21(x2) =

{
1.6, |x2| ≤ 0.8,

1.3, |x2| > 0.8,
Q22(x2) =

{
2.2, |x2| ≤ 0.8,

1.7, |x2| > 0.8.

Q23(x2) =

{
1.8, |x2| ≤ 0.8,

2.1, |x2| > 0.8,
Q31(x3) =

{
1.4, |x3| ≤ 0.8,

1.6, |x3| > 0.8.

Q32(x3) =

{
−1.9, |x3| ≤ 0.8,

−1.8, |x3| > 0.8,
Q33(x3) =

{
1.5, |x3| ≤ 0.8,

2.1, |x3| > 0.8.

The time delay τ(t) = 1. The activations are taken as

fj(z) = 0.5z, j = 1, 2, 3,

gj(z) = 0.2 tanh(z), j = 1, 2, 3.

Clearly, fj satisfies the condition (H1) with Kj = 0.5 (j = 1, 2, 3) and gj satisfies the condition (H2)
with Mj = 0.2 (j = 1, 2, 3).

Let us select the control protocol (54) with c1 = c2 = c3 = 3, h1 = h2 = h3 = 2, ϑ = 1
2 , ω = 2

and b = 1. Take Φ(t) = 2
1+t+t2 − t| cos t| which satisfies the condition (A2). The self-inhibitions

are taken as ai(t) = 1(i = 1, 2, 3). Clearly, 6 = 2c1 ≥ 2a1(t) +
n∑

j=1

(
PD

1jKj + PD
j1K1

)
= 4.95, 6 =

2c2 ≥ 2a2(t) +
n∑

j=1

(
PD

2jKj + PD
j2K2

)
= 4.75, 6 = 2c3 ≥ 2a3(t) +

n∑
j=1

(
PD

3jKj + PD
j3K3

)
= 4.1 and

2 = h1 ≥
n∑

j=1

QD
1jMj = 1.04, 2 = h2 ≥

n∑
j=1

QD
2jMj = 1.18 and 2 = h3 ≥

n∑
j=1

QD
3jMj = 1.12. Thus, the

condition (H4) is satisfied. By Theorem 9, DSNNs (49) is FXTA at origin under the protocol (54). Take
8 random initial states and the initial time t0 = 0, the simulation is given in Fig. 3.
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Figure 3: State variables of DSNNs (49) under the protocol (54) in Example 3.

Let us select the control protocol (55) with c1 = c2 = c3 = 4, h1 = h2 = h3 = 2 and % = 1
2 .

Take Φ(t) = 2
1+t+t2 − t| cos t| which satisfies the condition (A2). The self-inhibitions are taken as

ai(t) = 2(i = 1, 2, 3). Clearly, the condition (H4) is satisfied. By Theorem 10, DSNNs (49) is FXTA at
origin under the protocol (55). Take 8 random initial states and the initial time t0 = 0, the simulation
is given in Fig. 4.

6 Conclusions

This paper explored the stability and finite/fixed-time attractivity problems for TDFS. By means of
time-delayed differential inclusions and indefinite derivative Lyapunov function method, several novel
criteria were provided to ascertain the stability, uniform stability, uniform asymptotic stability and
uniform boundedness of zero for TDFS. Moreover, several more relaxed FNTA and FXTA criteria were
developed for TDFS, in which some more flexible and diverse of settling time estimates were provided.
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Figure 4: State variables of DSNNs (49) under the protocol (55) in Example 3.

Different from the traditional neural networks model possessing discontinuous activation, the DSNNs
model with switching neuron connection weights was considered. By designing four control protocols
with indefinite time-varying control gains, the stabilization and FNTA/FXTA of DSNNs have been
analyzed. Simulation examples were provided to substantiate the effectiveness of theoretical results. In
future studies, the stochastic/ impulsive neurodynamics and feedback control problems are expected to
be explored further [36-41].

References

[1] A. F. Filippov, Differential Equations with Discontinuous Right-hand Side, in: Mathematics and
Its Applications (Soviet Series), Kluwer Academic, Boston, 1988.

[2] J. P. Aubin, A. Cellina, Differential Inclusions, Set-Valued Functions and Viability Theory,
Springer-Verlag, Berlin, 1984.

[3] G. Haddad, Monotone viable trajectories for functional differential inclusions, J. Differential Equa-
tions 42(1) (1981) 1–24.

[4] A. Surkov, On the stability of functional-differential inclusions with the use of invariantly differen-
tiable Lyapunov functionals, Differential Equations, 43 (8) (2007), 1079-1087.

[5] K. N. Wang, A. N. Michel, Stability analysis of differential inclusions in banach space with appli-
cation to nonlinear systems with time delays, IEEE Trans. Circuits Syst. I, 43(8) (1996), 617-626.

[6] K. Z. Liu, X. M. Sun, J. Liu, A. R. Teel, Stability theorems for delay differential inclusions, IEEE
Trans. Autom. Control, 61 (2016), 3215-3220.

[7] Z. W. Cai, L. H. Huang, Lyapunov-Krasovskii stability analysis of delayed Filippov system: Appli-
cations to neural networks with switching control, International Journal of Robust and Nonlinear
Control, 30 (2) (2020), 699-718.

[8] Z. W. Cai, J. H. Huang, L. H. Huang, Generalized Lyapunov-Razumikhin method for retarded
differential inclusions: Applications to discontinuous neural networks, Discrete & Continuous Dy-
namical Systems-Series B, 22 (9) (2017), 3591-3614.

[9] Z. W. Cai, L. H. Huang, Generalized Lyapunov approach for functional differential inclusions,
Automatica, 113 (2020), 108740.

[10] S. P. Bhat, D. S. Bernstein, Finite-time stability of continuous autonomous systems, SIAM J.
Control Optim., 38 (3) (2000), 751-766.

[11] Y. Orlov, Finite time stability and robust control synthesis of uncertain switched systems, SIAM
J. Control Optim., 43 (4) (2005), 1253-1271.

[12] E. Moulay, M. Dambrine, N. Yeganefar, W. Perruquetti, Finite-time stability and stabilization of
time-delay systems, Systems & Control Letters, 57 (7) (2008), 561-566.

[13] X. D. Li, D. W. C. Ho, J. D. Cao, Finite-time stability and settling-time estimation of nonlinear
impulsive systems, Automatica, 99 (2019), 361-368.

21



[14] X. Yu, J. L. Yin, S. Khoo, Generalized Lyapunov criteria on finite-time stability of stochastic
nonlinear systems, Automatica, 107 (2019), 183-189.

[15] A. Polyakov, Nonlinear feedback design for fixed-time stabilization of linear control systems, IEEE
Trans. Autom. Control, 57 (8) (2012), 2106-2110.

[16] A. Polyakov, D. Efimov, W. Perruquetti, Finite-time and fixed-time stabilization: Implicit Lya-
punov function approach, Automatica, 51 (2015), 332-340.

[17] W. L. Lu, X. W. Liu, T. P. Chen, A note on finite-time and fixed-time stability, Neural Networks,
81 (2016), 11-15.

[18] C. Hu, J. Yu, Z. Chen, H. Jiang, T. Huang, Fixed-time stability of dynamical systems and fixed-time
synchronization of coupled discontinuous neural networks, Neural Networks, 89 (2017), 74-83.

[19] C. Hu, H. Jiang, Special functions-based fixed-time estimation and stabilization for dynamic sys-
tems, IEEE Trans. Syst., Man, Cybern., Syst., 52 (5) (2022), 3251-3262.

[20] F. Kong, Q. Zhu, T. Huang, New fixed-time stability lemmas and applications to the discontinuous
fuzzy inertial neural networks, IEEE Trans. Fuzzy Syst., 29 (12) (2021), 3711-3722.

[21] F. Kong, Q. Zhu, T. Huang, Fixed-time stability for discontinuous uncertain inertial neural net-
works with time-varying delays, IEEE Trans. Syst., Man, Cybern., Syst., to be published, doi:
10.1109/TSMC.2021.3096261.

[22] Z. Cai, L. Huang, Z. Wang, Novel fixed-time stability criteria for discontinuous nonautonomous
systems: Lyapunov method with indefinite derivative, IEEE Trans. Cybern., to be published, doi:
10.1109/TCYB.2020.3025754.

[23] Z. Cai, L. Huang, Z. Wang, Finite-/Fixed-time stability of nonautonomous functional differential
inclusion: Lyapunov approach involving indefinite derivative, IEEE Trans. Neural Netw. Learn.
Syst., to be published, doi: 10.1109/TNNLS.2021.3083396.

[24] Z. Wang, J. Cao, Z. Cai, M. Abdel-Aty, A novel Lyapunov theorem on finite/fixed-time stability
of discontinuous impulsive systems, Chaos, 30 (2020), 013139.

[25] S. P. Wen, Z. G. Zeng, T. W. Huang, Q. G. Meng, W. Yao, Lag synchronization of switched neural
networks via neural activation function and applications in image encryption, IEEE Trans. Neural
Netw. Learn. Syst., 26 (7) (2015), 1493-1502.

[26] S. P. Wen, Z. G. Zeng, M. Z. Q. Chen, T. W. Huang, Synchronization of switched neural networks
with communication delays via the event-triggered control, IEEE Trans. Neural Netw. Learn. Syst.,
28 (10) (2017), 2334-2343.

[27] L. M. Wang, Y. Shen, G. D. Zhang, Synchronization of a class of switched neural networks with
time-varying delays via nonlinear feedback control, IEEE Trans. Cybern., 46 (10) (2016), 2300-
2310.

[28] Z. Y. Guo, J. X. Ci, J. Wang, Multi-periodicity of switched neural networks with time delays and
periodic external inputs under stochastic disturbances, Neural Networks, 141 (2021), 107-119.

[29] Z. Y. Guo, H. Xie, J. Wang, Finite-time and fixed-time synchronization of coupled switched neu-
ral networks nubject to ntochastic disturbances, IEEE Trans. Syst., Man, Cybern., Syst., to be
published, doi: 10.1109/TSMC.2022.3146892.

[30] Z. Y. Guo, L. H. Huang, Generalized Lyapunov method for discontinuous systems, Nonlinear Anal.
71 (2009) 3083-3092.

[31] F. H. Clarke, Optimization and Nonsmooth Analysis, Wiley, New York, 1983.

[32] J. Cortés, Discontinuous dynamical systems, IEEE Control Syst. Mag. 28(3) (2008) 36–73.

[33] M. Forti, M. Grazzini, P. Nistri, L. Pancioni, Generalized Lyapunov approach for convergence of
neural networks with discontinuous or non-Lipschitz activations, Physica D, 214 (1) (2006), 88-99.

22



[34] G. H. Hardy, J. E. Littlewood, G. Polya, Inequalities, Cambridge University Press, London, 1988.

[35] B. Zhou, Stability analysis of non-linear time-varying systems by Lyapunov functions with indefinite
derivatives, IET Control Theory & Applications, 11 (9) (2017), 1434-1442.

[36] Q. X. Zhu, J. D. Cao, Stability analysis of Markovian jump stochastic BAM neural networks with
impulse control and mixed time delays, IEEE Trans. Neural Netw. Learn. Syst., 23 (3) (2012),
467-479.

[37] Q. X. Zhu, J. D. Cao, Robust exponential stability of markovian jump impulsive stochastic Cohen-
Grossberg neural networks with mixed time delays, IEEE Trans. Neural Netw., 21 (8) (2010),
1314-1325.

[38] Q. X. Zhu, Stabilization of stochastic nonlinear delay systems with exogenous disturbances and the
event-triggered feedback control, IEEE Trans. Autom. Control, 64 (9) (2019), 3764-3771.

[39] Q. X. Zhu, H. Wang, Output feedback stabilization of stochastic feedforward systems with unknown
control coefficients and unknown output function, Automatica, 87 (2018), 166-175.

[40] L. J. Pan, Q. Song, J. D. Cao, M. Ragulskis, Pinning Impulsive synchronization of stochastic
delayed neural networks via uniformly stable function, IEEE Trans. Neural Netw. Learn. Syst., to
be published, doi: 10.1109/TNNLS.2021.3057490.

[41] H. Y. Li, J. A. Fang, X. F. Li, L. Rutkowski, T. W. Huang, Event-triggered impulsive synchroniza-
tion of discrete-time coupled neural networks with stochastic perturbations and multiple delays,
Neural Networks, 132 (2020), 447-460.

23


