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Abstract: The paper assesses the feasibility of forming a 
composite excitation pulse with a high potential to combat 
the noise and onset ambiguity when estimating the target 
resonance behaviour in a radar target signal. The 
assessment investigates four composite pulse 
configurations of unified or adaptive setups for the 
fractional bandwidth and peak weight to find the best setup 
in enhancing the resonance signature robustness. The 
assessment uses the method pencil function to extract the 
resonance parameters of the composite time data 
(coherent) and then determine the degree of robustness 
over-extraction onset and range of noise level. Determining 
the robustness rate requires finding the error between the 
original excitation frequencies and the extractable resonant 
frequencies and, second, the similarity between the original 
and reconstructed pulse waveforms. The qualitative 
assessments of the robustness merit concluded that the 
adaptive configuration of peak weight and small adaptive 
fractional bandwidth outperforms the other configurations 
in enhancing the resonance signature robustness.  
Keywords—-Complex Natural Resonance, Pulsed Radar 
waveform, Matrix Pencil Function, Singularity Expansion 
Method. 

1 Introduction:  
A low-resolution radar system could utilize the radar 

target's complex natural resonance (CNR) signature in 

remote sensing, security or air defence applications 

against buried targets, concealed weapons, long-range 

or even low observable radar targets, respectively, e.g., 

[1-12]. For example, in surveillance of a wide 

geographic area, such proactive operation enables 

cueing and focusing other high-resolution radar 

systems on a smaller acquisition box where the 

potential target exists. Exciting the CNR set in the radar 

return requires an Ultra Wide Band signal (UWB), e.g., 

a Gaussian pulse of high fractional bandwidth.   

However, the UWB transmission and reception are 

subject to adverse factors like the specular content 

masking the resonance content at reception, 

transmission power restriction, low transmission 

average power and poor range resolution with low 

operating frequency.  

The beforementioned factors degrade the robustness 

of the CNR signature in the recognition operation using 

techniques like Extinction pulse, e.g., [13, 14], or 

characteristic polarization states, e.g., [15-18]. A 

typical way to negate the specular masking effect is to 

choose a late-time start optimally that separates the 

specular and resonance content in the time domain or 

reduces the specular to resonance return by bistatic or 

polarization diversities. However, many researchers 

found that accurately selecting the onset can be 

daunting for unknown targets, e.g., [19-21]. For 

instance, delaying the onset to reduce specular 

contamination will likely cause extraction failure of 

timely localized resonances and thus poor information 

in the signature. 

Contrary to the resonance return, the specular return 

is well-localized in time and well-extend in frequency, 

similar to the mono carrier's high fractional bandwidth 

pulse signal. Hence, the high fractional nature of the 

UWB pulse signal could incite a much higher specular 

return than the CNR return, especially for the normal 

incidence direction. In contrast, a resonance return has 

a smaller fractional bandwidth that extends the pulse 

length improving the average transmitted power; 

therefore, a better waveform must simultaneously 

manipulate the pulse fractional bandwidth and energy 

to decrease the specular content and elevate the 

resonance content in the received signal.  

As a solution, therefore, the study considers 

modulating the Gaussian pulse by a composite of 

sinusoidal carriers at the resonant frequencies of 

interest to create resonance regions of high energy 

fraction, which are impacted less by adverse factors 

like specular return, resonance onset ambiguity or 

noise. Also, the modulated pulse could help reduce 

power restriction and increase average power and range 

resolution. Hence, the modulated waveform 

compensates for weakly excited resonances by shifting 

the carrier's energy towards the weaker resonance, 

acting as a resonator to enhance the target resonance set 

in the required band.   

The paper hypothesizes that if the modulated 

Gaussian pulse improves the resonance behaviour in 

the excitation waveform subject to noise, the resonance 

set in the received radar signal will be more likely 

robust versus noise and onset ambiguity. A warrant that 

the claim that the composite Gaussian pulse with 

proper fractional bandwidth and peak weight can better 

excite the resonance set in the received radar signal 

than an unmodulated or mono-UWB pulse. In the 

proposed approach, the Matrix Pencil Function 

(MPOF) extracts the resonance parameters as a series 

of decaying exponentials, i.e., complex modes, in the 

Laplace domain according to the Singularity 

Expansion Method (SEM) model, e.g.,  [22, 23]. Then 

by applying a signal variance merit and resonant 

frequency error merit, the paper validates the 

modulated waveform robustness against degrading 

factors, such as time onset and noise level. The 

implementations of varying setups of unified or 

adaptive fractional bandwidth and peak weight will be 
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analyzed and discussed. The rest of the paper is 

structured as follows; section 2 presents the 

background, including the Gaussian pulse formulation 

and the SEM model; section 3 presents the 

methodology, including the pulse design, the 

robustness merit and the procedures; section 4 offers 

the results and discussions, including the excitation 

pulse characteristics and robustness performance; 

finally, section 5 lists the conclusions and outlines the 

direction of future work. 

2 Background 
A. Modulated Gaussian Pulse 

Let us first express a double-sided gaussian pulse, in 

the interpulse interval -tc/2 ≤ t ≤ +tc/2, as follows 

𝑔(𝑡) = �̅�. 𝑒−(1.39𝑓𝑏.𝑓𝑐𝑡)
2
  (1) 

The following parameters specify the excitation 

pulse: carrier's centre frequency, fc, peak amplitude, ā, 

time delay, td, fractional bandwidth, fb, and the 

interpulse duration, tc, —set equal 1.5/(fb.fc). Thus, 

decreasing the carrier's fractional bandwidth will 

increase the interpulse duration with more defined 

frequency peaks. Then a mono sinusoidal Gaussian 

pulse, y(t), can be expressed as amplitude modulation 

(or multiplication) of a sinusoidal carrier at fc by the 

pulse, g(t), as follows: 

𝑦(𝑡) = 𝑔(𝑡)cos(2𝜋𝑓𝑐𝑡)  (2) 

Figure 1 depicts the mono modulated Gaussian 

waveform for a 15MHz carrier given 10, 50 and 100% 

fractional bandwidths. The waveform decays at a 

higher rate with lower fractional bandwidth but will 

start to have a similar interpulse duration from 50% up 

to 100%; thus, the pulse duration is inverse 

proportional to the fractional bandwidth. The 

composite signal's cumulative (or running) sum from 

±t to 0s, namely decay sum (DS), will assess the signal 

energy. Next, Figure 2 depicts the mono spectrum 

given three different fractional bandwidths showing 

that the spectrum bandwidth and power average, Pav, 

inverse the fractional bandwidth. 

B. SEM Model 

The SEM model a single-sided version of the mono 

pulse, yr(t≥Tl), truncated at the time onset, Tl, as a single 

sinusoidal mode with a natural resonant frequency,  a 

negative decay factor, α, and a complex residue, r, as 

follows 

𝑦𝑜(𝑡) = |𝑟|. 𝑒𝛼𝑡sin(𝜔𝑡 + 𝜃𝑟) (3) 

Applying the MPOF to the time signal yields the 

estimated sinusoidal model parameters. Hence, the 

model can reconstruct the signal with error, εn, set equal 

to the standard deviation of (y-yo) for t≥ Tl.  

 
Figure 1A mono modulated Gaussian waveform per fb=0.1, 

0.5 and 1. 

 
Figure 2 The mono modulated Gaussian spectrum per 

fb=0.1, 0.5 and 1. 

To count for the accuracy of the other model 

parameters, i.e., damping factor and residue, the 

variance amplitude figure (VAF) calculates the degree 

of resemblance between the original and reconstructed 

signals, y and yo, as follows  

𝑉𝐴𝐹 = (1 − 𝜀𝑛 𝜎(𝑦)⁄ )  (4) 

3 Method  
A. The Composite Pulse  

A composite sinusoidal Gaussian pulse, c(t), 

combines several, say M, sinusoidal Gaussian pulses, 

ordered by the carrier frequencies (indexed from "0" 

for lowest to "M-1" for highest), as follows 

𝐜(𝑡) = 𝑐0(𝑡)+. . +𝑐𝑀−1(𝑡)  (5) 

Then normalized to have unit amplitude peak at t=0, 

as follows 

�̅�(𝑡) = 𝐜(𝑡) peak(|𝐜(𝑡)|)⁄   (6) 

The carriers should have half-wavelengths 

comparable to the target global dimensions. Then, the 

order of the carriers, M, must be equivalent to the 

number of cardinal dimensions of the target class of 

interest. The bandwidth is the product of the carrier 

frequency and fractional bandwidth; therefore, a 

constant bandwidth of all pulses requires that their 

product of carrier frequency and fractional bandwidth 

be kept constant. Thus, the fractional bandwidth of the 

m'th pulse, fbm, is adaptive and determined relative to 

the fundamental carrier bandwidth, i.e., fb0.fc0, as 

follows 

𝑓𝑏𝑚 = 𝑓𝑏0. 𝑓𝑐0 𝑓𝑐𝑚⁄   (7) 
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Generally, two conditions degrade the resonance 

strength in the received radar signal as the resonant 

frequency increases; or the carrier strength in the 

excitation signal as the fundamental fractional 

bandwidth increases. Therefore, an amplitude weight is 

applied to the m'th carrier to compensate for both 

conditions as follows   

�̅�𝑚 = 𝑘1[(𝑓𝑐𝑚/𝑓𝑐0) × (1 + 𝑘2. 𝑓𝑏0)] (8) 

The fundamental carrier frequency, fc0, is the lowest 

carrier frequency for the class target of interest, and 

now the relative amplitude of a carrier set increases 

with higher frequency order. The scale factor, k1, scales 

down the weight set such that when k1=0.5, the 

fundamental weight ā0 is approximately unity for high 

fractional bandwidth near 100%. While the scale 

factor, k2, relates the fractional bandwidth to the 

average power, such that, when k2=1.15, the 10% and 

100% fundamental fractional bandwidths have similar 

power averages except when the configuration has a 

unified peak weight. However, a unified peak weight 

setup is M set of ā0, termed Ᾱ, whereas a unified 

fractional bandwidth setup is M set of fb0, termed Fb, 

such that 

𝑓𝑏𝑚 = 𝑓𝑏0, �̅�𝑚 = �̅�0  (9) 

Thus, the composite pulse can have four 

configurations of peak weight and fractional bandwidth 

as follows: (i) both unified, termed as Ᾱ&Fb, (ii) 

unified fractional bandwidth only, termed as ā&Fb, (iii) 

unified peak weight only, termed as Ᾱ&fb and (iv) both 

adaptive, termed as ā&fb. 

B. The Rate of Robustness  

The frequency's error, fE, is the primary indicator in 

the time domain to assess the accuracy and consistency 

of the extracted carrier frequency from the single-sided 

composite pulse at a chosen onset time. The merit 

quantifies the mean squared distance between the M 

frequencies, 𝑓𝑐𝑚
′  , extracted by the MPOF and the pulse 

assigned carrier frequencies, fcm, as follows: 

𝑓𝐸 =
1

𝑀
∑ (𝑓𝑐𝑚
𝑀−1
𝑚=0 − 𝑓𝑐𝑚

′ )2 (10) 

A recommended constraint is that any frequency 

difference that exceeds the operating frequency limit 

should be reset equal to this limit to minimize the effect 

of the outlier frequency on this merit. Note that the fE 

or VAF alone cannot reflect the robustness of the 

extracted resonances since the VAF does not account 

for missing resonances, whereas fE does not account for 

the accuracy of the signal model. Henceforth, 

combining the fE and VAF merits to express the rate of 

robustness (RoR) as follows  

𝑅𝑜𝑅 = 𝑉𝐴𝐹 (1 + √𝑓𝐸)⁄  % (11) 

Adding a constant in the denominator will unbias 

RoR towards a trivial error value. Thus the derived RoR 

merit is the VAF scaled unbiasedly by 1+fE. Hence, a 

robust model extraction requires selecting fractional 

bandwidth and peak amplitude weight leading to 

minimal fE and maximum VAF. Notably, determining 

the configuration performance requires evaluations 

over a time onset bin and an SNR bin. Thus two 

averages of RoR can be over noise at fixed onset and 

onset range for fixed noise level, whereas the overall or 

double RoR average is across both. Finding the overall 

average requires calculating the average RoR across the 

noise range for each fixed onset and its double average 

across the onset. A high overall RoR average over the 

onset and SNR bins means the configuration is more 

likely to be robust to the adverse factors.   
C. Procedures 

Table 1 shows the default simulation parameters. 

Given four different fractional bandwidth and peak 

weight configurations, the evaluation and 

characterization of the designed excitation signal 

involve deriving the following: 

step 1) The values of the adaptive fractional 

bandwidth and carrier peak weight. (see Table 2 

and Table 3) 

step 2) The waveform and spectrum characteristics 

like peak location and power, Pm, average power, 

bandwidth and decay sum. (see Figure 3 to Figure 

6) 

step 3) The extracted resonant frequency distribution 

and robustness rate with onset shift (see Figure 7 to 

Figure 9), and the onset-average robustness rate 

over a chosen onset bin, ∆Tl, from 0s to Tl, when 

DS reaches 20% (see Table 4 and Table 5) 

step 4) The robustness performance against noise for 

different extraction onsets (see Figure 10 and 

Figure 11, and the noise-average robustness rate 

over +20:20dB noise levels. (see Table 6) 

step 5) The performance of the overall robustness 

average across noise and onset delay. (see Table 7) 
Table 1. The simulation parameters, 

Symbol Name Value 

f Frequency limits 0-30MHz 

tc Interpulse duration 
(default D=1.5) 

D/(fc. fb) 

Nt no. of samples 1024 

Δt Sampling Time tc/Nt 

fb Fractional bandwidth 0.1-1 

fc carrier frequency 9, 14, 24MHz 

σn Noise power range -20 to 20dBW 
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M Model order 3 

4 Results and Discussions:  
Let us set the carrier frequencies based on the 

fundamental resonance frequencies of a midsized 

aircraft, like F16, which are at 9, 14 and 24MHz. 

Hence, the default composite modulated pulse has 

three sinusoidal carriers at 9, 14 and 24MHz with an 

adaptive peak weight set derived in Table 2. The 

fundamental fractional bandwidth, fb0, can range from 

10 to 100% with an adaptive fractional bandwidth set, 

derived in Table 3.   
Table 2. The adaptive peak weight per fractional bandwidth 

with k1=0.5 and k2=1.15. (rounded to two digits) 

fb0 0.10 0.20 0.30 0.40 0.50 

a0 0.56 0.62 0.67 0.73 0.79 

a1 0.87 0.96 1.05 1.14 1.23 

a2 1.49 1.64 1.79 1.95 2.10 

fb0 0.60 0.70 0.80 0.90 1.00 

a0 0.85 0.90 0.96 1.02 1.08 

a1 1.31 1.40 1.49 1.58 1.67 

a2 2.25 2.41 2.56 2.71 2.87 

Table 3. The fundamental and m’th fractional bandwidths. 

fb0 0.10 0.20 0.30 0.40 0.50 

fb1 0.06 0.13 0.19 0.26 0.32 

fb2 0.04 0.08 0.11 0.15 0.19 

fb0 0.60 0.70 0.80 0.90 1.00 

fb1 0.39 0.45 0.51 0.58 0.64 

fb2 0.23 0.26 0.30 0.34 0.38 

A. Pulse Characteristics 

The pulse design results present the single-sided 

waveform (with decaying sum shown as inset) for 

fb0=10% per configuration in Figure 3, and the fourth 

configuration based waveforms per fractional 

bandwidth, fb0=10, 30, 50 and 70%, in Figure 4. All 

configuration for fb0=10% shows that the waveform 

amplitude converges to zero near t=1µs but at different 

decay rates, such that the unified fractional bandwidth, 

i.e., second then first configurations, have the fastest 

decay rates.  

Hence, the first and second configurations based 

waveforms converge to DS=20% between 0.2 and 

0.3µs, whereas the third and fourth configurations at 

around t=0.4µs, verifying that the decay rate is lower 

with adaptive fractional bandwidth setup. The higher 

fractional bandwidth compresses the waveform; for 

example, for fb0=50 and 70%, the waveforms converge 

to the DS=20% threshold before t=0.1µs, respectively, 

as seen in Figure 4 inset. A small change in fb0=10 to 

30% led to a considerable shift in the onset of the 

DS=20% threshold from near t=0.4 to 0.125µs for 

fb0=30%. 

Next, with each carrier's power average indicated 

and peak location marked down to 5% of their 

respective maximum, Figure 5 shows samples of 

spectrums for the first and second configurations, i.e., 

unified fractional bandwidth. Illustrating that second 

and third carrier peaks of sizeable fractional 

bandwidth, e.g., fb0=100%, are much less 

distinguishable or defined; for example, the first and 

the second carrier peaks seem to merge into one peak.  

Using an adaptive weight setup only improves the 

power average for sizeable fractional bandwidth, such 

as Pav=16mW for unified weight setup to near 40mW 

for adaptive weight setup. Furthermore, Figure 6 

illustrates the third and fourth configurations, i.e., 

adaptive fractional bandwidth, depicting 

distinguishable carrier peaks emerging in all 

configurations, especially the third carrier as its peak 

power reaches its highest level with the fourth 

configuration slightly above the 60mW level (see 

Figure 6(b)). However, minimizing the power gap due 

to the sizeable fb0 requires applying an adaptive peak 

weight setup, as seen by the similar power averages 

near 40mW and 57mW for fb0=10 and 100% in Figure 

5(b) and Figure 6(b), respectively.   

 

B. Robustness Performance 

For the four configurations of peak weight and 

fractional bandwidth, Figure 7 and Figure 8 illustrate 

the robustness rate of the extracted sinusoidal carriers 

given fb0=10%, showing the extracted frequency 

distribution with the extraction onset shift, followed by 

Figure 9 for adaptive weight and fractional bandwidth 

with fb0=50 and 100%. The extraction with onset shift 

begins at Tl=0s, i.e. DS=100%, and stops at the onset 

time when DS reaches 20%, at about Tl=275 and 400ns 

given fb0=10% for unified and adaptive weights, 

respectively.  

In Figure 7 and Figure 8, when fb0=10%, all 

configurations lead to robust extraction as their RoR 

averages are constantly above 95%, except the first 

configuration underperforming as it has accumulated 

relatively lower average RoR over the onset bin 

∆Tl=200-250ns. Also, the frequency error is always 

trivial across the onset bin except for the small error 

over the onset bin ∆Tl=200-250ns for the first 

configuration.  

In Figure 9, the extraction of the RoR average drops 

for fb0=50 and 100%, making the performance inferior 

with sizeable fractional bandwidth. The frequency 

error contribution for fb0=100% is mainly due to the 

third than the second carrier.  

Table 4 summarizes the average robustness 

performance, over the onset bin, of the four 

configurations per the fractional bandwidth set, fb0=0.1, 

0.3, 0.5, 0.7 and 0.9, at 100dB. On average, the third 

configuration outperforms the rest, but only at fb0=0.1 
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do the configurations, except the first, perform 

similarly. 

 
Figure 3 The waveforms and decay sum (inset) for fb0 =0.1 

per configuration.(ā & fb (black solid) Ᾱ & fb (green dashed 

dot) Ᾱ & Fb ,(blue dotted) ā & Fb (red dash-dotted)) 

 
Figure 4 The waveforms per fractional bandwidth, fb0( as 

legend shows) for the fourth configuration (ā &fb). 

 
(a) Ᾱ &Fb

 
(b) ā &Fb 

Figure 5 The spectrums per, fb0, for (a) first and (b) second 

configurations. (right axis: horizontal dotted lines represent 

the power average per fb0) 

Table 4. The RoR average over onset bin at 100dB 

fb0 0.1 0.3 0.5 0.7 0.9 Mean 

Ᾱ &Fb 87.3 62.7 50.1 29.9 15.9 49.2 

ā &Fb 96.1 81.5 40.8 25.7 18.8 52.6 

Ᾱ &fb 98.4 91.5 63.4 37.5 32.8 64.7 

ā &fb 98.1 84.4 61.2 31.1 27.8 60.5 

 

 
(b) Ᾱ &fb  

 

(b) ā &fb 

Figure 6 The spectrums per fractional bandwidth for (a) 

third and (b) fourth configurations. 

However, Table 5 predicts that the fourth 

configuration outperforms others when SNR=0dB. For 

two cases of fractional bandwidth, fb0=0.3 and 0.6 at 

Tl=0µs and averaged over ten trials, Figure 10 displays 

per configuration the robustness performance versus 

the noise level +20:-20dB, i.e., signal-to-noise ratio 

(SNR) of -20:+20dB, assuming that the pulse power is 

0dBW. The configurations have good RoR when fb0 is 

low and SNR is high, with the third and fourth 

configurations performing best. Nevertheless, as fb0 

increases or SNR drops, the first two unified weight 

configurations' performance worsens faster, whereas 

adaptive fractional bandwidth configurations perform 

better above 0dB for fb0=0.6.  

The third configuration has the highest RoR averages 

over noise when fb0=30 and 60%, respectively. With 

fb0=10%, Figure 11 shows that the RoR performance 

worsens with onset delay, significantly faster for the 

unified weight setups. The adaptive fractional 

bandwidth setups have an RoR above 60% at 0dB for 

all selected onsets. The fourth configuration slightly 

outperforms the third for Tl=0s, but the third begins to 

outperform with delay.  
Table 5. The RoR average over onset bin at 10dB 

fb0 0.1 0.3 0.5 0.7 0.9 Mean 

Ᾱ &Fb 36.7 16.1 4.6 4.3 5.0 13.3 

ā &Fb 49.1 23.8 5.6 6.0 6.5 18.2 

Ᾱ &fb 71.9 43.6 22.4 5.8 5.5 29.8 

ā &fb 75.3 44.5 23.3 12.3 7.8 32.6 
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(a) Ᾱ &Fb 

 
(b) ā &Fb 

Figure 7 The extracted carrier frequencies (marked 'x') with 

ime onset for first and second configurations given fb0=0.1. 

(inset: left axis- the RoR curve (dashed-dot )and mean line 

(horizontal red dotted), right axis- the fE curve(blue 

dotted,marked ‘□’ ))  

 
(b) Ᾱ &fb 

 

(b) ā &fb 

Figure 8 The extracted carrier frequencies as a function of 

time onset for third and fourth configurations with fb0=0.1.  

Table 6 summarizes the performance of the average 

robustness rate over the noise range (SNR=-20:20 dB) 

for the four configurations per fractional bandwidth 

fb0=0.1,0.3,0.5,0.7 and 0.9. The result confirms that the 

fourth configuration mean, across fb, outperforms the 

rest in combating the noise. Finally, Table 7 shows that 

the fourth configuration slightly outperforms the third 

in terms of the overall performance against the noise 

and onset delay factors. 

Table 6. The RoR average over noise range -20 to 20dB at 

Tl=0s. 

fb0 0.1 0.3 0.5 0.7 0.9 Mean 

Ᾱ &Fb 60.7 39.4 14.1 10.4 10.5 27.0 

ā &Fb 61.6 46.7 15.9 11.7 12.3 29.7 

Ᾱ &fb 71.3 53.4 25.5 16.3 13.0 35.9 

ā &fb 69.4 55.3 29.1 18.1 17.0 37.8 

 
(a) 

 
(b) 

Figure 9 The extracted carrier frequencies as a function of 

time onset for the fourth configuration given that fb0= (a) 1, 

(b)0.5. 

 
(a) 

 
(b) 

Figure 10 The robustness performance (per configuration) 

at Tl=0µs given fb0 = (a)0.3 and (b)0.6. 
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Table 7. The overall RoR average over noise and onset bin. 

fb0 0.1 0.3 0.5 0.7 0.9 Mean 

Ᾱ &Fb 11.7 8.7 7.5 7.5 7.5 8.6 

ā &Fb 12.2 9.3 7.9 8.0 8.0 9.1 

Ᾱ &fb 24.1 20.7 17.6 15.3 14.6 18.4 

ā &fb 24.5 21.7 18.2 16.3 15.9 19.3 

 

 
(a) 

 
(b) 

 
(c) 

Figure 11 The robustness performance for fb0=0.1(per 

configuration) at Tl= (a) 0.2µs, (b) 0.1µs and (c)0µs. 

5 Conclusions:  
In a unified fractional setup with high fractional 

bandwidth, the first and second configurations had less 

distinguishable or defined second and third carrier 

peaks in the frequency domain. An adaptive weight 

setup only improved the power average for sizeable 

fractional bandwidth. Furthermore, an adaptive 

fractional bandwidth setup spectrum had 

distinguishable carrier peaks, especially the third 

carrier, as its peak power reaches its highest level with 

the fourth configuration. However, minimizing the 

power gap due to the sizeable fractional bandwidth 

required applying an adaptive peak weight setup. 
All configurations yielded robust extraction at high 

SNR with a small fractional bandwidth, i.e., fb0=0.1, 

except the first underperforming configuration. The 

frequency error was always trivial across the onset bin 

except for the first configuration. The robustness 

average over the onset bin at high SNR showed that the 

third configuration outperforms the rest, but only at 

fb0=0.1 do the configurations, except the first, perform 

similarly. However, when SNR=0dB, the fourth 

configuration outperform the third. As fractional 

bandwidth increases or noise highs, the first two unified 

weight configurations' performance worsens faster. 

The robustness performance worsens with onset delay, 

significantly faster for the unified weight setups. The 

fourth configuration slightly outperforms the third with 

no onset delay, but the third outperformed when more 

delay or noise was introduced. The overall robustness 

rate average over the noise range and time delay 

confirmed that the fourth configuration outperforms 

the rest in combating the noise and onset delay factors.  

Future work should assess the ability of composite 

excitation pulse to improve the resonance signature of 

the radar target return with diversification in aspect and 

polarization directions.   
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