
A Hybrid Model of a Flexible Rough Neural Network and Genetic Algorithm (FRNN-GA) in Numerical Weather Forecasting Using Emotional Learning Strategy


Soheil Fateri1, Mohammad Teshnehlab2, Mehdi Aliyari Shoorehdeli3
1Department of Computer Engineering, Science and Research Branch, Islamic Azad University, Tehran, Iran 
2,3Faculty of Electrical Engineering, K.N. Toosi University of Technology, Tehran, Iran 


	Article Info
	
	ABSTRACT

	Article history:




	
	The forecast of atmospheric processes is of great importance in planning and management. Meteorological parameters are highly nonlinear phenomena, varying with time and location, and many climatic factors affect their changes. In this paper, a hybrid method consisting of a flexible rough neural network (FRNN) and a genetic algorithm (GA) proposed for forecasting meteorological parameters. Emotional learning process used for learning rough neural network parameters by having memories of previous learning history parameters. The forecasting parameters used in this study are temperature, pressure, relative humidity, wind speed, dew point, and visibility. In FRNN neurons, instead of using an activating function, a combination of three different sigmoid, tangent hyperbolic and linear functions is used to add neuron flexibility. The genetic algorithm has also been used to select the number and type of network input parameters. It expected that the proposed method will work well for a chaotic system of uncertainty. To evaluate the performance of the proposed hybrid method, data from the Tehran Meteorological Database from 2008 to 2012 used. The results of the implementation demonstrate the effective efficiency of FRNN-GA in forecasting meteorological parameters compared to similar methods, and using emotional learning increased the accuracy.

	Keywords:
Rough Neural Network
Flexible Rough Neuron
Emotional Learning
Genetic Algorithm
Hybrid
Weather Forecasting
	
	

	
	
	

	Corresponding Author:
Mohammad Teshnehlab, 
Faculty of Electrical Engineering,
K.N. Toosi University of Technology,
470 Mirdamad Ave. west, Tehran, Iran
Email: teshnehlab@eetd.kntu.ac.ir




1. INTRODUCTION
By definition, the weather is the atmospheric conditions of the earth at a specific time and place. Weather forecast science has had a significant impact on human life through atmospheric observations. Today, weather forecasting performed by collecting and analyzing data recorded at meteorological stations and centers (including satellite centers). Weather is a continuous, bulky, multidimensional, dynamic, and irregular process that has made the forecasting process a major challenge [1-4].
The forecast of atmospheric processes is of great importance in planning and management. Many of the hydrological processes are highly nonlinear and follow the rules of random processes [5]. Meteorological parameters are highly non-linear phenomena and vary with time and location, and many climatic factors affect their changes [6]. Important climatic factors include temperature, pressure, relative humidity, wind speed, dew point, and visibility. 
Neural networks have provided a solution to solve many nonlinear problems that were difficult to solve using traditional methods. Rough Set Theory is one of the most commonly used data mining methods that used in expert systems, machine learning, decision systems, and general issues of information technology [7, 8]. The combination of neural networks and rough theory has led to the creation of a neural network with interval-based neurons [9, 10]. In addition to the ability to train and adapt, the network can to handle uncertain data. Rough neural networks have used in knowledge discovery and data pre-processing [11-13], knowledge-based neural network modeling, and numerical forecast problems [14, 15]. 
The conventional methods used to forecast meteorological parameters in the past were limited due to the possibility of human error and low accuracy, as well as having a large amount of data and massive calculations. Today, with the advent of sciences, such as powerful, intelligent methods and flexible tools independent of the dynamic systems of the model, researchers have taken a step in recognizing and forecasting important meteorological parameters [15, 16]. 
The purpose of this research is to forecast meteorological parameters, including temperature, pressure, relative humidity, wind speed, dew point, and visibility. To forecast each of these parameters, the last few days of data for that parameter and other parameters used. In this regard, a hybrid algorithm called the flexible rough neural network - genetic algorithm (FRNN-GA) proposed. In FRNN, a multifunctional neuron is used to increase network flexibility. In a multifunctional neuron, instead of using an activation function in the neuron core, a combination of three different sigmoid, tangent hyperbolic and linear functions is used. The values of each function summed after multiplication with the function coefficient, and the output of the neuron produced. GA has also been used to select the number and type of network input parameters. GA is one of the most widely used algorithms among evolutionary algorithms inspired by the natural evolution process [17-19]. 
Section 2 describes the details of the Rough Neural Network. Section 3 is devoted to the full description of the proposed method and the FRNN-GA algorithm. The results of their implementation and analysis expressed in Section 4. The overall conclusion of the discussion briefly summarized in Section 5.

2. ROUGH NEURAL NETWORK

2.1 Rough neuron
A rough neural network formed by conventional and rough neurons that are connected. A rough neuron  can show as two neurons, where  and  are the upper and lower bound neurons, respectively. A rough neuron connected to another rough neuron through a dual or quad connection [20]. Figure 1 shows two dual connections and one quad connection between two rough neurons. The overlap between the neurons of the upper and lower bounds in Figure 1 shows the exchange of information between them. If rough neuron  connected to another rough neuron as a quad connection, it is called a full connection where  and  are connected to  and   simultaneously (Figure 1a). Figure 1 shows two types of dual connection between rough neurons called excite and inhibit; these types of dual connections are also called partial connections. In the partial connection mode, the excite of  and  are connected to  and , respectively (Figure 1b). In the inhibit connection mode,  and  connected to  and , respectively (Figure 1c).

[image: ]
Figure 1. Types of connections between two rough neurons: (a) Full connection, (b) Excite partial connection, (c) Inhibit partial connection [20]

The input of the  neuron in the  layer calculated as the sum of the outputs of previous layers multiplied by the weights of each connection, as shown in Equation 1. In this equation,  is the output of the  neuron in the layer before the layer, and  is the weight between the connection of the  neuron in the previous layer and the  neuron in the  layer.
	

	(1)


The output of the conventional neural neurons will be calculated using Equation 2 according to their transfer or activation functions. 
	

	(2)


In past studies, the sigmoid function given in Equation 3 used as the neuron transfer function. In this equation,  and  are the function input and gain, respectively, and are considered to be 1 in this study. The reasons for using the sigmoid function are its continuity in [0, 1] and its simple differentiability. 
	

	(3)


The output of each of the neurons of  and  is calculated as Equations 4 and 5.
	

	(4)

	

	(5)


If the neuron in the output layer of the rough neural network is a rough neuron, the rough neuron output in the final layer is calculated using Equation 6. 
	

	(6)


Where  and  are adjustable parameters that specify the impact of any upper and lower bound neurons on the output. The symbols used to show the rough neuron, and the internal structure of the rough neuron in the middle and final layers are presented in Figures 2 and 3, respectively [21]. 

[image: ]
Figure 2. Rough neuron structure in the hidden layer: (a) Rough neuron symbol, (b) Internal structure of the rough neuron

[image: ]
Figure 3. Rough neuron structure in the output layer: (a) Rough neuron symbol, (b) Internal structure of the rough neuron

2.2 Rough neuron connection
If two rough neurons are partially connected, then inhibit or excite is specified with the dynamic connection according to the connection weights. If both connection weights are less than zero (or negative), the connection is the inhibit type, and if both connection weights are greater than zero (or positive), the connection is the excite type. This means that if the partial connection between two rough neurons,  and , is assumed to be excite while  and , then connections ,  activated with  and , and the partial connection is changed from excite to inhibit after deactivation of connections  and  (Figure 4a). Similarly, if the partial connection between two rough neurons,  and , is assumed to be inhibited while  and , then connections  and  activated with  and , later, the partial connection is changed from inhibit to excite after deactivation of connections  and  (Figure 4b) [20].

[image: ]
Figure 4. Partial connection dynamic change: (a) Connection type change from excite to inhibit, (b) Connection type change from inhibit to excite.

The rough neural network structure used in this study includes a first layer (input layer), the second layer (some rough neurons), and a final layer or output layer (a rough neuron), as shown in Figure 5. 

[image: ]
Figure 5. Rough neural network structure used: (a) General block Network, (b) Specific neural Network structure

2.3 Conventional training process
The rough neural network training and testing process are similar to conventional neural networks. Since the desired values for training samples are available, the connection weights between neurons are set using a supervised learning algorithm and an error back propagation algorithm. For implementing the learning algorithm, after implementing the algorithm of the phase ahead by Equations 1 to 6, the network output or  is achieved. Network error calculated as the difference between the network output and the desired values shown as  in Equation 7. 
	

	(7)


According to the error back propagation algorithm and using an error , the weights of the derived network and the weight changes due to the amount of this gradient descent are calculated according to Equation 8; by this calculation, the amount of changes required for each weight in order to minimize the amount is calculated [22].
	

	(8)


In the equation above,  is the weight of the connection between the  neuron in the  previous layer and the  neuron in the  layer; also,  is the learning rate parameter. Using the chain rule, the relation between the last and middle layer weights can be calculated using Equations 9 and 10. 
	

	(9)

	

	(10)





In the equation above,  and  are the weighted input vectors of the neurons of the first and second layers, while  and  are the output vectors of the neurons of the first and second layers or . The  and  parameters, which are weights in the rough neuron of the final layer, are calculated using error backpropagation and according to Equations 11 and 12. 
	

	(11)

	

	(12)



2.4 Emotional learning
In general, there are two types of intelligence, scientific intelligence, and emotional intelligence. Scientific intelligence operates only based on understanding scientific experiences, while emotional intelligence expresses the personality traits of individuals whose lifestyle is very influential. People who have high emotional intelligence have better communication with others and their environment. They try to use their previous experiences in life to increase productivity. The conventional learning method was done based on the error criterion function, but emotional learning based on the criterion function and the previous error modification. The main difference between this method is the effect of past error changes [23]. In emotional learning, using the effects of an error in the past will have an appropriate effect on the training process. The criterion function shown in Equation 13. 
	

	(13)

	

	(14)


In this equation shows calculated error by equation 7 at the moment k, and  is a difference between the  and . Therefore, equation 13 can represented as equation 15. 
	
 
	(15)


In the implementations of this paper, the  value is considered to be 0.75, and the  value is deemed to be 0.25. This means that at any moment of training, 75% of the error of that moment and 25% of the instant error used.

3. PROPOSED METHOD

3.1 Flexible Rough Neural Network (FRNN)

3.1.1 Introducing Multi-Model Neuron
Regarding the literature, the core of each neuron in a neural network or a rough neural network consists of a mathematical function. In many studies, the function of the neuron core is either a sigmoid, tan hyperbolic, or linear function [24, 25]. The conventional functions of the neuron core shown in Figure 6. In this paper, all three of these functions are used simultaneously to increase the flexibility of the neuron.

[image: ]
Figure 6. Conventional functions of the neuron core

In the proposed neuron, the neuron input sent to three functions, and the output values of each of the three functions computed. Then, the function output values multiplied by the values called function coefficients and finally summed. This sum is considered the neuron output (Figure 7). 

[image: ]
Figure 7. The internal structure of the conventional and proposed neurons

The method for calculating the neuron output shown in Equation 16. In this equation,  is the neuron weighted input, and  are the function coefficients. Additionally, , , and , are the sigmoid, tan hyperbolic, and linear functions, respectively, and shown in Equation 16.
	

	(16)

	

	(17)


The combination of the three proposed functions with function coefficients provides excellect flexibility to the neuron. Figure 8 shows an example of the different states of the neuron core function for different values of the coefficients of the function ().

[image: ]
Figure 8: An example of different states of the proposed function neuron with different , and 

3.1.2 Training algorithm
The structure of the rough neural network proposed in this paper shown in Figure 9. As shown in the figure, the structure consists of two neuron layers. The first layer (hidden layer) consists of 12 rough neurons, and the second layer (output layer) consists of a conventional neuron. All the neurons used in this structure are multi-model.

[image: ]
Figure 9. Rough neural network in hidden and output layers used in this paper

In the training process of the network parameters mentioned in Section 2, the parameter errors are derived. Since multifunctional neurons have used in the proposed rough neural network structure, in each neuron, three function coefficients should set. To set these values, as in the  training process expressed in Equations 8-10, the error backpropagation algorithm used. Equations 18 and 19 show the formula for obtaining  and  using the chain rule. Figure 10 shows the effect of the error value on the neuron functions coefficients. 

[image: ]
Figure 10. Effect of error value on the neuron coefficients 


	

	(18)

	

	(19)



3.2 FRNN-GA
The purpose of this paper is to forecast meteorological parameters. The list of meteorological parameters used in this study presented in Table 1. As shown in Table 1, symbols  to  be used to represent these parameters. In this research, a separate FRNN structure has been suggested to forecast each of the six parameters. To forecast a parameter for one day, the parameter values in the past days are employed. The number of past days can vary for each parameter; this number is determined in an evolutionary process using the genetic algorithm (GA). 

Table 1. Meteorological parameters
	Unit of measurement
	Mean value
	Parameter name
	Parameter symbol

	Meter per second
	2.9972
	Wind speed
	

	Torr
	880.8809
	Pressure
	

	Percent
	34.3392
	Relative humidity
	

	Centigrade
	18.7814
	Temperature
	

	Centigrade
	0.0176
	Dew point
	

	Meter
	9.1759
	Visibility
	



The chromosome of the proposed genetic algorithm consists of six genes. The value of the  gene, which is denoted by , represents the number of past days of the  parameter. 

	
	
	
	
	
	
	
	


Figure 11. Chromosome structure

To evaluate a chromosome, a FRNN must designed with the number of inputs that the chromosome genes determine. The FRNN is then trained using the training data, and the FRNN test error value is considered the chromosome fitness value. For example, the results obtained (Section 4.2) show that the optimal value of past days for forecasting pressure () was one day , three days , one day , three days , one day , and two days . Therefore, the suggested FRNN structure for forecasting pressure has 11 inputs, according to Figure 12. In this figure,  represents the value of the  parameter in day . 

[image: ]
Figure 12. FRNN input structure for forecasting pressure

If the best chromosome of the population not improved after 20 consecutive iterations, the evolutionary algorithm will end. A flowchart of the proposed algorithm shown in Figure 13. 

[image: ]
Figure 13. Flowchart of the proposed algorithm

4. EXPERIMENTAL RESULTS

4.1 Initializing 
In this section, the proposed method of FRNN-GA implemented. To evaluate the effectiveness of FRNN, the implementation of the proposed method been repeated two additional times. In the first repetition, the FRNN replaced with the Neural Network (NN) (Step 2 of Figure 13), and in the second repetition, the FRNN replaced with the Rough Neural Network (RNN) in the proposed method. For implementations in this work, MATLAB been used on a computer with an Intel Core i7 2.6 GHz processor, and 16 GB of RAM. The parameters of the proposed method and other implemented methods shown in Table 2. 

Table 2. Initial parameters
	
	Conventional Neural Network (NN)
	Rough Neural Network (RNN)
	Flexible Rough Neural Network (FRNN)

	Education coefficient 
	0.01~0.10
	0.01~0.10
	0.01~0.10

	Neuron core function
	Sigmoid
	sigmoid
	flexible

	Number of conventional neurons
	13
	1
	1

	Number of rough neurons
	-
	12
	12



4.2 Case studies
The data used in this paper includes six meteorological parameters (Table 1) provided by the Iranian Meteorological Research Center (IMRC) in Tehran. Data obtained for 1826 consecutive days (the year 2008 to 2012), which sampled every six hours. In this research, the average daily values of these parameters used. The purpose of this research is to provide data to networks for forecasting these parameters. Data from IMRC was divided into two groups, as shown in Figure 14. Data from 2008 to 2011 considered training data, and data from 2012 was considered to test data. In the training process for all networks (NN, RNN, and FRNN), 15% of the training data randomly selected as validation data.  

[image: ]
Figure 14. Training and test data used

4.3 Measurement criteria
The error measurement criteria used in this study is the mean absolute percentage error (MAPE), and mean squared error (MSE) indicated in Equations 20 and 21 [26-28].
	

	(20)

	

	(21)



In the above equations,  is the sample count,  and   are the actual value and forecasted value, respectively. Also,  is the average actual value. In this research, the average total of each parameter shown in Table 1. 

4.4 Evaluation of the proposed method
Several experiments have been conducted to demonstrate the effectiveness of the proposed method. 

Experiment 1: 
In this section, FRNN implemented with different numbers of neurons. The purpose of these implementations is to determine the proper number of neurons in the FRNN. Given the importance of the temperature parameter in comparison with other parameters, this parameter has been used to set the number of FRNN neurons. The implementations of this section repeated 18 times (from 3 neurons to 20 neurons); after implementation, the best MSE value selected. The implementation results shown in Figure 15. 

[image: ]
Figure 15. Training and test errors with different numbers of neurons

The results show that as the number of neurons in the FRNN increases, the training error always decreases. The training error is less than 0.01 for 15 neurons, and this decrease continues up to 20 neurons in a continuously descending trend. Meanwhile, the test error does not have a descending trend. By increasing the number of neurons from 3 to 11, the test error decreases, but the test error increases from 12 to 20 neurons. The result of implementation shows that the optimal number of neurons is 11 neurons with a MSE test value of 3.25.

Experiment 2: 
In this experiment, the proposed FRNN-GA method is used to forecast each of the meteorological parameters in Table 1. As stated in Section 3.2, GA specifies that data from a few days ago must be used to forecast a parameter. Each row in Table 3 shows the best chromosome obtained for forecasting each parameter with the least amount of error. The numbers in the chromosomes indicate the number of past days used to forecast a parameter. For example, the first row in the table indicates that the best parameters for forecasting wind speed are the last 3 days of wind speed, the last 1 day of pressure, the last 7 days of humidity, the last 4 days of temperature, the last 5 days of dew point, and the last 2 days of visibility. 

Table 3. Best chromosomes obtained using the GA algorithm
	
	Wind speed
	Pressure
	Relative humidity
	Temperature
	Dew Point
	Visibility
	Test Error

	
	
	
	
	
	
	
	MSE
	MAPE

	Wind speed
	3
	1
	7
	4
	5
	2
	1.3108
	26.2191

	Pressure
	1
	3
	1
	3
	1
	2
	4.8601
	0.1848

	Relative humidity
	2
	6
	6
	4
	2
	1
	7.7019
	17.1160

	Temperature
	4
	3
	1
	6
	1
	1
	2.9791
	7.2014

	Dew Point
	3
	1
	6
	5
	3
	1
	6.0422
	28.5117

	Visibility
	2
	1
	3
	2
	3
	3
	1.4356
	8.8247



As shown in Table 3, to forecast a parameter such as a temperature, the parameter itself has the most significant effect on the forecast, while to forecast parameters such as wind speed and visibility, the value of these parameters in the previous days had no significant effect on the forecast of these parameters. Other significant results include the high effectiveness of temperature and humidity parameters to forecast other parameters, while dew point and visibility have less effect on the forecast of other parameters. 
In another implementation, the results of which are shown in Table 4, how much use of emotional learning has been in response to the results. In this table, the test error for the best chromosomes obtained from Table 3 compared with the non-emotional learning method. The results show that using the emotional learning method on average reduced the MSE error by 3.12% and MAPE error by 4.03% compared with the non-use of this method. The results show that the highest reduce of error was 9.45% in MAPE of dew point. Also, the lowest change in error was 0.51% in MSE of pressure.

Table 4. Compare the error rate before and after using Emotional Learning
	Parameters
	
	Conventional Learning
	
	Emotional Learning

	
	
	MSE
	MAPE
	
	MSE
	MAPE

	Wind speed
	
	1.3515
	27.8090
	
	1.3108
	26.2191

	Pressure
	
	4.8848
	0.1863
	
	4.8601
	0.1848

	Relative humidity
	
	8.0316
	17.5867
	
	7.7019
	17.1160

	Temperature
	
	3.2454
	7.4163
	
	2.9791
	7.2014

	Dew Point
	
	6.1409
	31.4860
	
	6.0422
	28.5117

	Visibility
	
	1.4539
	9.0611
	
	1.4356
	8.8247




A notable point is the 0.1848 value of the MAPE criterion for the pressure parameter. This value is much less than the other parameters. As shown in Table 1, the mean value of the pressure on different days is 880.88; in the MAPE calculation (Equation 15), this value is significantly less than other values. Similarly, the mean dew point value is much less than the other parameters, which makes the MAPE criterion for this parameter greater than the other parameters. 
Figure 16 shows the reduction of MSE value in the GA implementation process for each parameter. As discussed before, the GA algorithm will stop when there is no improvement after 20 iterations. In Figure 16, the small arrows show the number of iterations in which the error reduction process stopped. 

[image: ]
Figure 16. Process of error reduction in the GA algorithm

Figure 17 shows box plots of the monthly forecast errors for the six meteorological parameters. In descriptive statistics, the box plot diagram is used to describe data changes. In this diagram, a box is used to display the distance between the first and third quartiles, and a line in the box shows the middle or the border between the second and third quartiles. Out of the box also specifies the minimum and maximum data values. In Figure 17, a box is used to display the error of each month and the minimum and the maximum error of that month. In this figure, the red lines represent the middle forecast error in each month. The error in this diagram is the difference between the actual value and the forecast value. 

[image: ]
Figure 17. Box plot of forecast error for the months of 2012

As observed in Figure 17, the height of the boxes in Jun, Jul, Aug, and Sep is less than in other months. This indicates a more successful forecast of the meteorological parameters in these months. These results are consistent with the climatic conditions of the data collection site (Iran-Tehran).

Experiment 3: 
In this experiment, the efficiency of the GA algorithm investigated for determining the number of past days to forecast each parameter. In this experiment, the forecast for each parameter repeated seven times. In the first repetition, the data of the past one day of all the parameters used to forecast each parameter. In the second repetition, the data of the past two days of all the parameters used to forecast in the same way, and in the last repetition, the data of the past seven days used. The results of these implementations shown in Table 5. The errors in the last column belong to the proposed method. Additionally, the lowest forecast error of each parameter are shown in bold in this table. 

Table 5. Comparison results of the effect of the number of past days in forecasting
	Number of Days
	
	1
	2
	3
	4
	5
	6
	7
	Proposed

	Wind speed
	MSE
	1.6084
	1.6444
	1.6990
	1.8937
	1.9275
	2.0199
	1.8846
	1.3108

	
	MAPE
	30.5224
	30.5990
	31.3954
	33.3677
	32.8621
	33.4185
	33.6513
	26.2191

	Pressure
	MSE
	5.5054
	5.0543
	5.4559
	5.6711
	5.4889
	5.5494
	5.8629
	4.8601

	
	MAPE
	0.1982
	0.1907
	0.1953
	0.2015
	0.1982
	0.1977
	0.2046
	0.1848

	Relative humidity
	MSE
	9.3686
	9.3915
	9.3266
	9.5947
	8.8987
	8.7865
	8.0470
	7.7019

	
	MAPE
	19.4295
	19.9659
	19.5822
	20.2499
	18.3042
	18.1287
	17.6723
	17.1160

	Temperature
	MSE
	3.8998
	3.9771
	4.2184
	4.2218
	4.1217
	4.1413
	3.8771
	2.9791

	
	MAPE
	8.2321
	8.3146
	8.5850
	8.5471
	8.4527
	8.4915
	8.1426
	7.2014

	Dew Point
	MSE
	7.9700
	6.7753
	6.0924
	6.2874
	6.1031
	6.9734
	7.6247
	6.0422

	
	MAPE
	41.1945
	31.2270
	30.2380
	32.2970
	30.2764
	33.3077
	36.3610
	28.5117

	Visibility
	MSE
	1.8804
	1.5509
	1.5862
	1.7055
	2.1401
	2.3018
	2.8880
	1.4356

	
	MAPE
	10.5699
	9.1264
	9.2145
	9.8466
	11.0029
	12.5675
	13.3279
	8.8247



The results of this test represent the significance of selecting the number of past days for each parameter in the forecast. This test proves that determining the fixed number of days to forecast a parameter is not optimal. Using the proposed method for forecasting wind speed and temperature was successful. The proposed method improves the error by at least 18% for forecasting these two parameters. The proposed algorithm offers better results in forecasting most parameters, except for the dew point forecast, where using the last 3 days of data for all parameters was better than the proposed method.

4.5 COMPARISON
In this section, to evaluate the proposed FRNN, the network is replaced with the classical MLP (multi-layer perceptron) and with the RNN in Figure 13. The results obtained from this experiment, listed in Table 6, indicate the superiority of FRNN over the two other networks. The reason for this superiority can found in the flexible structure of the FRNN neuron compared to the other neurons. The results of this experiment show that the use of three sigmoid, tan hyperbolic, and linear functions in the FRNN neuron structure makes the network better suited to the problem conditions and thus better for network training.

Table 6. Comparison of the test error of different methods
	Parameters
	
	Classical MLP
	
	RNN
	
	FRNN

	
	
	MSE
	MAPE
	
	MSE
	MAPE
	
	MSE
	MAPE

	Wind speed
	
	1.8055
	31.9631
	
	1.3853
	28.5378
	
	1.3108
	26.2191

	Pressure
	
	8.1516
	0.2410
	
	6.0032
	0.2072
	
	4.8601
	0.1848

	Relative humidity
	
	12.4335
	21.7178
	
	9.3588
	18.1049
	
	7.7019
	17.1160

	Temperature
	
	5.9133
	9.9805
	
	3.8645
	8.0607
	
	2.9791
	7.2014

	Dew Point
	
	8.5257
	30.9111
	
	6.2842
	24.0028
	
	6.0422
	28.5117

	Visibility
	
	3.3063
	13.8364
	
	1.7973
	10.2996
	
	1.4356
	8.8247



In the next part of this experiment, the forecast trajectory of the mentioned networks for the first three months of 2012 for temperature and dew point shown in Figure 18. Temperature and dew point are chosen to show a successful and unsuccessful forecast, respectively. As shown in the figure, the forecast by FRNN is more accurate than the other two networks. 

[image: ]
Figure 18. Actual and forecasted temperatures

5. CONCLUSION
In this research, a rough neural network (RNN) with flexible multifunctional neurons called FRNN has proposed. The combination of this method and a genetic algorithm (GA) was used to forecast six meteorological parameters, including temperature, pressure, relative humidity, wind speed, dew point, and visibility. In the proposed method, three combination activation functions used in the FRNN neurons. The experimental results demonstrate the high flexibility of the proposed method due to the proper adjustment of the function coefficients. Using flexible rough neurons, with higher network performance, increases the resistance of the proposed method against uncertainty. We proposed emotional learning that increases training accuracy compared to the conventional training method. In this paper, a genetic algorithm is used to determine the number of effective days of each of the meteorological parameters in forecasting other parameters. The results show that the number of effective days to forecast a parameter is different from other parameters. The genetic algorithm with the optimal selection of the number of effective days has significantly increased the efficiency of the proposed algorithm. Several experiments performed in this paper prove that the combination of FRNN-GA provides good performance. 
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