



Comparative QSAR modeling of 2-phenylindol derivatives for predicting the anticancer activity using genetic algorithm multiple linear regression and back-propagation-artificial neural network techniques

          Samira Bahramia, Fatemeh Shafieia*, Azam Marjania,  Tahereh Momeni Isfahania
aDepartment of Chemistry, Arak Branch, Islamic Azad University, Arak, Iran
                                     Corresponding author E-mail address: f-shafiei@iau-arak.ac.ir
Abstract:
Quantitative structure-activity relationship (QSAR) studies on a series of 2-phenylindole derivatives as anticancer drugs were performed to choice the important molecular descriptor which is responsible for their anticancer activity (expressed as pIC50)). The geometry optimizations were performed on the structures using Gaussian 09W software with the density functional B3LYP and 6-311G(d,p) basis sets  .
Dragon 5.4 software was used to calculate molecular descriptors, and the genetic algorithm (GA) procedure and backward regression were used to proper selection of the most relevant descriptors.
Different chemometric tools including the backward multiple linear regression (BW- MLR) and backpropagation-artificial artificial neural network (BP-ANN) were carried out to design QSAR models.
The squared correlation coefficient (R2) and the Root Mean Squared Error (RMSE) values of the GA-MLR model were calculated to be 0.2843 and 0.7001 respectively. The BP-ANN model was the most powerful, with the square of predictive correlation coefficient R2pred, root mean square error (RMSE), and absolute average deviation (AAD) which was equal to 0.9416, 0.0238, and 0.0099, respectively. The external validation criteria (Q2F1, Q2F2, Q2F3, and concordance correlation coefficient were applied to assay predictive efficiency of QSAR model derived by BP-ANN method.
The results derived from the BP-ANN indicated that the anticancer activity of 2-phenylindole derivatives depends strongly on 3D descriptors namely Radial Distribution Function (RDF) descriptors and 3D-molecular geometry of the studied compounds play an important role for these activities. Thus, it could be useful in the design of new 2-phenylindole derivatives having anticancer potency.
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INTRODUCTION
[bookmark: _GoBack]The anticancer drugs those are effective in the treatment of malignant, or cancerous, disease.  In general, these drugs are classified into groups according to their mechanism of action and the timing of action in cell division.  There are several major categories of anticancer drugs, including (1)alkylating agents cause cross-linking and abnormal base pairing that interferes with DNA replication, (2)natural products include antibiotics, plant alkaloids, and enzymes,(3) antimetabolites as a group of chemotherapy drugs that mimic molecules that cancer cells need to create their DNA , (4)miscellaneous that have antibacterial activity and they play a role in chronic pain management, and  (5)hormones and hormone antagonists.
A large number of 2-phenylindole derivatives has been synthesized and defined their biological activities in human breast cancer cells [1-6].  
The anti-proliferative activity and breast cancer fighting potential of these derivatives have been study using both the mesenchymal triple negative breast cancer cell line MDA-MB-231 and the ER- positive cell line MCF-7[7-9].
Molecular descriptors are numerical values that characterize properties and activities of molecules, play a fundamental role in quantitative structure-activity/ property relationship (QSAR/QSPR) studies. They are usually classified into experimental measurements, such as partition coefficient, molar refractivity, dipole moment, polarizability, and, in general, physico-chemical properties, and theoretical molecular descriptors, which are derived from a symbolic representation of the molecule by the specific mathematical tools, graph theory, computational chemistry, and molecular modeling techniques.
Molecular descriptors have been used in different areas of science such as physical chemistry, environmental chemistry, analytical chemistry, toxicology, and pharmacology.
 Molecular descriptors have been applied to choose candidate structures for novel drugs, identify the structural features associated with the biological activities or properties [10-15].  
Quantitative structure-activity relationships (QSARs) are mathematical models that relate molecular structure to their physicochemical properties and biomedical activities. QSAR analysis can save the time needed and cost of search for bioactivity evaluation and drug discovery, especially compared to experimental testing [16-22].
 A QSAR model has been improved the prediction of the anticancer activity of 2-phenylindole derivatives against the MCF7 breast cancer cell line using the index of ideality of correlation for the Monte-Carlo optimization [23].
The comparative molecular field analysis (CoMFA) and docking models have been used to study anticancer activity of 43 analogs of 2-phenylindole as inhibitors towards tubulin at colchicine-binding site [24].
Topological indices(TIs) and atom pairs (APs) have been applied for predicting anticancer potency of a set of 43 2-phenylindole derivatives by partial least squares (PLS) regression, , principal component regression (PCR), and ridge regression (RR)[25]. 
A Monte Carlo optimization method has been developed for building QSAR model that can estimate cytotoxicity of 2-phenylindole derivatives against breast cancer cell line MCF7  [26]. 
 QSAR models modeled based on the topological indices (TIs) and atom pairs (APs) have been developed to predict anticancer activity of 93 derivatives of 2-phenylindole [27].
The principal component regression (PCR), partial least square (PLS), factor analysis-multiple linear regression (FA-MLR) and stepwise regression  methods have been used to develop regression models for prediction of antimitotic activities of 33 2-phenylindole -3-carbaldehydes derivatives using topological , constitutional, geometrical indices and electronic parameters [28].
The objectives in the current article were (I) to build and evaluate QSAR models of anticancer activity expressed as the negative logarithms of half maximal inhibitory concentration (pIC50) of 2-phenylindole derivatives using backward multiple linear regression (BW-MLR), and backpropagation- artificial neural network (BP-ANN), and (II) to identify the best molecular descriptors which considerably affect anticancer activity.
Materials and Methods

The 43 compounds studied were a series of derivatives of 2-phenylindole as anticancer drugs [29-31].
The anticancer activity (IC50, in nM) of these derivatives is the concentration of drug causing 50% cell growth inhibition against human breast cancer cell line MDA-MB 231were obtained from the literature [24]. In QSAR studies, anticancer activities of the studied compounds expressed as pIC50 and were used as the dependent variable. The general structure of 2-phenylindole derivatives is shown in Figure 1. The structures of compounds with substitution at R1, R2, R3 and X positions and its toxicity are presented in Table 1.
As can be seen in Table 1 the experimental values of pIC50 ranging from 6.143 to 8.260.
The original dataset was randomly separated into training of 30 compounds, which was applied to construct a model and prediction set (test set) of 13 compounds, which was used to estimate potential of the made MLR model.
All of 2-phenylindole derivatives used in this study were drawn in Gauss View 6 software. The geometry optimizations were performed on the structures using Gaussian 09W software [32] with the density functional B3LYP and 6-311G(d,p) basis sets  [33].
In present study molecular descriptors calculated by Dragon 5.4 [34] software (Telete, 2006) and these descriptors were used as independent variables in the modeling.
Dragon software can be calculate more than 4000descriptors in 29 blocks,  such as radial distribution junction (RDF) descriptors, 2D matrix-based descriptors, 3D-MoRSE descriptors constitutional descriptors, 2D autocorrelations, Galvez topological charge indices, 2D Atom Pairs, Functional group counts and GETAWAY descriptors.
Dragon software calculated 1465 descriptors for each studied compound.  The suitable descriptors should be selected among these descriptors to build the QSAR model. The genetic algorithm (GA) and backward method were utilized for extracting the best molecular descriptors [35].
The GA is a random-based classical evolutionary algorithm for solving both constrained and unconstrained optimization problems [36-41] based on the Darwin’s evolutionary theory [42-45].
In this research, the initial population used in the GA setup of the MATLAB (2010a) environment was 100 solutions, the maximum number of allowed variables in a solution was 30, mutation probability of 1%, and cross-over probability of 50% in 1,000.
The backward stepwise multiple linear regression(BW-MLR) model was obtained by the SPSS statistics [46-48] version 22, and also the backpropagation-artificial neural network (BP-ANN) method is presented with Neural Network Toolbox techniques in MATLAB R2017b[49] were employed to determine the relationship between the pIC50 and molecular descriptors of the 2-Phenylindole derivatives [50,51].
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Fig.1. General structural formulas of derivatives of 2-phenylindole
Table 1. Structures and anticancer activities (expressed as IC50  (nM))of 2-phenylindole derivatives.

	No.
	R1
	R2
	R3
	X
	IC50(nM)
	pIC50

	1
	H
	H
	H
	C(CN)2
	430
	6.367

	2
	H
	H
	OCH3
	C(CN)2
	720
	6.143

	3
	H
	OCH3
	OCH3
	C(CN)2
	590
	6.229

	4
	OCH3
	H
	OCH3
	C(CN)2
	260
	6.585

	5
	H
	F
	OCH3
	C(CN)2
	400
	6.398

	6
	F
	H
	OCH3
	C(CN)2
	280
	6.558

	7
	OCH3
	H
	CH3
	C(CN)2
	180
	6.745

	8
	H
	CH3
	OCH3
	C(CN)2
	280
	6.553

	9
	Cl
	CH3
	OCH3
	C(CN)2
	75
	7.125

	10
	H
	n-Pr
	OCH3
	C(CN)2
	83
	7.081

	11
	H
	i-Pr
	OCH3
	C(CN)2
	210
	6.678

	12
	H
	n-Bu
	OCH3
	C(CN)2
	26
	7.585

	13
	H
	n-Pentyl
	OCH3
	C(CN)2
	42
	7.377

	14
	H
	n-Hexyl
	OCH3
	C(CN)2
	46
	7.337

	15
	H
	n-Bu
	CH3
	C(CN)2
	65
	7.187

	16
	H
	n-Bu
	CH2CH3
	C(CN)2
	76
	7.119

	17
	H
	n-Bu
	CF3
	C(CN)2
	56
	7.252

	18
	H
	n-Pentyl
	CF3
	C(CN)2
	78
	7.108

	19
	H
	n-Hexyl
	CF3
	C(CN)2
	150
	6.824

	20
	H
	OCH3
	OCH3
	O
	260
	6.585

	21
	OCH3
	H
	OCH3
	O
	35
	7.456

	22
	F
	H
	OCH3
	O
	59
	7.229

	23
	H
	F
	OCH3
	O
	540
	6.268

	24
	Cl
	H
	OCH3
	O
	27
	7.569

	25
	Cl
	CH3
	OCH3
	O
	26
	7.585

	26
	H
	CH3
	OCH3
	O
	86
	7.066

	27
	H
	Pr
	OCH3
	O
	20
	7.699

	28
	H
	n-Bu
	OCH3
	O
	6.7
	8.174

	29
	H
	sec-Bu
	OCH3
	O
	72
	7.143

	30
	H
	t-Bu
	OCH3
	O
	280
	6.553

	31
	H
	n-Pentyl
	OCH3
	O
	5.5
	8.260

	32
	H
	n-Hexyl
	OCH3
	O
	7.4
	8.131

	33
	OCH3
	OCH3
	OCH3
	O
	220
	6.658

	34
	OCH3
	H
	CH3
	O
	31
	7.509

	35
	H
	CH3
	CH3
	O
	48
	7.319

	36
	H
	n-Bu
	CH3
	O
	34
	7.469

	37
	H
	n-Bu
	CH2CH3
	O
	27
	7.569

	38
	H
	CH2CH3
	n-Bu
	O
	300
	6.523

	39
	H
	n-Bu
	CF3
	O
	33
	7.481

	40
	H
	n-Pentyl
	CF3
	O
	42
	7.377

	41
	H
	n-Hexyl
	CF3
	O
	43
	7.367

	42
	OCH3
	H
	H
	O
	240
	6.620

	43
	OCH3
	H
	H
	O
	420
	6.377



RESULTS AND DISCUSSION
Multiple Linear Regression
The linear relationship between pIC50 values and molecular descriptors was investigated. The best obtained linear model for pIC50 contains two molecular descriptors, namely, RDF080u, and RDF070e indices. These descriptors are classified in Radial Distribution Function descriptors.
The following metrics were used to select the best linear regression model: R-Squared (R²)[52], the root mean squared error (RMSE)[53,54], fisher ratio (F), Durbin- Watson (DW) and significance (Sig) [55-57].

The following equation was obtained by GA-BW-MLR method which is listed below:

pIC50=7.391-0.139RDF080U+0.0703RDF070e	(1)
NTraining =30    R=0.5332      R2=0.2843      R2adj=0.2311	       F=5.3492     RMSE=0.7001     Sig=0.011   DW=1.480
NTest =13   R=0.5643      R2=0.3184      R2adj=0.1812	       F=2.329     RMSE= 0.9792     
The results of statistical parameters of this QSAR model for the training and test sets are not satisfactory; therefore, the relationship between selected descriptors and pIC50 is not linear.

Artificial Neural Network (ANN)
Neural networks are especially suitable for modeling nonlinear relationships, and they are typically used to perform pattern recognition, clustering, regression and classify objects or signals [58-60].
Due to unsatisfactory results based on linear model, a non-linear model was also created in    this study. As a nonlinear modeling method, the backpropagation-artificial neural network (BP-ANN) is often performed to obtain better predictive models. 
The backpropagation algorithm performs learning on a multilayer feed-forward neural network.
An ANN is a collection of connected units or nodes, inspired by a simplification of neurons in the human brain. 
 ANNs have been applied to solve a wide range of problems in diverse fields such as medical, environment, transportation, electronics, banking, engineering, and manufacturing. 
The network consists of an input layer, one or more hidden layers, and an output layer. In each layer there are several neurons, or nodes, and the neurons in each layer use the outputs of all neurons in the previous layer as inputs, such that all neurons interconnect with each other through the different layers, to form an output signal.
The obtaining descriptors (RDF080U, RDF070e) using BW-MLR method were used as input layer for BP-ANN method.
The number of neurons in the hidden layers is a very important influencing the performances of the BP-ANN model. 
In this work, we constructed BP-ANN model with three neurons in the hidden layer and one neuron in the output layer for represent the experimental pIC50. 

The network performance was checked by calculating the mean squared error (MSE) as function of training cycles after every 10 cycles. When the MSE of the validation set started to increase while that of the training set continued to decrease, the neural network training was stopped.
A data set of 43 2-phenylindole drugs was randomly separated into three groups: a training set of 31(70%) compounds, a test set of 6 (15%) compounds, and a validation set of 6(15%) compounds.
Statistical criteria such as the R2, MSE, RMSE, and absolute average deviation (AAD)[61] were applied to evaluate the performance of BP-ANN model. In addition, for external validation of QSAR models, different validation criteria such as external validation parameters (Q2F1, [62] Q2F2, [63] Q2F3,[64]), and the concordance correlation coefficient (CCC)[65] were used.
The absolute average deviation (AAD (%)), and external validation values were calculated as follows:
                
               (2)



In the Eqs (2-5), yi,pred  and yi,exp  indicate the predicted and experimental activity values, respectively. and  indicate the average of training and external data sets, respectively.
The values of some statistical criteria and absolute average deviation for training, testing and validation sets are listed in Table 2.
The fitting and external validation statistical results of the BP-ANN models are reported in Table3.
Table 2. The results predictive by BP-ANN method.
	SET
	R2
	MSE
	RMSE
	AAD

	Total
	0.9270
	0.0152
	0.1233
	0.0092

	Training
	0.9300
	0.0107
	0.1028
	0.0097

	Testing
	0.9416
	0.0238
	0.1543
	0.0099

	Validation
	0.9878
	0.0148
	0.1215
	0.0108




Table 3.The model predictivity results*.

	Activity
	Q2F1
	Q2F2
	Q2F3
	RMSEext
	CCCext
	R2ext

	pIC50
	0.959
	0.899
	0.989
	0.1604
	0.985
	0.9416


	
                               *Q2F1, Q2F2, Q3F3: external validation parameters, CCC: the concordance correlation coefficient    



 Table 4. Comparison of GA-MLR and BP- ANN models for the anticancer activity of2-phenylindole derivatives.

	Method
	Parameters
	Training set
	Test set

	GA-MLR
	R2
	0.2843
	0.3184

	
	RMSE
	0.7001
	0.9792

	BP-ANN
	R2
	0.9300
	0.1028

	
	RMSE
	0.9416
	0.1543




Table5. The experimental, predicted and residual values of pIC50 using BP-ANN method.
	No.
	Experimental
pIC50
	Predicted
pIC50
	Residual

	No.
	Experimental
pIC50
	Predicted
pIC50
	Residual

	1
	6.367
	6.353
	0.014
	23
	6.229
	6.447
	-0.218

	2
	7.081
	7.052
	0.029
	24
	6.553
	6.449
	0.104

	3
	6.678
	6.766
	-0.088
	25
	8.26
	8.484
	-0.224

	4
	7.585
	7.450
	0.135
	26
	8.131
	8.152
	-0.021

	5
	7.377
	7.513
	-0.136
	27
	6.658
	6.449
	0.209

	6
	7.337
	7.199
	0.138
	28
	7.509
	7.463
	0.046

	7
	7.187
	7.459
	-0.272
	29
	7.319
	7.296
	0.023

	8
	7.119
	7.112
	0.007
	30
	7.469
	7.318
	0.151

	9
	7.252
	7.515
	-0.263
	31
	7.569
	7.364
	0.205

	10
	7.108
	6.934
	0.174
	32
	6.523
	6.429
	0.094

	11
	6.824
	6.969
	-0.145
	33
	7.481
	7.430
	0.051

	12
	6.143
	6.458
	-0.315
	34
	6.585
	6.818
	-0.233

	13
	6.585
	6.456
	0.129
	35
	7.377
	7.508
	-0.131

	14
	7.456
	7.337
	0.119
	36
	7.367
	7.324
	0.043

	15
	7.229
	7.436
	-0.207
	37
	6.62
	6.632
	-0.012

	16
	6.268
	6.461
	-0.193
	38
	6.377
	6.279
	0.098

	17
	7.569
	7.488
	0.081
	39
	7.481
	7.522
	-0.062

	18
	7.585
	7.425
	0.160
	40
	6.553
	6.545
	0.008

	19
	7.066
	6.967
	0.099
	41
	6.745
	6.645
	0.100

	20
	7.699
	7.492
	0.207
	42
	6.553
	6.546
	0.007

	21
	8.174
	8.161
	0.013
	43
	7.125
	7.205
	-0.080

	22
	7.143
	7.252
	-0.109
	
	
	
	





Figs. 2 show the plot of the predicted values of pIC50 (nM) versus the experimental values for total, training, test and validation sets.	


Comparison between the MLR and ANN model

In Table 4 we recorded the values of RMSE and R2 of the training and testing sets that were calculated by BP-ANN and GA-MLR methods. These parameters were used to evaluate the statistical performance of models. Comparison between these parameters were shown that the RMSE of the training and testing sets were lower for the nonlinear ANN model, and the R2 of these data sets were higher for the nonlinear ANN model, which indicated that the performance of nonlinear BP-ANN model better than that of linear GA-MLR model for the prediction of anticancer activity (pIC50) of a series of 43 2-phenylindole derivatives.
The external validation results of Q2F1, Q2F2, Q2F3, and CCC were listed in Table 3. These values suggest that the BP-ANN model is robust and with high predictive capability [66, 67].
The experimental and predicted values of the anticancer activity (pIC50) of 2-phenylindole derivatives and the difference between them (residual) are shown in Table 5. According to the results, the pIC50(Pred)values are in good agreement with the pIC50(Exp).
Figs. 2 show the plot of the predicted values of pIC50 versus the experimental values for total, training, test and validations sets.
According the previous results, there is a nonlinear relationship between the selected molecular descriptors and anticancer activity (pIC50) of a series of 43 2-phenylindole derivatives.
The comparison between the residual values obtained using GA-MLR and BP-ANN models with the values of pIC50(Exp) of studied compounds were demonstrated in Figure 3. The residual values randomly scattered around the horizontal axis (zero line)  indicates that no systematic error exists in the GA-MLR and BP-ANN models, but comparison of the residual values of both models clearly represented that the superiority of the BP-ANN model over the GA-MLR model for prediction of pIC50 of tested compounds.


Fig.3.The plot of the residual values of both GA-MLR and BP-ANN methods vs the values of PIC50(Exp)

Interpretation of the best descriptors
The descriptors in the derived model of the present study and their meaning were recorded in Table 6. As can be seen from Table 5, the two descriptors, namely, RDF080u, and RDF070e are kind of three-dimensional (3D) molecular descriptors called radial distribution function (RDF) descriptors [68]. These 3D descriptors explain better the activity under study than the other descriptors and stereochemistry of the studied derivatives play an important role for these anticancer activities. This block of descriptors have been successfully used to modeled properties  / activities of organic compounds[69-73], and they provides information about interatomic distances in the entire molecule, bond distances, 3D-molecular geometry, planar and non-planar systems,  atom types, and ring types [74].


              Table 6. Names of the model descriptors and their description, type, and block.

	Activity
	Name
	Description
	type
	Block

	pIC50
	RDF080u
	Radial Distribution Function - 080 / unweighted
	3D
	RDF descriptors

	
	RDF070e
	Radial Distribution Function - 070 / weighted by Sanderson electronegativity
	3D

	



CONCLUSION
In the present study, to explicate of anticancer activity and also build the QSAR model for studied 2-phenylindole derivatives, we used two different statistical methods including; GA- MLR, and BP-ANN.
The high quality of the model is reflected by the squared multiple correlation coefficients (R2), the root mean squared error (RMSE), and the absolute average deviation (AAD (%)).
QSAR models are built using subsets of the descriptors chosen by the backward stepwise multiple linear regressions (BW-MLR) and genetic algorithm procedure. The results demonstrate much better accuracy through the QSAR-BPANN nonlinear model than applying the QSAR-GAMLR linear one. 
The external validation parameters Q2F1, Q2F2, Q2F3, and concordance correlation coefficient were used to verify predictive performance of QSAR model derived by BP-ANN method.
The results of validation showed that the proposed model is robust and with high predictivity.
Among the applied QSAR models, BP-ANN gave significant results with high statistical quality for predicting the pIC50 of 43 2-phenylindole derivatives, which means that there is nonlinear relationship between selected molecular descriptors and the anticancer activity of studied compounds.
QSAR model indicated that the two 3D molecular descriptors namely, RDF080u, and RDF070e create better correlation between structural information and the anticancer activity and thus 3D-molecular geometry of the studied derivatives play an important role for these activities.
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training set
y = 0.9383x + 0.4411
R² = 0.93
6.367	7.0810000000000004	6.6779999999999999	7.585	7.3769999999999998	7.3369999999999997	7.1189999999999998	7.2519999999999998	7.1079999999999997	6.8239999999999998	6.1429999999999998	6.585	7.4560000000000004	6.2679999999999998	7.569	7.585	8.26	8.1310000000000002	7.5090000000000003	7.4690000000000003	7.569	6.5229999999999997	7.4809999999999999	6.585	7.3769999999999998	7.367	6.62	6.3769999999999998	6.5529999999999999	6.3534444455236301	7.0516849273143896	6.7664372996875599	7.4495355694819301	7.5127196301516603	7.1986242006192702	7.1122448186293301	7.5153198083282504	6.9339012485264204	6.9694410868286303	6.4580532555423602	6.4555727914963397	7.3372895230142197	6.4606694202887898	7.4875442648337103	7.4247261114856604	8.4837656839024707	8.1515642063165092	7.4627242087888899	7.3181930729044202	7.3637830777173203	6.4292916723705797	7.4302739327893104	6.81830987345624	7.5076140096402399	7.3239721930163197	6.6319667666279098	6.2794905940815502	6.5448483677974201	Experimental activity(PIC50)

Predicted activity( PIC50)


test set
y = 0.9467x + 0.4193
R² = 0.9416
7.1870000000000003	7.0659999999999998	8.1739999999999995	6.2290000000000001	6.5529999999999999	7.319	7.4593183399199399	6.9667761565780397	8.1614868455236707	6.4465047130724704	6.4486972254625003	7.2962912246000897	Experimental activity( PIC50) 

Predicted activity( PIC50)


Total set
y = 0.9475x + 0.3778
R² = 0.927
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