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Abstract—the information of accident precursors and common trends can help people estimate risk and avoid future accident in 

chemical plants. This information can be obtained by analyzing chemical accident cases. Word embedding and deep learning methods 

have shown to be very effective in automated text information mining nowadays. In this work, a chemical accident case analysis method 

is proposed and tested based on word embedding and deep learning method. Firstly, word vectors for the text corpus of chemical 

accident cases were produced based on word2vec. And then Bidirectional LSTM model with attention mechanism for text classification 

was constructed. Finally, case studies on the correlation analysis of the common trends of chemical accidents and automated text 

classification of chemical accident cases documents were performed respectively. The results revealed that the proposed method can 

identify common principles of chemical accidents and classify chemical accident cases. These findings highlight the feasibility of 

chemical accident case information mining based on word embedding through case studies. Compared with rule-based information 

mining, our method improves the efficiency, automation, and intelligence of information mining from chemical accident cases 

documents. 

Index Terms—word embedding; text information mining of chemical accident cases; automated text classification; deep learning; 

chemical safety management;  

I. INTRODUCTION 

 In the petrochemical industry, the chemical processes are complex, the production equipment is diverse and the materials 

involved in the production process are flammable, explosive, and toxic. Hence, accidents have been a regular occurrence in the 

petrochemical industry for many years, such as the Bhopal disaster (1984), the accidents that occurred in Jilin, china (2005) [1], the 

Qingdao 11.2 crude oil leak and explosion (2013), the Tianjin Port 8.12 fire and explosion (2015) [2] and especially serious 

explosion accident in Xiangshui, China[3]. These disasters resulted in numerous casualties, substantial economic losses and 

environmental pollution. So it is significant to mine the factors triggered these accidents and understand the likelihood of the cases, 

which can aid chemical engineers in making better decisions regarding risk prevention and accident control activities, avoiding and 

reducing recurring accident in petrochemical enterprises. 

 To avoid accident, projects involving the inherent safety risk assessment of chemical processes [4-7] as well as production 

safety risk assessment [8, 9] have received increased attentions from chemical engineering researchers and engineers in the 

chemical industry. The information of accident precursors and common trends can improve efficiency and accuracy of safety risk 
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assessment of chemical process. It can help site managers identify work-areas and instances where the likelihood of an accident 

may occur [10, 11]. Extracting these valuable information from a huge amount of chemical accident cases is an effective way to 

enhance safety management in chemical enterprises. Significant advancements in chemical safety management have been achieved 

[12, 13] by extracting the precursors and causes from these accidents.  

Within a chemical accident case, precursors and causes are typically  documented in an unstructured or semi-structured free-text 

data format, which contains information such as the description of the accident cases, its location，time， equipment and people 

involved. Thus, mining  valuable information from a huge amount of chemical accident cases remains a time-consuming, 

labor-intensive and inefficient process[14–15]. 

In recent years, new  paradigms[17-19] for data processing，representation, mining, and application have emerged in the 

intelligent era. Facing major obstacles related to safety management in green manufacturing, artificial intelligence (AI) 

technologies are quite promising [20, 21].Deep neural networks have become an effective way to solving complex problems such 

as image analysis, information extraction and text mining [22, 23].On the other hand, Word2Vec techniques have been proved 

efficient words representation approaches learning semantic information from massive unlabeled data[24]. And it was wildly 

applied to downstream natural language processing tasks [25-27], providing the possibility of efficient and automated information 

extraction from a large amount of existing cases text. At present, word embedding has been applied to many fields in engineering 

research. Material related word vectors can be obtained by training large amounts of materials science literature using unsupervised 

methods. These vectors capture complex materials science concepts and can be used to recommend materials for functional 

applications several years before their discovery in the materials science field [28]. Pre-trained word vectors are used to analyze the 

correlations among traffic roads in the transportation field [29]. Safety researchers use pre-trained word vectors to extract the 

ontology concepts of coal mine accidents in the coal mining industry [30]. Compared with the previous TF-IDF (term frequency–

inverse document frequency)method and bag-of-words model, word representation technology has greatly improved precision and 

recall of Chinese event discovery, and protein interaction recognition has been efficiently and accurately performed [31-33]. 

Therefore, in this study, we utilized Word2Vec model to obtain word-vectors of chemical accident cases text corpus firstly, then 

identified the accident common trends by correlation analysis of accident cases based on word vectors of chemical accident cases 

text. Finally, a deep neural network was constructed to perform automated text classification based on word vectors of chemical 

accident cases text.  

II. METHODOLOGY  

Figure 1 show the main framework of correlation analysis and text classification of chemical accident cases based on word 

embedding in our work. This work is mainly divided into two major tasks: (1) obtaining the word vectors of the text corpus of 
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chemical accident cases and (2) performing a case study of correlation analysis and text classification of chemical accident cases 

based on word embedding. Strategies to produce word vectors for the cases text corpus and models to classify chemical accident 

cases text are detailed in this section. The critical steps of obtaining word vectors mainly include case collection, case text 

prepossessing, case text corpus word2vec model construction and model evaluation. The case study consists of two parts: 

correlation analysis of the accident common trends and automated text classification of chemical accident cases.   
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Figure 1. Main framework of word vector-based chemical accident case analysis  

1. Strategies to produce word vectors for the cases text corpus  

At present, word vectors can be used as a feature in many natural language processing and machine learning applications. Word 

vectors are derived from the distributional hypothesis, that is, words occurring in similar contexts have similar meanings [34-36]. 

They are generated during the training of deep language probabilistic models. This weakens the interpretability of statistical 

machine learning methods and relies heavily on data. The greater of the amount of data is, the better the universality shows. Two 

distinct neural models can be used in word2vec: the continuous bag-of-words (CBOW) model and the continuous skip-gram 

(skip-gram) model. Generally, obtaining word vectors for a domain-specific text corpus requires the extensive training and 

fine-tuning of multiple parameters. In this study, a series of experiments will be carried out to select a suitable word2vec model for 

text corpus of chemical accident cases.  

In this study, the Word2vec model was called from the Gensim module in Python to generate word vectors for the text corpus of 

chemical accident cases based on Anaconda Spyder. The word vectors generation steps for the corpus of chemical accident cases 

are shown in Figure 2. Theses mainly consist of information collection of chemical accident cases, text corpus preprocessing, case 

text corpus word2vec model construction, and word2vec model evaluation. 

1.1 Information collection of chemical accident cases 

A total of 10000 accident cases happened from 1988 to present were collected and a vocabulary with a capacity of 1G was 

obtained after a preliminary screening in this work. These chemical accident reports were compiled by major Chinese chemical 

companies. 3000 of them were collected from the chemical factories, such as Qilu Petrochemical, Maoming Petrochemical, Petro 

China Fushun Petrochemical. Another 7000 cases were obtained by crawling the websites ChemMade.com, safehoo.com and the 

China Chemical Safety Association. The keywords used to crawl these websites were “chemical accidents,” “chemical production 
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process,” and “petrochemical industry.” Half of them actually occurred, whereas the other half were discovered in a timely fashion 

and effectively controlled.   
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Figure2. Steps in word vector generation from the text corpus of Chemical accident cases 

 

1.2 Text corpus preprocessing 

Spaces, line breaks, letters, punctuation, and stop words in documents have no practical meaning and reduce the training 

efficiency and quality of the word vectors obtained. Therefore, it was vital to remove these characters from the training corpus. 

First, the re module in Python was called to remove spaces, line breaks, letters, punctuation and other illegal characters from the 

text corpus. Next, to improve the efficiency and accuracy of segmentation, a proprietary dictionary of chemical vocabulary was 

constructed and “jieba segmentation” was utilized to accurately segment the preprocessed text of chemical accident cases into words 

in our project. Then, Stop words were then removed, and a chemical text corpus of approximately 1.35 million words was finally 

obtained（see Attachment 1 for details ）. 

The CBOW and skip-gram models both consider semantic coherence when training word vectors. To this end, in this study the 

text corpus was processed sentence - by - sentence from text preprocessing, to text segmentation, to the removal of stop words. 

Ultimately, the text corpus was organized into a list of list format, which was then fed to the word2vec model. 

1.3 Case text corpus word2vec model construction 

Word2vec primarily uses skip-gram and CBOW to learn word representations. CBOW mainly predicts a target word based on its 

context words, whereas skip-gram mainly predicts context words based on a given target word. Both of these methods use artificial 

neural networks as classification algorithms. For CBOW, a key step is comparing its output with the word itself in order to correct 

its representation based on the back propagation of the error gradient. For skip-gram, a key step is comparing its output with each 

word of the context in order to correct its representation based on the back propagation of the error gradient. These are all related to 

vocabulary size and the window size of each word. In order to improve the efficiency of learning word representations, the negative 
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sampling algorithm and the hierarchical softmax algorithm were used in the learning process. In word2vec, however, CBOW, 

skip-gram, the negative sampling algorithm and the hierarchical softmax algorithm have their own advantages and disadvantages 

for different training data. Therefore, evaluations of the performance of different models and algorithms were conducted in order to 

determine the most efficient word2vec model for the text corpus of chemical accident cases. 

In our study, word2vec model parameters such as the CBOW model, skip-gram model, negative sampling algorithm, 

hierarchical softmax algorithm, number of iterations, word vector dimension, and window size, were all considered. The 

performance of the word vectors obtained under different parameter configurations are presented in the model evaluation section. 

1.4 Word2vec model evaluation 

Word vector training is an unsupervised process based on word2vec. Generally, there are two methods for evaluating word 

vectors: one is to apply word vectors to an existing natural language processing system and then draw conclusions by observing 

system evaluation indicators such as the precision, recall and F-score of word vector accuracy. The other is to evaluate the quality 

of word vectors in terms of linguistics. In order to decrease cost and improve efficiency, model evaluation was conducted from the 

perspective of linguistics in this study.  Specifically, the mean average precision (MAP) [37] of the closest 50 words to the target 

word was used as the evaluation criterion. The following formulas were employed to compute the MAP: 

MAP = 
∑ 𝐴𝑣𝑒𝑃(𝑞𝑛)

𝑁
𝑛=1

𝑁
.                                       (1) 

 

𝐴𝑣𝑒𝑃(𝑞) =
∑ 𝑀𝑖

𝑅
𝑖=1

2×20𝑅
.                                          (2) 

 

In these equations, N represents the number of selected target words, 𝐴𝑣𝑒𝑃(𝑞𝑛) is the average precision of each target word, 

R is the number of words closest to the target word, and M is the manual evaluation score of the similarity between each word and 

the target word. In our experiment, N = 5, R = 50, and M was measured as follows: 

1)  If a word was completely unrelated to the target word, then M = 0; 

2)  If a word was roughly related to the target word, then M = 1; and  

3) If a word exactly matched the target word, then M = 2. The model evaluation process is illustrated in Figure 3. 
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Figure 3. Flowchart of model evaluation 

 

In our study, the CBOW model, skip-gram model, number of iterations, hierarchical softmax and negative sampling 

optimization tricks, vector dimension, window size and min_count were the key model parameters used to learn the 

300-dimensional word embedding of the vocabularies related to chemical accidents. Based on the actual demand for chemical 

accident case analysis, the selected evaluation target words were set to “accident,” “fire,” “heat exchanger,” “air respirator,” and 

“ethylene”; the model evaluation results are presented in Figure 4-6. Figure 4 and Figure 5 shows changes of MAP with number of 

iterations under the CBOW model and the skip-gram model respectively. Figure 6 shows changes of MAP with different 

optimization tricks under the CBOW model. From these results, it can be seen that for the text corpus of chemical accident cases, 

the CBOW model performed better than the skip-gram model, 30 was the optimal number of iterations and the negative sampling 

trick was better than hierarchical softmax trick for training. Therefore, in our study, the parameters of the word2vec model used to 

learn the word embedding for the text corpus of chemical accident cases were those listed in TableⅠ. 

 

 
 

Figure 4. Number of iterations versus MAP under the CBOW model 
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Figure 5. Number of iterations versus MAP under the skip-gram model 

 

 
Figure6. Optimization tricks versus MAP under CBOW model 

 

Table Ⅰ SETUP OF THE WORD2VEC MODEL PARAMETERS  

Parameter Set-up 

sg 0(CBOW) 

Vector dimension 300 

Number of iterations 30 

hg 0(negative sampling) 

Window size 10 

Negative 5 

Sample 1*10-3 

min_count 5 

2. Model of automated text classification of chemical accident cases 

Text classification of Chemical accident cases is essential for risk assessment of chemical process. It can improve the 

efficiency of information mining and provide valuable information for the supervision and early warning of chemical 

accident in chemical safety management. Recently, deep learning techniques have shown impressive results in text 

classification. Convolutional neural networks (CNN)[38],Recurrent neural network (RNN)[39] and Long Short-Term 

memory (LSTM) [40] are the most commonly used deep learning techniques in automated text classification. 

However, CNN cannot obtain the semantic relationship between non-adjacent words in a sentence because CNN’s filter 

has a limited word capacity, while RNN may cause gradient explosion or gradient disappearance for long data sequence. In 

addition, LSTM can capture  long-distance and close-range dependencies between word sequences[41].  
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Figure7.LSTM topology 

 

A topology of LSTM is shown in Figure 7. h and c are two state of  LSTM cell. c denotes  cell output state of previous 

time step. h denotes output of hidden layer. At each iteration t, the current cell input xt,output of previous time step ht-1 and 

cell output state of previous time step ct-1 are incorporated by LSTM cell to update network parameters during the training. 

Gates mechanisms are introduced to control cell states of LSTM by allowing information to pass through optionally. it,  ft , 

ot , 𝑐̌𝑡  denote the  input gate, forget gate ,output gate and output state of current cell respectively. Values of gates and the input 

state of cell are calculated by Equations(3-6). 

𝑖𝑡 = 𝜎(𝑊𝑖𝑥𝑡 + 𝑈𝑖ℎ𝑡−1 + 𝑏𝑖)                                            ( 3 ) 

ft = σ(Wfxt + Ufht−1 + bf)                                              ( 4 ) 

𝑜𝑡 = 𝜎(𝑊𝑜𝑥𝑡 + 𝑈𝑜ℎ𝑡−1 + 𝑏𝑜)                                           ( 5 ) 

𝑐̌𝑡 = tanh(𝑊𝑐𝑥𝑡 + 𝑈𝑜ℎ𝑡−1 + 𝑏𝑐)                                      ( 6 ) 

𝑐𝑡 = 𝑓𝑡 ∗ 𝑐𝑡−1 + 𝑐̌𝑡 ∗ 𝑖𝑡                                                       ( 7 ) 

ht = ot ∗ tanh (ct)                                                            (8) 

where wi ,wf, wo,wc denote the weight matrices between the input of hidden layer, input gate, forget gate, output gate and 

input cell state. Ui,Uf,Uo,Uc denote the weight matrices between previous cell output state, input gate, forget gate, output gate 

and input cell state.bi ,bf, bo ,bc denote the corresponding bias vectors.  σ is the sigmoid function. And then,at each iteration t, 

cell output state 𝑐𝑡 and LSTM layer output ℎ𝑡 are calculated by Equations (7 and 8). 

To improve the accuracy of text classification of chemical accident cases, two key factors were considered in this study. 

The first one is how to represent the contextual semantic information of a sentence, and the other is how to express the 

important part of a sentence for a given chemical accident cases text.   

Bi-directional Long Short-Term Memory (BiLSTM) can process sequence data in both direction with forward LSTM 

and backward LSTM layer and these two hidden layers are connected to the same output layer. Attention mechanism has 

gained great success in many text classification tasks [42,43].The core idea of attention mechanism is to assign a weight to 

each position at a lower level of a neural network when computing a higher level of representation [44]. To extract the 
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dependencies feature between word sequences and the contextual semantic information of the chemical accident cases text, a 

BiLSTM text classification model with attention mechanism was constructed to classify document-level chemical accident 

cases text as shown in Figure 8. 

 
 

Figure8. Model architecture of chemical accident cases text classification  

 

In this model, firstly, each text of chemical accident cases was reprocessed and represented sentence by sentence based on 

pre-trained Word2Vec model. Secondly, each text vector was feed to the forward LSTM cell and backward LSTM cell sentence by 

sentence. Thirdly, the output vectors ℎ𝑡 of BiLSTM are connected and transformed according Equations (9). An attention weight 

vector 𝛼𝑡 was obtained by Equation (10). The final representation of a text d is calculated by Equation (11) . 

𝑢𝑡 = tanh (𝑊𝑢𝑢𝑡 + 𝑏𝑢)                         ( 9 ) 

𝛼𝑡 = softmax (
𝑢𝑡𝑢𝑡−1

√(𝑢𝑡−𝑢𝑡−1)(𝑢𝑡−𝑢𝑡−1)𝑇
)                                   ( 1 0 ) 

𝑑 = ∑ 𝛼𝑡𝑢𝑡𝑡                                             ( 1 1 ) 

                         

III.  CASE STUDY 

In this section, pre-trained word vectors for a chemical accident case text corpus were applied to chemical accident case analysis. 

Correlation analysis of the common trends of chemical accident cases and automated text classification of chemical accident cases 

were then carried out respectively.  

A. Correlation analysis of common trends of chemical accident cases 

Accident-related factors, such as root causes, accident time, accident-related equipment, accident type, accident-related 

materials, and accident characteristics can help chemical safety management personnel to quickly understand the basic situations of 

accidents and grasp the accident common trends. This helps to enhance the safety awareness of the relevant chemical production 

personnel, and promotes chemical companies to strengthen their own safety management strategies. In this case, the correlation 
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between the word vectors was used to obtain the accident correlation information, that is, “accident” was selected as the target word 

and 50 associated words were then found. The word cloud diagram is illustrated in Figure 9.  

From the term frequency of associated words with “accident” in Figure 9, it can be seen that the main characteristics of 

chemical accidents were similarities, recurrences, and emergencies. Mistakes, illegal operations, out of control, poor management, 

and negligence were closely related to chemical accidents. In the case of accident type, explosions, fires and poisoning accidents 

were high-frequency chemical accident. In addition, chemical accidents often led to environmental pollution. These are in line with 

people’s understanding of chemical accidents [44] and theories of accident causation [45]. Hence, these results highlight the 

possibility of using word embedding to obtain the common trends of chemical accidents. 

 

 

 

Figure 9. Word cloud for accident- related information 

 

B. Automated text classification of chemical accident cases 

In this case, tensorflow2.3.0 module was imported to construct a BiLSTM model with attention mechanism to classify case 

text of chemical accident based on Anaconda Spyder. 

A series of experiments were conducted on a labeled dataset in a supervised learning setting. Each text of chemical accident 

cases was manually labeled. The labels consist of Fires, Explosions, Poisoning, Fall and Others according to correlation analysis in 

Case A.  

The input of the model is a document-level text of chemical accident cases. Each sentence in the text is represented by the 

vector sum of each word in this sentence based on pre-trained word vectors. And then we merged sentence-level features from each 

time step into a document-level features vector through attention layer. Finally, a document-level vector feature vector is used for 

case text classification of chemical accident cases. Maximum number of sentences of the text is 60 in our datasets.Some chemical 

accident cases were attached in Attachment 2 for details. 



 11 

The model parameters is shown as TableⅡ.The result of text classification is shown in Table Ⅲ. 

 

Table Ⅱ BILSTM MODEL PARAMETERS 

Parameter Value 

Input tensor [60,60,300] 

n_classes 5 

Hidden layer 2 

Hidden size 128 

Embedding size 300 

Learning rate 0.001 

Opertimizer Adam 

Batch size 60 

epoch 30 

Dropout rate 0.5 

rate 0.8 

 

Table Ⅲ  RESULTS 

Model Precision(P) Recall(R) F(F_score) 
BiLSTM with Attention 0.9134 0.9026 0.9079 

 

The performance of the model is evaluated by Precision(P)， recall(R) and F_score(F).  The calculation formulas of P, R and F 

are as equation（12-14）: 

P=c1/c2×100%                                                                  (12) 

R=c1/c3×100%                                                                 (13) 

F=(β^2+1)PR/(β^2 P+R)×100%                                       (14) 

And here c1 means the number of returned correct results, c2 means the number of all returned results, c3 means the number of 

results that should be returned. Here P represents the correct rate of the classification results, and its value is calculated by formula 

(12), while R is the recall rate of the classification results, and its value is calculated by formula (13). The F value is used to 

measure the importance of R and P. The value of β represents the contribution of R and P to the measurement standard. In this paper, 

R and P are considered to be equally important for evaluating the extraction effect. The value of β is 1, and F value is calculated by 

formula (14). 

 It can be observed from Table III that the BiLSTM model with Attention mechanism can classify the chemical accident cases 

precisely based on pre-trained word vetors of chemical accident cases text.It was noted that pre-trained word vectors ensure the 

stability of the training process,BiLSTM model with attention mechanism  can learn more hidden feature information and taking 

sentence-level features vectors as input improved the computational efficiency of the model. 
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IV. CONCLUSIONS  

In this study, word vectors were obtained and applied to examine the correlation analysis of common characteristics of 

chemical accident cases, as well as the automated text classification of chemical accident cases. Our results revealed the following: 

(1) Using the correlation among word vectors can effectively identify the key causes of chemical accidents, common trends and 

other information. (2) The BiLSTM model with Attention can precisely classify the chemical accident cases based on pre-trained 

word vetors of chemical accident cases text. (3) Taking sentence-level features vectors as input  of BiLSTM model with attention 

mechanism improved computational efficiency.(4) Our results highlight the possibility of analyzing chemical accident cases based 

on word embedding.  
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