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Abstract. In this paper, we establish existence of infinitely many weak solutions for a class of quasilinear

stationary Kirchhoff type equations, which involves a general variable exponent elliptic operator with critical

growth. Precisely, we study the following nonlocal problem{
−M(A (u)) div

(
a(|∇u|p(x))|∇u|p(x)−2∇u

)
= λf(x, u) + |u|s(x)−2u in Ω,

u = 0 on ∂Ω,

where Ω is a bounded smooth domain of RN , with homogeneous Dirichlet boundary conditions on ∂Ω, the
nonlinearity f : Ω×R→ R is a continuous function, a : R+ → R+ is a function of the class C1, M : R+

0 → R+

is a continuous function, whose properties will be introduced later, λ is a positive parameter and p, s ∈ C(Ω).
We assume that C = {x ∈ Ω : s(x) = γ∗(x)} 6= ∅, where γ∗(x) = Nγ(x)/(N − γ(x)) is the critical Sobolev

exponent. We will prove that the problem has infinitely many solutions and also we obtain the asymptotic
behavior of the solution as λ→ 0+. Furthermore, we emphasize that a difference with previous researches is

that the conditions on a(·) are general overall enough to incorporate some interesting differential operators.

Our work covers a feature of the Kirchhoff’s problems, that is, the fact that the Kirchhoff’s function M in
zero is different from zero, it also covers a wide class of nonlocal problems for p(x) > 1, for all x ∈ Ω. The

main tool to find critical points of the Euler Lagrange functional associated with this problem is through a

suitable truncation argument, concentration-compactness principle for variable exponent found in [9], and
the genus theory introduced by Krasnoselskii. The result of this paper extends or complements, or else

completes recent papers and is new in several directions for the stationary Kirchhoff equations involving the

p(x)−Laplacian type operators.

1. Introduction

The present research deals with the existence and multiplicity of weak solutions of the nonlocal boundary
value problems of a class of quasilinear Kirchhoff type equations involving a critical nonlinearity, in the
framework of function spaces with variable exponents and, therefore, we need more delicate estimates.
Motivated by the little literature in the critical case for nonlocal operators of elliptic equations with variable
exponents, the objective of this research is to demonstrate the existence of infinitely many solutions of
the critical problem (Pλ), by using the Krasnoselski genus theory. In this sense, our result is new even
in the p−Laplacian operator’s context, nonlocal type problems and problems involving critical terms with
exponents variables.

Kirchhoff established in [1883] (see [39]) a model for his celebrated equation

ρ∂2
ttu−

(
ρ0

h
+

E

2L

∫ 2L

0

|∂xu(x)|2 dx

)
∂2
xxu = 0,

as a nonlinear extension of D’Alembert’s wave equation by considering the small vertical vibrations of a
stretched elastic string when the tension is variable and the ends of the string are fixed. Here u = u(x, t) is
the transverse string displacement at the space coordinate x and time t, L is the length of the string, h is
the area of the cross section, E is Young’s modulus of the material (also referred to as the elastic modulus)
it measures the string’s resistance to being deformed elastically, ρ is the mass density, and ρ0 is the initial
tension.
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These types of problems have received a lot of attention of many researchers only after Jacques-Louis
Lions [42], proposed a framework to attack it. Several papers are dedicated to these kinds of problems, for
example, see [2], [6], [7], [14], [15], [20], and references therein.

In the last decades, the study of nonlocal problems has generated a lot of interest, by their structure,
by theoretical aspects, and by the presence of the p(x)−Laplacian type operators, these mathematical
complications motivate our work. Such problems are being studied intensively in recent years due to its
mathematics difficulties, and also by the applications in the motion of electrorheological fluids, elastic
mechanic, image restoration, mathematical biology, polycrystal plasticity, non-Newtonian fluids with thermo-
convective effects, we refer the reader to [5], [19], [23], [36], [44], [46], [47], and references therein for more
applications. However, such generalizations are nontrivial, since p(x)−Laplacian type operators possess more
complicated structures than the p−Laplacian type operators, for instance, the p(x)−Laplacian operator is
nonhomogeneous.

The goal of this research is to complete, complement, extend, and improve the study of quasilinear
stationary Kirchhoff equation involving p(x)−Laplacian type operators for a wide class of problems since
elliptic problems wrapping variable exponent with critical growth still is new. We will need to overcome
various difficulties arising from the fact that the problem is nonlocal and M(0) > 0.

Some authors obtained infinitely many solutions in the critical case, in the case M ≡ 1, for instance, we
refer to [37] for the classical Laplacian operator, to [8] for the p−Laplacian, to [35] for the (p, q)−Laplacian
operator, and for a class of p&q elliptic problems when Ω is a bounded domain of RN we cite [32], for the
p(x)−Laplacian operator we cite [9]. For the (p, q)−Laplacian operator defined in all RN we cite [18] and
for a class of p&q elliptic problems on RN we refer to [31].

Concerning these types of nonlocal problems with critical growth, for example, we refer to [1] and [30]
for Kirchhoff problem involving the classical Laplace operator, to [16], [17], and references therein for the
Kirchhoff type problem involving the p(x)−Laplacian operator.

On the other hand, there has been an increasing interest in problems involving critical exponents,
we mention the famous work of Brezis and Nirenberg [11], since then there have been several types
of research and generalizations. Furthermore, the novelty of this research is to consider the operator
div(a(|∇u|p(x))|∇u|p(x)−2∇u) with p(x) > 1, for x ∈ Ω.

More precisely, we study the following variable exponent nonlocal elliptic problem:{
−M(A (u))) div

(
a(|∇u|p(x))|∇u|p(x)−2∇u

)
= λf(x, u) + |u|s(x)−2u in Ω,

u = 0 on ∂Ω,
(Pλ)

where Ω ⊂ RN , N > 3, is a bounded domain with smooth boundary ∂Ω, and λ > 0 is a real parameter,
p(x), q(x), r(x), and s(x) are continuous function on Ω satisfying the folllowing inequalities

1 < r− 6 r(x) 6 r+ < p− 6 p(x) 6 p+ < q− 6 q(x) 6 q+ < N,
and

1 < r− 6 r(x) 6 r+ < γ− 6 γ(x) 6 γ+ < s− 6 s(x) 6 γ∗(x) < +∞,
(1.1)

for all x ∈ Ω, where p− := min
x∈Ω

p(x), p+ := max
x∈Ω

p(x), and analogously to r−, r−, q−, q+, γ−, γ+, s−, and

s+, with γ(x) = (1−H(κ3))p(x) +H(κ3)q(x), and the variable critical exponent γ∗(x) defined by

γ∗(x) =

{
Nγ(x)
N−γ(x) , se γ(x) < N,

+∞, se γ(x) > N,

for all x ∈ Ω, where H : R+
0 → {0, 1} is given by

H(κ) =

{
1, if κ > 0,
0, if κ = 0.

Furthermore, we consider the set C = {x ∈ Ω : s(x) = γ∗(x)} 6= ∅. The operator A : X → R is defined
by

A (u) =

∫
Ω

1

p(x)
A(|∇u|p(x)) dx,

where A(·) is the function A(t) =
∫ t

0
a(σ)dσ and the function a(·) is described in the hypothesis (a0).

We assume that the function a : R+
0 → R+

0 verify the following hypotheses:
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(a0) The function a(·) is of class C1;
(a1) There exist positive constants, κ0, κ1, and κ2, and a nonnegative constant κ3, such that

κ0 +H(κ3)κ2τ
q(x)−p(x)
p(x) 6 a(τ) 6 κ1 + κ3τ

q(x)−p(x)
p(x) ,

for all τ > 0 and for all x ∈ Ω;
(a2) There exists c > 0 such that

min

{
a(τp(x))τp(x)−2, a(τp(x))τp(x)−2 + τ

∂(a(τp(x))τp(x)−2)

∂τ

}
> cτp(x)−2,

for almost every x ∈ Ω and for all τ > 0;
(a3) There is a positive constant α such that

A(τ) >
1

α
a(τ)τ with

r+

p+
<
γ+

p+
6 α <

s−

p+
,

for all τ > 0.

The problem (Pλ) is called nonlocal because of the presence of the nonlocal Kirchhoff function M(A (·))
which implies that the quasilinear partial differential equation (Pλ) is no longer a pointwise identity.

In terms of Kirchhoff’s function, we assume general conditions on M : R+
0 → R. We consider that M is a

continuous function that satisfies the conditions:

(M1) There exists m0 > 0 such that M(t) > m0 = M(0) > 0 for all t ∈ R+;
(M2) The function M is increasing.

In the present research, we denote by M (t) :=
∫ t

0
M(τ)dτ for all t ∈ R+

0 .
The standard Kirchhoff function introduced in [39] is given by

M(s) = as+m0, with a, m0 > 0.

For such M the problem (Pλ) is degenerate if m0 = 0 and a > 0, and non-degenerate when m0 > 0 and
a > 0. Finally, when m0 > 0 and a = 0, the Kirchhoff function M is simply a constant and (Pλ) reduces to
a local quasilinear elliptic Dirichlet problem.

We assume that the nonlinearity f : Ω× R→ R is a continuous function satisfying:

(f1) f is odd in the second variable, that is,

f(x,−t) = −f(x, t) for any (x, t) ∈ Ω× R;

(f2) There exist positive constant a1, a2 and a function r ∈ C+(Ω) such that

a1t
r(x)−1 6 f(x, t) 6 a2t

r(x)−1 for all (x, t) ∈ Ω× R+
0 .

A simple example for the nonlinearity f is given by f(x, t) = ϑ(x)|t|r(x)−2t, where ϑ : Ω → R is a
continuous nonnegative function.

Note that the assumption (f1) implies that the function u = 0 is solution of the problem (Pλ).
The main result in this paper establishes the existence of infinitely many solutions to problem (Pλ) under

the above hypotheses.

Theorem 1.1. Assume that the functions a, M, and f satisfy the conditions (a0) − (a3), (M1) − (M2),
and (f1) − (f2). Then, there exists λ > 0, such that problem (Pλ) has infinitely many weak solutions for
each λ ∈ (0, λ). Moreover, if uλ is a solution of problem (Pλ) then

lim
λ→0+

‖uλ‖ = 0.

In order to prove our principal result we follow the main ideas of [30], [32], [33], and [35]. The hypothesis
(M1) provides only a positive lower bounded for M near zero, this creates serious technical difficulties, we
will need to do a truncation on the Kirchhoff function to obtain priori estimates of the boundedness from
above, and thus obtain a new auxiliary problem, afterward, we do another truncation to control the Euler-
Lagrange’s functional associated with the auxiliary problem. Note that there are serious difficulties to prove
the existence of solutions for canonical variational methods. For instance, a difficulty that arises is to prove

the Palais-Smale condition due to the lack of compactness of the embedding of W
1,p(·)
0 (Ω) into Lp

∗(·)(Ω),
and, to overcome this difficulty we use the concentration compactness principle (see [9]). Then, to obtain
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infinitely many solutions to the auxiliary problem for any λ sufficiently small, we will use genus theory as in
[8], and, due to the truncation on M , we obtain infinitely many solutions to problem (Pλ).

Finally, we would like to emphasize that our result improves, complements and generalizes some recent
results including the following aspects:

(N1) We extended the results in three directions: the equations involving the p(x)−Laplacian type
operators or a more general nonlocal operator, and study of the existence of infinitely many solutions,
we refer to [8], [16], [17], [30], [35], and [45]. Moreover, observe that the Theorem 1.1 improves the
main results of the articles mentioned above, with slight differences in the nonlinearities, where the
authors consider only the case where p(x) is a constant, or an operator that is included in our general
operator, so we show a general result for a large class of operators. In some important cases, our
result covers the nonlocal problems involving for instance the p−Lapalacian, the p(x)−Laplacian,
the (p(x), q(x))−Laplacian, the p(x)−Laplacian-Like operator, among other types of differential
operators.

(N2) In the study of quasilinear Kirchhoff equations type involving critical growth. In particular, our
results cover a wide class of problems with variable exponent, which also has a difficulty due to
Kirchhoff’s function be different from zero in zero.

(N3) We emphasize that in our work, we cover the case p(x) > 1 for all x ∈ Ω, for a broad class of
operators compare, see [30], [31], and [37].

Now, we are going to illustrate the kind of problems that surrounds our operator. We set some examples
that are of mathematical interest, as well as of great physical interest due to applications in different areas.
The following operators satisfy the hypotheses a(·).

1.1. Some examples. The following operators satisfy the hypotheses (a0)− (a3):

(a) If a ≡ 1, then

−div(|∇u|p(x)−2∇u),

which coincides with the usual p−Laplacian when p(x) = p and with the Laplacian when p(x) = 2.

(b) If a(τ) = 1 + τ
q(x)−p(x)
p(x) , we get

−div(a(|∇u|p(x))|∇u|p(x)−2∇u) = −∆p(x)u−∆q(x)u,

when p(x) = p and q(x) = q it is the known (p, q)−Laplacian operator.
(c) If a(τ) = 1 + τ√

1+τ2
, we have

−div(a(|∇u|p(x))|∇u|p(x)−2∇u) = −div

((
1 +

|∇u|p(x)√
1 + |∇u|2p(x)

)
|∇u|p(x)−2∇u

)
,

which is called p(x)-Laplacian like operator.

This paper is organized as follows. In the Section 2 we fix the notation and recall the definition of the
variable exponent spaces that will be used throughout our research. In the Section 3, we will give some
necessary definitions and properties of genus theory. In Section 4 we discuss the variational formulation of
the problem (Pλ). In Section 5 we introduce the truncated auxiliary problem. Section 6 is dedicated to
the local Palais Smale condition for the Euler - Lagrange’s functional associated to the truncated auxiliary
problem. In Section 7 we prove some technical results that imply the existence of infinitely many solutions
for the auxiliary truncated problem and therefore infinitely many solutions for the original problem (Pλ),
and finally get the asymptotic behavior for these solutions when λ → 0+. Finally in the last section we
present some fundamental properties of the operator that will be useful in all our work.

2. Preliminaries

In this section, we recall some results about the Lebesgue and Sobolev space with variable exponent and

properties, the spaces Lh(·)(Ω), W 1,h(·)(Ω), W
1,h(·)
0 (Ω), where Ω is an open subset of RN , which are used

throughout all our work. For details, we refer to [22], [24], [26], [27], [28], [29], and [40].
Let X be a Banach space, we denote by X ′ its topological dual and by 〈·, ·〉 the duality brackets between

X ′ and X. The following notations will be used in the present work. C and Ci will denote generic positive
constants. We set

C+(Ω) =
{
h ∈ C(Ω), h(x) > 1 for all x ∈ Ω

}
.
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For each h ∈ C+(Ω), we define

h+ = max
x∈Ω

h(x) and h− = min
x∈Ω

h(x).

Also, we define the variable exponent Lebesgue space Lh(·)(Ω)

Lh(·)(Ω) =

{
u : Ω→ R is measurable:

∫
Ω

|u(x)|h(x) dx < +∞
}

which is equiped with the Luxemburg norm

‖u‖h(·) = inf

{
λ > 0 :

∫
Ω

∣∣∣u(x)

λ

∣∣∣h(x)

dx 6 1

}
.

Note that, for a constant function h, the Luxemburg norm ‖ · ‖h(·) coincides with the standard norm ‖ · ‖h
of the Lebesgue space Lh(Ω). As usual, we denote by h′(x) = h(x)

h(x)−1 the conjugate exponent h(x). Since

0 < |Ω| < +∞, the following result holds.

Lemma 2.1. ([25, Proposition 2.1])

(i) The space
(
Lh(·)(Ω), ‖ · ‖h(·)

)
is a separable, uniform convex Banach space, and its conjugate space

is Lh
′(·)(Ω), where 1

h(x) + 1
h′(x) = 1. For any u ∈ Lh(·)(Ω) and v ∈ Lh′(·)(Ω), we have∣∣∣∣∫

Ω

uv dx

∣∣∣∣ 6 ( 1

h−
+

1

(h′)−

)
‖u‖h(·)‖v‖h′(·), ∀u ∈ Lh(·)(Ω), v ∈ Lh

′(·)(Ω).

(ii) If h1, h2 ∈ C+(Ω), h1(x) ≤ h2(x) for any x ∈ Ω, then the embedding Lh2(·)(Ω) ↪→ Lh1(·)(Ω) is
continuous.

We introduce an important function, so called ρ(·)−modular of the Lh(·)(Ω) space, that will help us in
handling of generalized Lebesgue-Sobolev spaces, which is the convex function ρh(·) : Lh(·)(Ω) → R defined
by

ρh(·)(u) =

∫
Ω

|u|h(x) dx, ∀u ∈ Lh(·)(Ω).

Proposition 2.2. ([25, Proposition 2.3]) For u ∈ Lh(·)(Ω) and {un}n∈N ⊂ Lh(·)(Ω). Then, we have

1. If u 6= 0, ‖u‖h(·) = λ⇔ ρ(uλ ) = 1.
2. ‖u‖h(·) < 1(= 1;> 1)⇔ ρ(u) < 1(= 1;> 1).

3. If ‖u‖h(·) > 1 then ‖u‖h−h(·) 6 ρ(u) 6 ‖u‖h+

h(·).

4. If ‖u‖h(·) < 1 then ‖u‖h+

h(·) 6 ρ(u) 6 ‖u‖h−h(·).

5. limn→+∞ ‖un‖h(·) = 0⇔ limn→+∞ ρ(un) = 0.
6. limn→+∞ ‖un‖h(·) = +∞⇔ limn→+∞ ρ(un) = +∞.

Lemma 2.3. ([24, Lemma 2.1]) Let h ∈ L∞(Ω) be such that 1 6 h(x)p(x) 6 +∞ for almost everywhere
(a.e.) x ∈ Ω. Let u ∈ Lhp(·)(Ω), u 6≡ 0. Then

‖u‖h
−

hp(·) 6 ‖|u|
h(·)‖p(·) 6 ‖u‖h

+

hp(·), if ‖u‖hp(·) > 1,

‖u‖h
+

hp(·) 6 ‖|u|
h(·)‖p(·) 6 ‖u‖h

−

hp(·), if ‖u‖hp(·) 6 1.

In particular, if h is a constant function, then

‖|u|h‖hp(·) = ‖u‖hhp(·).

The following lemma is a version of the well-known Brezis-Lieb Lemma for variable exponents, the proof
follows the same steps of the constant case, the reader can see for instance [34].

Lemma 2.4. Suppose {un}n∈N bounded in Lh(·)(Ω) and un(x)→ u(x) a.e. in Ω. Then, u ∈ Lh(·)(Ω) and

lim
n→+∞

(∫
Ω

|un|h(x) dx−
∫

Ω

|un − u|h(x) dx

)
=

∫
Ω

|u|h(x) dx.
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The variable exponent Sobolev space W 1,h(·)(Ω) is defined by

W 1,h(·)(Ω) =
{
u ∈ Lh(·)(Ω) : |∇u| ∈ Lh(·)(Ω)

}
,

endowed with the norm
‖u‖1,h(·) = ‖u‖h(·) + ‖∇u‖h(·).

The space W
1,h(·)
0 (Ω) is defined as the closure of C+∞

0 (Ω) in W 1,h(·)(Ω) with respect to the above norm.

Proposition 2.5. ([25, Proposition 2.5]) Let Ω ⊂ RN be a bounded domain with smooth boundary ∂Ω and
h ∈ C(Ω) with h(x) < N for all x ∈ Ω.

(i) W 1,p(·)(Ω) and X are separable reflexive Banach spaces.
(ii) If q ∈ C+(Ω) and q(x) < p∗(x) for any x ∈ Ω, then the embedding W 1,p(·)(Ω) ↪→ Lq(·)(Ω) is compact

and continuous.
(iii) There is a constant C > 0, such that

‖u‖p(·) 6 C‖∇u‖p(·), ∀u ∈ X.

Note that, by (iii) of Proposition 2.5, we know that ‖∇u‖p(·) and ‖u‖1,p(·) are equivalent norms on X.
We will use ‖∇u‖p(·) to replace ‖u‖1,p(·) in the following discussions.

Theorem 2.6. ([27, Theorem 3.1]) Consider the mapping L : W
1,q(·)
0 (Ω)→ (W

1,q(·)
0 (Ω))′ defined by

〈L(u), v〉 =

∫
Ω

|∇u|q(x)−2∇u∇vdx.

Then, the mapping L is of the type (S+), that is, if un ⇀ u weakly in W
1,q(·)
0 (Ω) and lim sup

n→∞
〈L(un), un−u〉 6

0, it follow that un → u strongly in W
1,q(·)
0 (Ω).

Proposition 2.7. ([9]) Let p(x), q(x) be two continuous functions such that

1 < inf
x∈Ω

p(x) 6 sup
x∈Ω

p(x) < N and 1 6 q(x) 6 p∗(x) in Ω.

Let {un}n∈N be a weakly convergent sequence in W 1,p(·)(Ω) with weak limit u and such that:

|∇un|p(x) ⇀ µ weakly-* in the sense of measures.

|un|q(x) ⇀ ν weakly-* in the sense of measures.

In addition we assume that C := {x ∈ Ω : q(x) = p∗(x)} is nomempty. Then, for some countable index set
J , we have:

ν = |u|q(x) +
∑
j∈J

νjδxj , νj > 0,

µ > |∇u|p(x) +
∑
j∈J

µjδxj , µj > 0,

Sν
1

p∗(xj)

j 6 µ
1

p(xj)

j , ∀j ∈ J .
Where {xj}j∈J ⊂ C and S is the best constant in the Gagliardo-Nirenberg-Sobolev inequality for variable
exponents, namely

S = Sq(Ω) := inf
v∈C+∞

0 (Ω)

‖∇v‖p(·)
‖v‖q(·)

.

Lemma 2.8. (Deformation Lemma)([4, Lemma 1.3]) Let X be a Banach space, ϕ ∈ C1(X,R) and satisfy
the (PS) condition. Let c ∈ R and N be any neighborhood of Kc := {u ∈ X : ϕ(u) = c, ϕ′(u) = 0}. Then
there exists η(t, x) ≡ ηt(x) ∈ C([0, 1]×X,X) and positive constants ε > ε such that:

(1) η0(x) = x for all x ∈ X;
(2) ηt(x) = x for all x 6∈ ϕ−1[c− ε, c− ε] and all t ∈ [0, 1];
(3) ηt is a homeomorphism of X onto X for all t ∈ [0, 1];
(4) ϕ(ηt(x)) 6 ϕ(x) for all x ∈ X, t ∈ [0, 1];
(5) η1(Ac+ε −N) ⊂ Ac−ε, where Ac = {x ∈ X : ϕ(x) 6 c} for any c ∈ R;
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(6) if Kc = ∅, η1(Ac+ε) ⊂ Ac−ε;
(7) if ϕ is even, ηt is odd in x.

Remark 2.9. The Lemma 2.8 remains valid if ϕ satisfies the (PS)c condition for c < 0.

3. Krasnoselskii’s genus

In order to prove the multiplicity results stated in Theorem 1.1, our main tool is given by the classical
Krasnoselskii’s genus theory. We will present some basic notions on Krasnoselskii’s genus and, for more
information about this subject, we refer [3], [4], [12], [13], [41], and [43].

Let E be a real Banach space and let us denote by A the class of all closed subsets A ⊂ E \ {0} that are
symmetric with respect to the origin, that is, u ∈ A implies −u ∈ A. Let A ∈ A. The Krasnoselskii’s genus
γ(A) of A is defined as being the least positive integer k such that there is an odd mapping φ ∈ C(A,Rk)
such that φ(x) 6= 0 for every x ∈ A. If such a k does not exist, we set γ(A) = +∞. Furthermore, we set
γ(∅) = 0.

Theorem 3.1. Let E = Rk and ∂Ω be the boundary of an open, symmetric and bounded subset Ω ⊂ Rk with
0 ∈ Ω. Then γ(∂Ω) = k.

Corollary 3.2. γ(Sk−1) = k where Sk−1 is a unit sphere of Rk.

As a consequence, we have that, if E is a separable infinite dimensional vector space and S is the unit
sphere in E, then γ(S) = +∞.

Proposition 3.3. If K ∈ U, 0 6∈ K, and γ(K) > 2, then K has infinitely many points.

Proposition 3.4. ([43, Proposition 7.5] and [3, Lemma 10.4]) Let A,B ∈ A. Then

(1) Mapping property: If there exists ϕ ∈ C(A,B), odd, then γ(A) 6 γ(B);
(2) If there exists an odd homeomorphism between A and B, then γ(A) = γ(B);
(3) Monotonicity property: If A ⊂ B, then γ(A) 6 γ(B);
(4) Subadditivity: If γ(A ∪B) 6 γ(A) + γ(B);

(5) If γ(B) < +∞, then γ(A \B) > γ(A)− γ(B);
(6) Continuity property: If A is compact, then γ(A) < ∞, and there exists δ > 0 such that γ(A) =

γ(Nδ(A)) where Nδ(A) = {x ∈ X : d(x,A) 6 δ};
(7) if η ∈ C(A,E) is odd then γ(A) 6 γ(η(A)).

4. Variational framework

The problem (Pλ) has a variational structure and the natural space to look for solutions are variable
exponent Sobolev spaces.

Definition 4.1. We say that u ∈ X is a weak solution of the problem (Pλ) if verifies

M(A (u))

∫
Ω

a(|∇u|p(x))|∇u|p(x)−2∇u∇v dx = λ

∫
Ω

f(x, u)v dx+

∫
Ω

|u|s(x)−2uv dx (4.1)

for all v ∈ X, where X is the Banach space

X := W
1,p(·)
0 (Ω) ∩W 1,γ(·)

0 (Ω),

endowed with the norm
‖u‖ = ‖∇u‖p(·) +H(κ3)‖∇u‖q(·).

Thanks to our hypotheses on a, M, f, Ω, p(·), and s(·) the integrals in (4.1) are well defined if u, v ∈ X.
The weak solutions of (Pλ) coincides with the critical points of the C1- functional Φλ : X → R given by

Φλ(u) = M (A (u))− λ
∫

Ω

F (x, u) dx−
∫

Ω

1

s(x)
|u|s(x) dx,

for all u ∈ X. Note that the functional Φλ is Fréchet differentiable in u ∈ X with Fréchet derivative

〈Φ′λ(u), v〉 = M(A (u))

∫
Ω

a(|∇u|p(x))|∇u|p(x)−2∇u∇v dx− λ
∫

Ω

f(x, u)v dx−
∫

Ω

|u|s(x)−2uv dx,

for all v ∈ X. Hence, the critical points of Φλ are weak solutions for (Pλ).
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5. The auxiliary problem

One of the difficulties of the problem (Pλ) is the presence of the critical term which makes it not simple
to show that the functional Φλ verifies the Palais-Samle condition. The genus Krasnoselskii theory requires
that the functional Φλ is bounded from below. Moreover, since, we only have the information of that M
is an increasing function bounded from below, it complicates to prove that the functional Φω,λ verifies the
Palais-Smale condition. In order to prove Theorem 1.1, we will make a truncation in the function M and get
an truncated problem (Mλ). Therefore, we will obtain infinity many solutions to the problem (Mλ), which
will be proven that are solutions to the original problem (Pλ).

Since γ+ < s−, there exists σ ∈ R such that σ ∈ (γ+, s−). Furthermore, by (M2), exist t0 > 0 such that
m0 = M(0) < ω = M(t0) < m0σ

p+α

Mω(t) =

{
M(t) if 0 6 t 6 t0,
ω if t > t0.

(5.1)

Now, we introduce the auxiliary truncated problem{
−Mω(A (u)) div

(
a(|∇u|p(x))|∇u|p(x)−2∇u

)
= λf(x, u) + |u|s(x)−2u in Ω,

u = 0 on ∂Ω,
(Mλ)

with a, f, and λ defined as in problem (Pλ). Note that, due to (5.1), we have

Mω(t) 6 ω for all t > 0. (5.2)

Theorem 5.1. Assume (a0)− (a3), and (M1)− (M2), and (f1)− (f2). Then, there exists λ > 0, such that
Problem (Mλ) has infinitely many weak solutions in X for each λ ∈ (0, λ).

5.1. Variational formulation of the auxiliary problem.
We observe that problem (Mλ) has a variational structure, the Euler-Lagrange functional Φω,λ : X → R

is defined as follows

Φω,λ(u) = Mω(A (u))− λ
∫

Ω

F (x, u) dx−
∫

Ω

1

s(x)
|u|s(x) dx

where Mω(t) =
∫ t

0
Mω(s) ds. Moreover, by standard arguments the functional Φω,λ ∈ C1(X,R), and

〈Φ′ω,λ(u), v〉 = Mω(A (u))

∫
Ω

a(|∇u|p(x))|∇u|p(x)−2∇u∇v dx− λ
∫

Ω

f(x, u)v dx−
∫

Ω

|u|s(x)−2uv dx, (5.3)

u ∈ X and for any v ∈ X.

6. The Palais-Smale Condition

In order to use variational methods, we give some results related to the Palais-Smale condition. We say
that a sequence {un}n∈N ⊂ X is a Palais-Smale sequence for the functional Φλ at level c if

Φλ(un)→ c and Φ′λ(un)→ 0 in X ′, as n→ +∞. (6.1)

If (6.1) implies the existence of a subsequence of {un}n∈N which converges in X, we say that Φλ satisfies the
Palais-Smale condition. Moreover, if this strongly convergent subsequence exits only for some c values, we
say that Φλ satisfies a local Palais-Smale condition.

We will discuss the property of compactness of the auxiliary functional Φω,λ, given by the Palais-Smale
condition. In order to overcome the lack of compactness will use the compactness principle of variable
exponent Sobolev spaces (see Proposition 2.7). However, the Palais-Smale condition is not hold at any level.
In fact, we will see that this occurs just below an adequate level, which depends on the best constant in the
inequality Gagliardo-Nirenberg-Sobolev for exponents variables, namely,

S = Sq(Ω) = inf
v∈C∞0 (Ω)

‖∇v‖p(·)
‖v‖q(·)

· (6.2)

Lemma 6.1. Let {un}n∈N ⊂ X be a Palais-Smale sequence for Φω,λ, with energy level cλ, then {un}n∈N is
bounded in X.
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Proof. Fix λ > 0. Let {un}n∈N ⊂ X be a Palais-Smale sequence with energy level cλ (see (6.1)). Hence, there

exists C > 0 such that
∣∣∣Φω,λ(un)

∣∣∣ 6 C for any n ∈ N. Therefore, by (M1), (a3), (5.2), and remembering

that m0 < ω < m0σ
p+α , we obtain

C (1 + ‖un‖) >Φω,λ(un)− 1

σ
〈Φ′ω,λ(un), un〉

>Mω(A (un))− 1

σ
Mω(A (un))

∫
Ω

a(|∇un|p(x))|∇un|p(x)dx+ λ
(a1

σ
− a2

r−

)∫
Ω

|un|r(x)dx

>
m0

p+

∫
Ω

A(|∇un|p(x)) dx− ω

σ

∫
Ω

a(|∇un|p(x))|∇un|p(x)dx+ λ
(a1

σ
− a2

r−

)∫
Ω

|un|r(x)dx

>

(
m0

p+α
− ω

σ

)∫
Ω

a(|∇un|p(x))|∇un|p(x) dx+ λ
(a1

σ
− a2

r−

)∫
Ω

|un|r(x) dx.

Then, we have

C (1 + ‖un‖) + λ
( a2

r−
− a1

σ

)∫
Ω

|un|r(x) dx >

(
m0

p+α
− ω

σ

)∫
Ω

a(|∇un|p(x))|∇un|p(x) dx.

Furthermore, by (a1), there are positive constants C7, C8, and C9 such that

C(1 + ‖un‖) + C7 max
{
‖un‖r

+

, ‖un‖r
−
}
> C8

(∫
Ω

|∇un|p(x) dx

)
+ C9H(κ3)

(∫
Ω

|∇un|q(x) dx

)
. (6.3)

Thus, if κ3 = 0, suppose by contradiction that, up to a subsequence, ‖un‖ → +∞, then, we get from (6.3)
that

C(1 + ‖un‖) + C7‖un‖r
+

> C8‖un‖p
−
,

which it is a contradiction, because 1 < r+ < p−. So, we conclude that {un}n∈N is bounded in X.
If κ3 > 0, suppose by contradiction that, up to a subsequence, ‖un‖ → +∞. Then, we analyze the

following cases:

(i) ‖∇un‖p(·) → +∞ and ‖∇un‖q(·) → +∞ as n→ +∞;
(ii) ‖∇un‖p(·) → +∞ and ‖∇un‖q(·) is bounded;

(iii) ‖∇un‖p(·) is bounded and ‖∇un‖q(·) → +∞.

In the case (i), for n large enough, ‖∇un‖q
−−p−
q(·) > 1, this is ‖∇un‖q

−

q(·) > ‖∇un‖
p−

q(·). Hence, follows from

(6.3) that

C(1 + ‖un‖) + C7‖un‖r
+

> C8‖∇un‖p
−

p(·) + C9H(κ3)‖∇un‖q
−

q(·)

> C8‖∇un‖p
−

p(·) + C9H(k3)‖∇un‖p
−

q(·)

> C10

(
‖∇un‖p(·) +H(k3)‖∇un‖q(·)

)p−
= C10‖un‖p

−
,

therefore, taking limit as n→ +∞, we obtain an absurd.
In the case (ii), we achieve by (6.3) that

C(1 + ‖un‖) +K(‖∇un‖r
+

p(·) +H(κ3)‖∇un‖r
+

q(·)) > C(1 + ‖un‖) + C7‖un‖r
+

> C11‖∇un‖p
−

p(·),

so, it follows

C

 1

‖∇un‖p
−

p(·)

+
1

‖∇un‖p
−−1
p(·)

+
‖∇un‖q(·)
‖∇un‖p

−

p(·)

+K

 1

‖∇un‖p
−−r+
p(·)

+
‖∇un‖r

+

q(·)

‖∇un‖p
−

p(·)

 > C11 > 0.

Since p− > r+ > 1, taking limit as n→ +∞, we obtain a contradiction.
The case (iii) is similar to case (ii).
Then, we conclude that {un}n∈N is bounded in X. �
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In the following lemma, we obtain a local Palais-Smale condition for the truncated functional Φω,λ, the
main result of this section.

Lemma 6.2. Assume (a0), (a1), (a2), (a3), (M1), (M2), (f1), and (f2). Let {un}n∈N be a Palais-Smale
sequence at level cλ with

cλ <

(
1

σ
− 1

s−C

)
(m0κS)N −Kmin

{
λ

( sr )
−

( sr )
−
−1 , λ

( sr )
+

( sr )
+
−1

}
, (6.4)

where m0κ = min

{
(m0((1−H(κ3))κ0µj +H(κ3)κ2µj))

1

γ− , (m0((1−H(κ3))κ0µj +H(κ3)κ2µj))
1

γ+

}
and

K is a positive constant independent of λ. Then, up to subsequence, {un}n∈N is strongly convergent in X.

Proof. We have by Lemma 6.1 that the sequence {un}n∈N is bounded in X. Thus, as X is reflexive, by
Eberlein− Šmulian Theorem ([10], Theorem 3.19), up to a subsequence, still denoted by {un}n∈N, there is
u ∈ X, such that

un ⇀ u weakly in X,

un → u in Lt(·)(Ω), for all 1 < t− 6 t(x) 6 t+ < γ∗(x),

un → u a.e. in Ω.

From the concentration compactness principle of Lions for variable exponents (see Proposition 2.7), we
have that there exist two nonnegative measures µ, ν ∈M (Ω), a countable set J , points {xj}j∈J ⊂ C ⊂ Ω
and sequences {µj}j∈J , {νj}j∈J ⊂ [0,+∞), such that

|∇un|γ(x) ⇀ µ (weak*-sense of measures ) in M (Ω),

|un|s(x) ⇀ ν (weak*-sense of measures) in M (Ω),

ν = |u|s(x) +
∑
j∈J

νjδxj , νj > 0,

µ > |∇u|γ(x) +
∑
j∈J

µjδxj , µj > 0,

(6.5)

where δxj is the Dirac’s delta measure supported on xj ∈ Ω and

Sν
1

γ∗(xj)

j 6 µ
1

γ(xj)

j ∀j ∈ J , (6.6)

where S is the best positive constant of the Gagliardo-Nirenberg-Sobolev embedding (6.2).
Claim 1. We claim that the set J is empty. Consequently, {un}n∈N converge strongly to u in Ls(·)(Ω).

Arguing by contradiction, suppose J 6= ∅. Fix j ∈ J . Then, we prove that

νj > (m0κS)N .

We consider a cutoff function ψ ∈ C∞0 (Ω, [0, 1]) such that ψ ≡ 1 in B(0, 1) and ψ ≡ 0 in RN \B(0, 2), and
|∇ψ|∞ 6 2. We define, for all ε > 0, the function

ψε,j(x) := ψ

(
x− xj
ε

)
,

thus ψε,j ∈ C+∞
0 (RN ), 0 6 ψε,j(x) 6 1, for all x ∈ RN , |∇ψε,j |∞ 6 2

ε , and

ψε,j(x) =

{
1 if x ∈ B(xj , ε),
0 if x ∈ RN \B(xj , 2ε).
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Clearly by Lemma 2.1, Proposition 2.2, and Lemma 2.3 the sequence {ψε,jun}n∈N is bounded in X. Thus,
as {un}n∈N is a Palais-Smale sequence, it follows that 〈Φ′ω,λ(un), ψε,jun〉 → 0 as n→ +∞, that is,

Mω(A (un))

∫
Ω

a(|∇un|p(x))|∇un|p(x)−2∇unun∇ψε,j dx

=−Mω(A (un))

∫
Ω

a(|∇un|p(x))|∇un|p(x)ψε,j dx+ λ

∫
Ω

f(x, un)unψε,j dx

+

∫
Ω

ψε,j |un|s(x) dx+ on(1),

(6.7)

where on(1)→ 0 as n→ +∞.
We obtain by (a1), (M1), and (6.7) that

Mω(A(un))

∫
Ω

a(|∇un|p(x))|∇un|p(x)−2∇unun∇ψε,j dx

6−m0

(∫
Ω

κ0|∇un|p(x)ψε,j dx+H(κ3)κ2

∫
Ω

|∇un|q(x)ψε,j dx

)
+ λ

∫
Ω

f(x, un)unψε,j dx+

∫
Ω

ψε,j |un|s(·) dx+ on(1).

(6.8)

Since that the sequence {un}n∈N is bounded in X, we have, up to subsequence, that {un}n∈N converges
strongly to u in Lr(·)(Ω) and that there exists h ∈ Lr(·)(Ω) such that |un(x)| 6 h(x) and un(x)→ u(x), for
a.e. in Ω (see [21, Proposition 2.67]). From (f2) we get

|f(x, un)unψε,j | 6 a2|h(x)|r(x) ∈ L1(Ω).

Hence, applying the Lebesgue Dominated Convergence Theorem, we obtain

lim
n→+∞

λ

∫
Ω

f(x, un(x))un(x)ψε,j(x) dx = λ

∫
Ω

f(x, u(x))u(x)ψε,j(x) dx. (6.9)

Again, by applying the the Lebesgue Dominated Convergence Theorem, we get

lim
ε→0+

∫
Ω

|∇u(x)|p(x)ψε,j(x) dx = 0, lim
ε→0+

∫
Ω

f(x, u(x))u(x)ψε,j(x) dx = 0,

lim
ε→0+

∫
Ω

ψi,εdµ = µiψ(0), and lim
ε→0+

∫
Ω

ψi,εdν = νiψ(0).
(6.10)

Futhermore, we achieve by (6.5) that

lim
n→+∞

∫
Ω

|un(x)|s(x)ψε,j(x) dx =

∫
Ω

ψε,j(x)dν. (6.11)

From (a1), and since Mω(·) is bounded, we argue like in [8] to obtain that

lim
ε→0+

[
lim sup
n→+∞

(
Mω(A (un)

∫
Ω

a(|∇un|p(x))|∇un|p(x)−2∇unun∇ψε,j dx
)]

= 0, (6.12)

Now, we will use the expressions (6.8), (6.9), (6.10), (6.11), and (6.12) to analyze the following cases:

(I) When κ3 = 0, we have

0 6 lim
ε→0+

[∫
Ω

ψε,jdν −m0κ0

∫
Ω

ψε,jdµ

]

6 lim
ε→0+

[∫
B(xj ,2ε)

ψε,jdν −m0κ0

∫
B(xj ,2ε)

ψε,jdµ

]
6νj −m0κ0µj ,

then, we achieve

m0κ0µj 6 νj . (6.13)
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(II) When κ3 > 0, we have

0 6 lim
ε→0+

[∫
Ω

ψε,jdν −m0H(κ3)κ2

∫
Ω

ψε,jdµ
)]

6 lim
ε→0+

[∫
B(xj ,2ε)

ψε,jdν −m0κ0

∫
B(xj ,2ε)

ψε,jdµ

]
6νj −m0H(κ3)κ2µj ,

thus, we obtain
m0H(κ3)κ2µj 6 νj . (6.14)

Consequently, by combining (6.13) and (6.14), we get

m0((1−H(κ3))κ0µj +H(κ3)κ2µj) 6 νj . (6.15)

Therefore, by using (6.6) and (6.15), we obtain

(m0κS)N 6 νj , (6.16)

where

m0κ = min

{
(m0((1−H(κ3))κ0 +H(κ3)κ2))

1

γ− , (m0((1−H(κ3))κ0 +H(κ3)κ2))
1

γ+

}
·

Now, we claim that the inequality (6.16) cannot hold, and hence the set J is empty. Indeed, remembering
that m0 6Mω(t) < σm0

p+α , for all t ∈ R, we get

cλ =Φω,λ(un)− 1

σ
〈Φ′ω,λ(un), un〉+ on(1)

>m0

∫
Ω

1

p(x)
A(|∇un|p(x)) dx− λ

∫
Ω

F (x, un) dx−
∫

Ω

1

s(x)
|un|s(x) dx

− m0

p+α

∫
Ω

a(|∇un|p(x))|∇un|p(x) dx+
λ

σ

∫
Ω

f(x, un)un dx+
1

σ

∫
Ω

|un|s(x) dx+ on(1).

However, by (a3), we have∫
Ω

1

p(x)
A(|∇un|p(x)) dx− 1

p+α

∫
Ω

a(|∇un|p(x))|∇un|p(x) dx > 0,

for all n ∈ N. Hence, since 0 6 ψε,j 6 1 and by using (f1) and (f2), we obtain

cλ > −λa2

(
1

σ
+

1

r−

)∫
Ω

|un|r(x) dx+

(
1

σ
− 1

s−

)∫
Ω

|un|s(x) dx+ on(1)

> −λa2

(
1

σ
+

1

r−

)∫
Ω

|un|r(x) dx+

(
1

σ
− 1

s−

)∫
Ω

ψε,j |un|s(x) dx+ on(1).

(6.17)

Taking limit in (6.17) as n → +∞ and by using (6.5) and Lebesgue Dominated Convergence Theorem,
we get

cλ > lim
n→+∞

(
− λa2

(
1

σ
+

1

r−

)∫
Ω

|un|r(x) dx+

(
1

σ
− 1

s−

)∫
Ω

ψε,j |un|s(x) dx

)

>− λa2

(
1

σ
+

1

r−

)∫
Ω

|u|r(x) dx+

(
1

σ
− 1

s−

)∫
Ω

ψε,j |u|s(x) dx+

(
1

σ
− 1

s−

)
νj .

On the other hand, observe that

|u(x)|s(x)ψε,j(x)χB(xj ,2ε) → |u(x)|s(x) as ε→ +∞, a.e. in Ω,

and
|u(x)|s(x)ψε,j(x)χB(xj ,2ε) 6 |u(x)|s(x) a.e. in Ω,

thus, by applying the Lebesgue Dominated Convergence Theorem, as ε→ 0+, we obtain

cλ > −λa2

(
1

σ
+

1

r−

)∫
Ω

|u|r(x) dx+

(
1

σ
− 1

s−

)∫
Ω

|u|s(x) dx+

(
1

σ
− 1

s−

)
νj .
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Then, by using (6.16) and Hölder inequality (Lemma 2.1), we achieve

cλ >− λa2

(
1

σ
+

1

r−

)∫
Ω

|u|r(x) dx+

(
1

σ
− 1

s−

)∫
Ω

|u|s(x) dx+

(
1

σ
− 1

s−

)
(m0κS)

N

>− λa2

(
1

σ
+

1

r−

)( 1

( sr )−
+

1

( s
s−r )−

)
‖|u|r(x)‖ s(·)

r(·)
‖1‖ s(·)

s(·)−r(·)
+

(
1

σ
− 1

s−

)∫
Ω

|u|s(x) dx

+

(
1

σ
− 1

s−

)
(m0κS)

N
.

(6.18)

Now, we will examine the possible cases:

(i) If ‖|u|r(x)‖ s(·)
r(·)
> 1, by Proposition 2.2, we have

‖|u|r(x)‖(
s
r )
−

s(·)
r(·)

6
∫

Ω

|u|r(x)· s(x)
r(x) dx 6 ‖|u|r(x)‖(

s
r )

+

s(·)
r(·)

. (6.19)

Hence, by (6.18) and (6.19), we get

cλ ≥ c1‖|u|r(x)‖(
s
r )−

s(·)
r(·)
− λc2‖|u|r(x)‖ s(·)

r(·)
+ c3,

where c1 =
(

1
σ −

1
s−

)
, c2 = a2

(
1
σ + 1

r−

) (
1

( sr )− + 1
( s
s−r )−

)
‖1‖ s(·)

s(·)−r(·)
, and c3 =

(
1
σ −

1
s−

)
(m0κS)

N
.

Defining the function E1 : R+ → R given by E1(t) = c1t
( sr )− − λc2t (observe that ( sr )− > 1),

attains its absolute minimum at the point

t∗ =

(
λc2

c1(s/r)−

) 1

(s/r)−−1

> 0.

Moreover, note that r− 6 r(x) 6 r+ < s− and we have

E1(t∗) = c1

(
λc2

c1(s/r)−

) (s/r)−

(s/r)−−1

− λc2
(

λc2
c1(s/r)−

) 1

(s/r)−−1

= c1

(
λc2

c1(s/r)−

) (s/r)−

(s/r)−−1
(

1−
(s
r

)−)
= −λ

(s/r)−

(s/r)−−1K,

where K is a positive constant independent of λ.
(ii) If ‖|u|r(x)‖ s(·)

r(·)
< 1, by Proposition 2.2, we obtain

‖|u|r(x)‖(
s
r )

+

s(·)
r(·)

6
∫

Ω

|u|r(x)· s(x)
r(x) dx 6 ‖|u|r(x)‖(

s
r )
−

s(·)
r(·)

. (6.20)

Then, by combining (6.18) and (6.20), we achieve

cλ ≥ c1‖|u|r(x)‖(
s
r )+

s(·)
r(·)
− λc2‖|u|r(x)‖ s(·)

r(·)
+ c3,

where c1 =
(

1
σ −

1
s−

)
, c2 = a2

(
1
σ + 1

r−

) (
1

( sr )− + 1
( s
s−r )−

)
‖1‖ s(·)

s(·)−r(·)
, and c3 =

(
1
σ −

1
s−

)
(m0κS)

N
.

Therefore, defining the function E2 : R+ → R given by E2(t) = c1t
( sr )+−λc2t (observe that ( sr )+ > 1),

admits absolute minimum at the point

t∗ =

(
λc2

( sr )+c1

) 1

(s/r)+−1

> 0.

Furthermore, analogously to the previous case (i), we get

E2(t∗) = −λ
(s/r)+

(s/r)+−1K,

where K is a positive constant independent of λ.
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Therefore, by using (i) and (ii), we get

cλ >

(
1

σ
− 1

s−

)
(m0κS)N −Kmin

{
λ

( sr )
−

( sr )
−
−1 , λ

( sr )
+

( sr )
+
−1

}
.

Then, due to (6.4), we obtain that J is empty, and consequently ρs(·)(un) → ρs(·)(u) as n → +∞. Thus,
from Lemma 2.4 and Proposition 2.2, we conclude that the sequence {un}n∈N converges strongly to u in
Ls(·)(Ω) as n→ +∞. Thus, we conclude the proof of Claim 1.

Claim 2. We affirm that un → u strongly in X as n→ +∞.
In fact. We have that Φ′ω,λ(un)→ 0 in X ′, as n→ +∞, and the sequence {un}n∈N is bounded in X, then

0 = lim
n→+∞

〈Φ′ω,λ(un), un − u〉

= lim
n→+∞

{
Mω(A (un))

∫
Ω

a(|∇un|p(x))|∇un|p(x)−2∇un(∇un −∇u) dx

− λ
∫

Ω

f(x, un)(un − u) dx−
∫

Ω

|un|s(x)−2un(un − u) dx

}
.

(6.21)

But, as {un}n∈N is bounded in X, by (a1), we have that {A (un)}n∈N is bounded in R. Thus, by applying

the Bolzano-Weierstrass Theorem, there exists t̂ ∈ R+ such that A (un) → t̂ as n → +∞, and, as M is
continuous,

lim
n→+∞

Mω(A (un)) = Mω(t̂) ≥ m0.

By using (f2) and the Lebesgue Dominated Convergence Theorem, we get

lim
n→+∞

∣∣∣∣λ ∫
Ω

f(x, un(x))(un(x)− u(x)) dx

∣∣∣∣ = 0.

Also, by applying the Hölder’s inequality and since un → u in Ls(·)(Ω) as n→ +∞, we achieve

lim
n→+∞

∣∣∣∣ ∫
Ω

|un(x)|s(x)−2un(x)(un(x)− u(x)) dx

∣∣∣∣ = 0.

Therefore, follows from (6.21) that

lim
n→+∞

∫
Ω

a(|∇un|p(x))|∇un|p(x)−2∇un(∇un −∇u) dx = 0.

Consequently, follows from [38, Lemma 8.2] that un → u strongly in W
1,p(·)
0 (Ω) as n→ +∞, that is,

lim
n→+∞

‖∇un −∇u‖p(·) = 0. (6.22)

In particular, we point out that by the Hölder’s inequality and (6.22) follows that

lim
n→+∞

∫
Ω

|∇un|p(x)−2∇un∇(un − u)dx = 0. (6.23)

Note that, if κ3 = 0, we get from (6.22) that un → u strongly in X as n → +∞. Now, let us consider
κ3 > 0. Then, since that {un}n∈N is a bounded Palais-Smale sequence, by using (a1), (M1), (6.21), (6.22),
and (6.23), we obtain

on(1) = 〈Φ′ω,λ(un), un − u〉

= Mω(A (un))

∫
Ω

a(|∇un|p(x))|∇un|p(x)−2∇un∇(un − u) dx+ on(1)

> C

∫
Ω

a(|∇un|p(x))|∇un|p(x)−2∇un∇(un − u) dx+ on(1)

> C

∫
Ω

|∇un|p(x)−2∇un∇(un − u) + |∇un|q(x)−2∇un∇(un − u) dx+ on(1)

= C

∫
Ω

|∇un|q(x)−2∇un∇(un − u) dx+ on(1),
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so, we get

lim sup
n→+∞

∫
Ω

|∇un|q(x)−2∇un∇(un − u) dx 6 0,

Therefeore, by Theorem 2.6, we obtain un → u strongly in W
1,q(·)
0 (Ω) as n→ +∞, that is,

lim
n→+∞

‖∇un −∇u‖q(·) = 0. (6.24)

Then, we conclude, by (6.22) and (6.24), that un → u strongly in X as n→ +∞.
This concludes the proof of the Claim 2.

�

7. A Truncation Argument

We note that the Euler-Lagrange functional Φω,λ is not bounded from below in X as shown in the following
lemma.

Lemma 7.1. The Euler-Lagrange functional Φω,λ associated with (Pλ) is not bounded from below in X.

Proof. Let us take υ ∈ X \ {0}. Then, by using (f2) and (5.2), we have for each t > 1 that

Φω,λ(tυ) 6
∫ A (tυ)

0

Mω(t) dt− λ
∫

Ω

F (x, tυ) dx−
∫

Ω

1

s(x)
|tυ|s(x) dx

6
ωκ1

p−

∫
Ω

|∇(tυ)|p(x) dx+
ωκ3

q−

∫
Ω

|∇(tυ)|q(x) dx

+
C

r+

∫
Ω

|tυ|r(x) dx− 1

s+

∫
Ω

|tυ|s(x) dx

6
ωκ1

p−
tp

+

∫
Ω

|∇υ|p(x) dx+
κ3

q−
tq

+

∫
Ω

|∇υ|q(x) dx

+
C

r+
tr

+

∫
Ω

|υ|r(x) dx− 1

s+
ts
−
∫

Ω

|υ|s(x) dx.

Therefore, since 1 < r− 6 r(x) 6 r+ < γ− 6 γ(x) 6 γ+ < s− for all x ∈ Ω, we get

lim
t→+∞

Φω,λ(tυ) = −∞.

�

Now, we will follow the ideas of Alonso and Azorero (see [8]). We will use an argument of truncation to
obtain a new functional that will be bounded from below.

Remembering (a1), (M1), (f2), and Proposition 2.2, we have

Φω,λ(u) = Mω(A (u))− λ
∫

Ω

F (x, u) dx−
∫

Ω

1

s(x)
|u|s(x) dx

=

∫ A (u)

0

Mω(t) dt− λ
∫

Ω

F (x, u) dx−
∫

Ω

1

s(x)
|u|s(x) dx

> m0

∫
Ω

(
κ0

p(x)
|∇u|p(x) +H(κ3)

κ2

q(x)
|∇u|q(x)

)
dx− a2

r−

∫
Ω

|u|r(x) dx− 1

s−

∫
Ω

|u|s(x) dx.

Note that

min{‖∇u‖p
−

p(·), ‖∇u‖
p+

p(·)}+H(κ3) min{‖∇u‖q
−

q(·), ‖∇u‖
q+

q(·)} > min{‖∇u‖γ
−

γ(·), ‖∇u‖
γ+

γ(·)}. (7.1)

Also, applying the Gagliardo-Nirenberg-Sobolev inequality (6.2), we have∫
Ω

|u|r(x) dx 6 ‖u‖r
−

r(·) + ‖u‖r
+

r(·), ‖u‖r(·)Sr 6 ‖∇u‖γ(·),

and ∫
Ω

|u|r(x) dx 6
1

Sr−r
‖∇u‖r

−

γ(·) +
1

Sr+r
‖∇u‖r

+

γ(·).
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Now, we consider ‖∇u‖γ(·) 6 1, to build the truncated functional Φω,λ associated with the truncated auxiliary
problem (Mλ). Hence, we achieve

Φω,λ(u) >
m0K

q+
‖∇u‖γ

+

γ(·) −
λ

Sr−r

a2

r−
‖∇u‖r

−

γ(·) −
λ

Sr+r

a2

r−
‖∇u‖r

+

γ(·) −
1

Ss−s s−
‖∇u‖s

−

γ(·) −
1

Ss+s s−
‖∇u‖s

+

γ(·).

Moreover, there is a positive constant Cr such that

1

Sr−r
‖∇u‖r

−

γ(·) +
1

Sr+r
‖∇u‖r

+

γ(·) 6 Cr(‖∇u‖
r−

γ(·) + ‖∇u‖r
+

γ(·)),

and, since ‖∇u‖γ(·) 6 1, we have that ‖∇u‖r+γ(·) 6 ‖∇u‖
r−

γ(·) and ‖∇u‖s+γ(·) 6 ‖∇u‖
s−

γ(·), thus

Φω,λ(u) >
m0K

q+
‖∇u‖γ

+

γ(·) − λCr‖∇u‖
r−

γ(·) − Cs‖∇u‖
s−

γ(·) := Gλ(‖∇u‖γ(·)), (7.2)

where Gλ : [0,+∞[→ R given by

Gλ(t) =
m0K

q+
tγ

+

− λCrtr
−
− Csts

−
.

We will show that there is λ∗ > 0 such that Gλ assumes positive values for each λ ∈ (0, λ∗). Indeed, since
γ+ < s−, we can take t small enough such that

m0K

q+
t
γ+

− Cst
s−
> 0,

and, we define

λ =
1

2Cr

1

t
r−

(
m0K

q+
t
γ+

− Cst
s−
)
.

Thus, for each 0 < λ < λ, follows that Gλ(t) > Gλ∗(t) > 0, this is, Gλ assumes positive values.

On the other hand, taking t <
(
λq+Cr
m0K

) 1

γ+−r−
, we obtain m0K

q+ tγ
+ − λCrtr

−
< 0, for all 0 < t < t. Since

Cst
s− > 0, we have

Gλ(t) <
m0K

q+
tγ

+

− λCrtr
−
< 0

for all t < t. Then, as Gλ assumes positive and negative values and limt→+∞ Gλ(t) = −∞, we conclude, by
the Rolle’s Theorem, that the function Gλ has exactly two roots, namely, 0 < R0(λ) < R1(λ).

The following lemma is fundamental to build our truncated functional.

Lemma 7.2. Assume (M1), (M2), (f1), (f2), (a0), (a1), and (1.1). Then

lim
λ→0+

R0(λ) = 0.

Proof. Since Gλ(R0(λ)) = 0 and G ′λ(R0(λ)) > 0, we have

m0K

q+
=

λ

r−
CrR

r−−γ+

0 +
1

s−
CsR

s−−γ+

0 (7.3)

and
γ+m0K

q+
> λCrR

r−−γ+

0 + CsR
s−−γ+

0 , (7.4)

for all λ ∈ (0, λ∗). Hence, combining (7.3) and (7.4), we get

0 < R0 < λ
1

s−−r−


(
γ+Cr
r− − Cr

)
(
Cs − γ+Cs

s−

)


1

s−−r−

.

Therefore, as s− > r−, taking limit as λ→ 0+, we obtain

lim
λ→0+

R0(λ) = 0.

�
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Remark 7.3. From Lemma 7.2, we can consider λ∗ ∈ (0, λ) such that(
1

σ
− 1

s−

)
(m0κS)N −Kmin

{
λ

( sr )
−

( sr )
−
−1 , λ

( sr )
+

( sr )
+
−1

}
> 0

and R0(λ) < min{1, t0}, for each λ ∈ (0, λ∗). In particular, we have R0(λ) < min{R1(λ), t0, 1}.

We consider a function τ : R+
0 → [0, 1], τ ∈ C+∞

0 (R+
0 , [0, 1]), nonincreasing such that

τ(t) =

{
1 if t 6 R0(λ),
0 if t > min{R1(λ), 1}.

We define the truncated functional Φω,λ : X → R given by

Φω,λ(u) = Mω(A (u))− λ
∫

Ω

F (x, u) dx− τ(‖u‖)
∫

Ω

1

s(x)
|u|s(x) dx,

for all λ ∈ (0, λ).
Note that if ‖u‖ 6 R0(λ), then ‖∇u‖γ(·) 6 R0(λ), and, consequently Φω,λ(u) = Φω,λ(u). Moreover, if

‖u‖ > ‖∇u‖γ(·) > max{R1(λ), 1}, then

Φω,λ(u) = Mω(A (u))− λ
∫

Ω

F (x, u) dx.

Lemma 7.4. The functional Φω,λ is bounded from below in X.

Proof. Consider ‖u‖ > ‖∇u‖γ(·) > 1. Following as in (7.2) and since that the norms ‖ · ‖ and ‖ · ‖γ are
equivalent in X there are positive constants K1, K2 such that

Φω,λ(u) = Mω(A (u))− λ
∫

Ω

F (x, u) dx

> K1‖u‖γ
−
− λK2‖u‖r

+

,

consequently, as 1 < r+ < γ−, it follows that lim‖u‖→+∞ Φω,λ(u) = +∞. Then, we have Φω,λ bounded from
below in X.

�

Now, we will prove a local Palais-Smale condition and a topological result for the truncated functional
Φω,λ.

Lemma 7.5. If Φω,λ(u) < 0, then ‖∇u‖γ(·) < R0 and Φω,λ(v) = Φω,λ(v) for all v in a small enough

neighborhood of u. Moreover, Φω,λ verifies a local Palais-Smale condition for cλ < 0.

Proof. Assume that Φω,λ(u) < 0. Supposing by contradiction that ‖∇u‖γ(·) > R0, we obtain by the

construction of truncated functional that 0 > Φω,λ(u) > Gλ(‖∇u‖γ(·)) > 0, which is a contradiction.Thus,

we conclude that ‖∇u‖γ(·) < R0 and Φω,λ(u) = Φω,λ(u). Remembering that the norms ‖ · ‖γ(·) and ‖ · ‖
are equivalent, we get, for each u ∈ B(0,R0), that there exists ε > 0 such that B(u, ε) ⊂ B(0,R0) and
Φω,λ(v) = Φω,λ(v) for all v ∈ B(u, ε) once that ‖∇v‖γ(·) < R0.

Now, we will prove a local Palais-Smale condition for Φω,λ at level cλ < 0. Consider {un}n∈N a

Palais-Smale sequence at level cλ < 0. Then, for n large enough, Φω,λ(un) = Φω,λ(un) → cλ < 0 and

Φ′ω,λ(un) = Φ′ω,λ(un) → 0 in X. Moreover, since Φω,λ is coercive, we get {un}n∈N bounded in X. Also, by
Remark 7.3, we have (

1

σ
− 1

s−

)
(m0κS)N −Kmin

{
λ

( sr )
−

( sr )
−
−1 , λ

( sr )
+

( sr )
+
−1

}
> 0 > cλ,

for each λ ∈ (0, λ∗). Therefore, from Lemma 6.2, up to a subsequence, {un}n∈N is strongly convergent in
X. �

We will construct an appropriate minimax sequence of negative critical values for the functional Φω,λ.
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Lemma 7.6. For every k ∈ N \ {0} there exists ε(k) > 0 such that

γ(Φ
−ε
ω,λ) > k,

where λ ∈ (0, λ∗), Φ
−ε
ω,λ = {u ∈ X : Φω,λ(u) 6 −ε}, and γ is Krasnoselskii’s genus.

Proof. Fix k ∈ N. Since C+∞
0 (Ω) ⊂ X has infinite dimension, we can consider Xk (Xk ⊂ C+∞

0 (Ω)) a k-linear
subspace of X. Note that R0 < min{R1(λ), t0, 1}, then, for any u ∈ X with ‖u‖ = 1 and 0 < t < R0, we get

Φω,λ(tu) 6
ωκ1

p−
tp
−
∫

Ω

|∇u|p(x) dx+
ωκ3

q−
tq
−
∫

Ω

|∇u|p(x) dx

− λa1t
r+

r+

∫
Ω

|u|r(x) dx− ts
+

s+

∫
Ω

|u|s(x) dx

6
ωκ1

p−
tp
−

+
ωκ3

q−
tq
−
− λa1

r+
tr

+

αk

6

(
ωκ1

p−
+
ωκ3

q−

)
tp
−
− λa1

r+
tr

+

αk,

where

αk := inf

{∫
Ω

|u|r(x) dx : u ∈ Xk, ‖u‖ = 1

}
> 0.

Since Xk is k-dimensional, then the norms ‖ · ‖ and ‖ · ‖r(·) are equivalent on Xk. Therefore, there is a
positive constant ρk such that

0 < ρk < min

R0,

 λa1αk
r+

ω
(
κ1

p− + κ3

q−

)
 1

p−−r+
. (7.5)

Let us define

Sρk = {u ∈ Xk : ‖u‖ = ρk}.
We know that Sρk is homeomorphic to Sk−1, then, by Corollary 3.2, we have γ(Sρk) = k. Also, as r+ < p−,
for any u ∈ Sρk,k and by (7.5), we obtain

Φ(u)ω,λ =Φω,λ(ρk
u

‖u‖
)

6

(
ωκ1

p−
+
ωκ3

q−

)
ρp
−

k − λ
a1

r+
ρr

+

k αk

6ρr
+

k

[(
ωκ1

p−
+
ωκ3

q−

)
ρp
−−r+
k − λa1

r+
αk

]
< 0.

Thus, we conclude that there exists a positive constant ε such that

Φω,λ(u) < −ε for any u ∈ Sρk .

Hence, we achieve Sρk ⊂ Φ
−ε
ω,λ and γ(Φ

−ε
ω,λ) > γ(Sρk) = k. �

We define, for any k ∈ N \ {0}, the set

Γk = {C ⊂ X \ {0} : C is closed, C = −C and γ(C) > k},
and the number

cλk = inf
C∈Γk

sup
u∈C

Φω,λ(u).

Lemma 7.7. For all k ∈ N \ {0} and λ ∈ (0, λ∗), the number cλk is negative.

Proof. Let λ ∈ (0, λ∗) and k ∈ N. Due to Lemma 7.6, for each k ∈ N, there exists ε > 0 such that γ(Φ
−ε
λ ) > k.

We know that Φω,λ is continuous and even, consequently Φ
−ε
ω,λ ∈ Γk and

sup
u∈Φ

−ε
ω,λ

Φω,λ(u) 6 −ε.
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Therefore, since Φω,λ is bounded from below, we obtain

−∞ < cλk = inf
C∈Γk

sup
u∈C

Φω,λ(u) 6 sup
u∈Φ

−ε
ω,λ

Φω,λ(u) 6 −ε < 0.

�

The following lemma shows the existence of critical points for the functional Φω,λ.

Lemma 7.8. Let k ∈ N \ {0} and λ ∈ (0, λ∗). If cλ = cλk = cλk+1 = . . . = cλk+l, for some l ∈ N, then

γ(Kcλ) > l + 1,

where Kcλ := {u ∈ X : Φω,λ(u) = c, Φ
′
ω,λ(u) = 0}. In particular, each cλk is a critical value of Φω,λ.

Proof. Let λ ∈ (0, λ∗) and k, l ∈ N. We affirm that Kcλ is compact. Indeed, let {un}n∈N be a sequence in
Kcλ . Due to Lemma 7.7, we know that cλ = cλk = cλk+1 = . . . = cλk+l is negative, and, by Lemma 7.5, we

have the sequence {un}n∈N is bounded in X and Φω,λ(un) = Φω,λ(un), for all n ∈ N. By Lemma 6.2, the

functional Φω,λ ≡ Φω,λ at level cλ < 0 satisfies the Palais-Smale condition in Kcλ . Hence, it follows that Kcλ

is compact. Furthermore, since Φω,λ is even, Kcλ = −Kcλ .
Suppose by contradiction that γ(Kcλ) 6 l, since Kcλ is compact, by the Proposition 3.4, there exists a

closed and symmetric set U, with Kcλ ⊂ U such that γ(U) = γ(Kcλ) 6 l. Note that we can choose U ⊂ Φ
0

ω,λ,

since cλ < 0, Kcλ ⊂ Φ
0

ω,λ. Since Φω,λ ≡ Φω,λ at any level cλ < 0, by the Deformation Lemma 2.8, we have
an odd homeomorphism η : X → X such that

η(Φ
cλ+δ

ω,λ − Ů) ⊂ Φ
cλ−δ
ω,λ , (7.6)

for some δ ∈ (0,−cλ). Note that Φ
cλ+δ

ω,λ ⊂ Φ
0

ω,λ, because δ + cλ < 0. By definition of cλ = cλk+l =

inf
C∈Γk+l

sup
u∈C

Φω,λ(u), there exists A ∈ Γk+l such that supu∈A Φω,λ(u) < cλ + δ, which implies that A ⊂ Φ
cλ+δ

ω,λ .

Therefore, by (7.6), we achieve

η(A− Ů) ⊂ η(Φ
cλ+δ

ω,λ − Ů) ⊂ Φ
cλ−δ
ω,λ . (7.7)

We have A ⊂ (A− U) ∪ U, so, it follows by the Proposition 3.4 that

γ(A− U) > γ(A)− γ(U) > (k + l)− l = k.

Thus, since η is odd, by Proposition 3.4, we obtain

γ(η(A− U)) > γ(A− U) > k.

Note that η(A− U) is closed and symmetrical, then η(A− U) ∈ Γk, Hence, we get

sup
u∈η(A−U)

Φω,λ(u) > cλk = cλ. (7.8)

On the other hand, since Φ
cλ−δ
ω,λ is closed and η is a homeomorphism, by (7.7), we have

η(A− U) ⊂ Φ
cλ−δ
ω,λ ,

which is a contradiction with (7.8). Then, we conclude that

γ(Kcλ) > l + 1.

In particular, we obtain Kcλ 6= ∅, that is, cλ is a critical value of Φω,λ. �
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7.1. Proof of Theorem 5.1. Let λ∗ be the constant given in Remark 7.3 and let λ ∈ (0, λ∗). Note that,
from Lemma 7.7, we have

cλ1 6 c
λ
2 6 c

λ
3 6 · · · < Φω,λ(0) = 0.

We will consider two cases.
Firstly, if cλj 6= cλj′ for all j, j′ ∈ N, j 6= j′, this is, −∞ < cλ1 < cλ2 < . . . < cλk < . . . < Φω,λ(0) = 0.

Moreover, due to Lemma 7.8, each cλk is a critical value of Φω,λ. Consequently, we obtain infinitely many

critical points for Φω,λ. Hence, the problem (Mλ) has infinitely many solutions.
Now, if for some k ∈ N \ {0} there is l ∈ N \ {0} such that cλk = cλk+l, this is,

cλ = cλk = cλk+1 = . . . = cλk+l,

hence, from Lemma 7.8, we achieve

γ(Kcλ) > l + 1 > 2.

Thus, from Proposition 3.3 the compact set Kcλ has infinitely many points, which are critical points for
Φω,λ. Hence, the problem (Mλ) has infinitely many solutions. �

7.2. Proof of Theorem 1.1. Let us consider λ ∈ (0, λ∗) and uλ a nontrivial solution of Problem (Mλ) (see
Theorem 5.1). Note that, by Lemma 7.5, we have

‖∇uλ‖γ(·) 6 R0 < t0 and Φω,λ(uλ) = Φω,λ(uλ) < 0.

We have the followign cases:

(I) If κ3 = 0, by Lemma 7.2, we have limλ→0+ ‖∇uλ‖p(·) = 0. Thus, by (a1) and changing λ∗ by other
smaller, if necessary, we have

A (u) 6
κ1

p−
‖∇uλ‖p

−

p(·) < t0,∀λ ∈ (0, λ∗).

(II) If κ3 > 0, by Lemma 7.2, we obtain limλ→0+ ‖∇u‖q(·) = 0. Thus, by (a1), W
1,q(·)
0 (Ω) ⊂ W

1,p(·)
0 (Ω),

p− < q−, and changing λ∗ by other smaller, if necessary, there is a positive constant C, such that

A (u) 6
κ1

p−
‖∇uλ‖p

−

p(·) +
κ3

q−
‖∇uλ‖q

−

q(·)

6
κ1

p−
C‖∇uλ‖p

−

q(·) +
κ3

q−
‖∇uλ‖q

−

q(·)

6

(
κ1

p−
C +

κ3

q−

)
‖∇uλ‖p

−

q(·) < t0,∀λ ∈ (0, λ∗).

Therefore, by (I) and (II), we conclude that

Mω(A (u)) = M(A (u)),∀λ ∈ (0, λ∗).

Consequently, uλ is solution of the problem (Pλ) for each (0, λ∗). Since the problem (Mλ) has infinite many
solutions for each λ ∈ (0, λ), it follows that the problem (Pλ) has infinite many solutions for each λ ∈ (0, λ).

Now, we will study the asymptotic behaviour of solutions to problem (Pλ). We remember that

‖uλ‖ = ‖∇uλ‖p(·) +H(κ3)‖∇uλ‖q(·). (7.9)

We analyze the following cases:

(K1) If κ3 = 0, we know by Lemma 7.2 and (7.9) that

lim
λ→0+

‖uλ‖ = lim
λ→0+

‖∇uλ‖p(·) = 0.

(K2) If κ3 > 0, we obtain from the Sobolev embedding W
1,q(·)
0 (Ω) ⊂W 1,p(·)

0 (Ω) and (7.9) that

‖uλ‖ = ‖∇uλ‖p(·) + ‖∇uλ‖q(·)
6 (C + 1)‖∇uλ‖q(·).

Thus, by Lemma 7.2 follows that

lim
λ→0+

‖uλ‖ = 0.
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Hence, by (K1) and (K2), we conclude

lim
λ→0+

‖uλ‖ = 0.

�
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