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Abstract- The clustering is critical to understanding the multiscale behavior of fluidization. However, its time-resolved evolution on the particle level is seldom touched. Here, we explore both the time-averaged and time-resolved dynamics of clusters in a quasi-2D fluidized bed. Particle tracking velocimetry is adopted and then clusters are identified by using the Voronoi analysis. The time-averaged results show that the cluster hydrodynamic parameters depend highly on the cluster size and the distance from the wall. The number distribution of the cluster size follows a power law (~) of the percolation theory except for large clusters (nc>100). The time-resolved analysis shows that the cluster coalescence can be simplified as a collision between two inelastic clusters, during which the net external force is roughly zero, and a snowplow model is proposed to predict its energy loss, ΔE ~t3/2. The cluster rupture is suggested to be caused by increasing torque.
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1. Introduction
The cluster refers to a loose collection of particles frequently observed in gas-solid fluidized beds 1-5. Its dynamic evolution in terms of the coalescence and rupture, or, the clustering, covers a wide range of length and time scales, and may affect certain fluidization characteristics, e.g., the entrainment of solids3,6, mixing7, momentum-8,9, heat-10,11 and mass-transfer coefficients12, by several orders of magnitude. Therefore, the cluster-related behavior has received extensive reviews2,3, which are, however, mainly focused on certain time-averaged properties, e.g., the mean size, voidage and falling velocity of clusters. It is still highly challenging to predict the dynamic behavior of clusters due to the complex interplay and uncertainty between the gas and particles or among particles4,5, such as the energy input and dissipation during the coalescence and rupture of clusters.
[bookmark: _Hlk66643836]Early experimental research on clusters dates back to the classification between aggregative and particulate fluidization 13, and thrives since the invention of circulating fluidized beds 1,14-16. Local point measurement tools, such as capacitance probes 17, phase Doppler particle analyzer (PDPA) 18,19, fiber optical probes 20,21, were widely used to obtain the time-averaged size, voidage, velocity and duration of clusters. Nevertheless, local or point signals are not sufficient to characterize the entire evolution of a cluster as the cluster varies with time, and its shape is hardly spherical, showing streamline, arch, horseshoe-shape, and so on 2,3. 
Visualization methods, such as the video camera with optical fiber micrograph probe22, high-speed video camera23-26 and laser sheet technique27-29, were widely employed for cluster analysis since the 1990s. In those methods, clusters are normally distinguished from the other phases by a grayscale threshold, such as the grayscale intensity of the practical boundary of the cluster24, the mean grayscale intensity of the whole image25, the local mean grayscale intensity corrected by n-times its standard deviation30. Various cluster characteristics 2,3 and even the coalescence of two clusters28 were captured thereon. However, the grayscale intensity could be sensitive to the conditions of, e.g., the lightness or voidage31, and thus induce additional uncertainty. A way out is to track the motion of each particle with a high-speed camera and thereby identify the cluster 32-34. For example, Cocco and his colleagues7,33 studied the particle velocity and granular temperature with the particle tracking velocimetry (PTV) under various conditions covering bubbling fluidized bed and riser flows. They discussed the cluster formation mechanisms, revealing that the van der Waals or Coulomb force is the dominating force in bubbling fluidized beds, whereas the fluctuations and gradients in the drag force dominates in the riser. 
The clustering has also been studied extensively in numerical simulations ever since the pioneering work of Tsuo et.al 35, in which the transient, Eulerian-Eulerian two-fluid model (TFM), was verified to enable capturing clusters of coarse particles in a circulating fluidized bed. Recognizing the drag force as the key factor to predict the clustering for fine particles, recent researches were mainly focused on developing mesoscale drag models 1,9,36-43, as the existence of clusters reduces the drag compared to a uniformly distributed case on average 1,44. In addition, the mesoscale solids stress model41,45 was also identified as an important factor to account for the interaction between particles by averaging a highly resolved kinetic theory simulation without resolving all relevant scales of the clusters. These simulations paid notable emphasis on reproducing time-averaged statistical results of fluidized beds. Compared to TFM, Eulerian-Lagrangian approaches enable particle-level description of fluidization, through which researchers tried to find the mechanism of the formation of clusters by changing a variety of variables related to the operating conditions (say, the gas velocity 46 and solid flux 47), particle properties (say, the Archimedes number48, inelasticity and friction of particle-to-particle collisions 46, and van der Waals force 49), bed width 48,50 and the voidage function considering the group effects of particles51. The dynamics of the clustering was also given particular attention. For instance, Helland et al. 51 tracked one numerical particle and thereby analyzed the life of a cluster. Liu and Lu 50 focused on the cluster flow behavior in a circulating fluidized bed riser, where the clusters in the core region were divided into two parts: the up-flowing clusters exhibiting a horseshoe shape and the down-flow ones showing an inversed-V shape. Liu and Hrenya52 discovered a new phenomenon, the cluster-induced agglomeration, and explained it theoretically based on that the generation of agglomeration balances its breakage rates. 
In theoretical development, understanding the key factors for the instability of fluidization never ceases since the work of Wilhelm and Kwauk 13. To mention but a few, through a linear stability analysis of the kinetic model, Batchelor suggested that the hydrodynamic diffusion contributes more significantly than the velocity fluctuations to the bulk elasticity53. A cluster-like solution was obtained by Galsser et al. 54 using a bifurcation analysis for the volume-averaged equations of motion in gas-solid fluidized beds, indicating that both bubbles and clusters form and propagate by the same mechanism although they look very different. A more extensive review of Sundaresan55 indicated the destabilizing factors could include the inertia, hindered drag, particle stress, hydrodynamic diffusion, contact force and so on. 
From all these substantial efforts, we could found that the study of the clustering phenomenon shows a clear transition from a time-averaged description to exploration of its key factors. However, the clustering, as a time-dependent process, consists of sub-processes such as the coalescence and rupture, each sub-process being likely dominated by different factors, whereas its time-resolved evolution mechanism is still far from being understood. In particular, we still lack a dynamical analysis of the whole clustering process in terms of its sub-processes, i.e. the coalescence and rupture, especially based on direct experimental evidence. We could expect such an experimental study with time-resolved, particle-level information (say, the particle position, velocity and acceleration) be helpful to our understanding of the clustering and multiphase flow modeling. 
To this end, a high-speed camera is used in this work to capture the position and motion of particles in a quasi-2D turbulent fluidized bed, on which the dynamics of clusters are examined: Firstly, the time-averaged characteristics of clusters are presented, including the cluster size distribution, time-averaged velocity and granular temperature of clusters and so on; Then, the dynamics of clusters, in terms of the coalescence and rupture, is analyzed over one detailed example, where the time-resolved information, such as the mass, momentum flow rates, mean velocity and acceleration of particles taking part in the formation of the cluster are given, together with their mean kinetic energy and occupied Voronoi cell area; Finally, to quantify the clustering dynamics, a model is presented to describe the loss of the particle kinetic energy during coalescence, and the modeling consideration for rupture is also addressed.
2 Experimental
2.1 Setup
Experiments are carried out in a quasi-2D fluidized bed with dimensions of 150 mm×15 mm ×1500 mm (width, thickness, height), as shown in Figure 1 34. Particles used in experiment are spherical polypropylene (PP), 2.381 mm in diameter and 900 kg/m3 in density, belonging to group D according to Geldart’s classification 56. The initial packing height is 160 mm and the volumetric packing fraction of particles is 0.55. The minimum fluidization velocity is 0.98 m/s 34. The transition velocity between bubbling and turbulent fluidization, Uc, is 2.61m/s determined from the empirical correlation of Bi et al.57, and 2.72 m/s from Horio et.al.20. The transport velocity, Utr, can be approximated to be the terminal velocity 58, Ut (7.3m/s), for group D particles. In this work, the superficial gas velocity is selected to be 4.69m/s, falling into the turbulent fluidization regime.
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Figure 1. Experimental setup (adapted from Wang et.al. 34)
The imaging system contains a high-speed camera (NAC HX-5E) with a frame rate of 1000Hz and a resolution of 10801920 pixels, two light sources, and a computer for image post-processing. The total picture area is 150 mm×266.7 mm, as sketched by the red dash box in Figure 1, whose width is equal to that of the bed. The bottom boundary of the picture area is 35mm higher than the gas distributor. The left bottom point of the bed is set as the origin; and the horizontal and the vertical directions are marked as x- and y- coordinates, respectively. The shooting lasts for a period of 16.4 s. After image processing and particle tracking, we could obtain the positions, concentrations, and velocities of the tracked particles. More details about the experimental are referred to our previous work 34,59.
Besides the abovementioned information of particles as discussed before 34, the particle acceleration reflects the force exerted on an individual particle and helps investigate the dynamics of clusters from the particle level. It can be determined by following the trajectory of a particle, as follows: 
	,	(1)
where v is the particle velocity, a the acceleration, s the position of particles, and k the index of the particle. A small step t may bring too much noise while calculating the acceleration. For instance, particle tracking uncertainty in measurement is about 0.1 pixel, or, 0.014 mm (1080 pixels correspond to 150mm). Then the particle velocity uncertainty is about 0.014 m/s when the frame rate is 1000fps, leading to an uncertainty of particle acceleration (14 m/s2) comparable to the gravitational acceleration (9.81 m/s2). To reduce such an uncertainty, we choose to determine the acceleration by averaging over a span of 10ms.
2.2 Identification of clusters
Identification of a cluster 2,3 is hardly unempirical, as reviewed in the literature60,61 and discussed in the Introduction. Most of these methods are not at the particle level except for the Voronoi diagram method, which has been used for determining the local concentration of particles in gas-solids flows 34,62 and characterization of the clustering of inertial particles in a turbulent flow63. 
[bookmark: _Hlk71223675]For a random Poisson process (RPP) with consideration of particle volume effects, its probability density function (PDF) is given as follows 64: 
	,	(2)
where  is the normalized Voronoi cell area, . S is the Voronoi cell area associated with a particle;  is the mean cell area of all the particles; and  is the area at regular close packing, . The parameter α is determined by 2D particle concentration (φ), i.e., .
Taking RPP as a reference, we could identify the dense phase (cluster). As shown in Figure 2, there are two intersections between f() of RPP and the experimentally obtained instantaneous PDF. The dense phase (cluster) and the dilute phase (void) can be identified, with respect to the areas to the left and to the right of the two intersections, respectively, over which PDFs of realistic particles are higher than that of RPP. The intermediate region between the two intersections can be referred to as the interphase, which plays a pivotal role in the cluster dynamics 34,65. Similar ideas are referred to in the studies investigating the core and cloud of clusters 26,66, cloud of bubbles67, and in the classic Davidson’s model of bubbling fluidization 68. 
[image: F:\STUDY\2020过程所\团聚物文章修改\图片\团聚物识别\cluster_A_timeGraph2M - Copy.tif]
Figure 2. PDF of  (normalized Voronoi cell area) for a typical experimental snapshot (solid line) and a random Poisson process (RPP, dash line): the two intersections demarcate the shadow region for the interphase (interface) between the dense phase (cluster) and dilute phase (void).
With these two intersections determined, each particle can be positioned in one of the three phases. Figure 3 shows a typical processing result of an experimental snapshot, from the left to the right, (a) the original image, (b) the velocity vector field of particles, and (c) the identified dilute phase (white), interphase (gray) and dense clusters (other colors). To distinguish the behavior of different clusters, we set the particles with the same Voronoi side as belonging to the same one cluster. Thus, sixteen clusters are distinguished in Figure 3(c). Further we can determine the particle number (nc, nc>2), center position, velocity and granular temperature of each cluster. The instantaneous cluster velocity U is defined by the mean particle velocity in a cluster,
	,	(3)
and the granular temperature of i-th cluster (Θi) is 
		(4)
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Figure 3. Image processing and identification of clusters: (a) original image (b) vector field of particle velocity (c) colored Voronoi diagram, with white for the dilute phase, gray for the interphase, and the other colors for the dense-phase clusters.
3 Time-averaged characterization of clusters
To characterize dynamic clusters, we first focus on their time-averaged properties, including the cluster size distribution, and the radial distributions of the velocity and granular temperature of clusters, which are expected to provide a landscape of the time-averaged behavior of clusters.
It is well known that the inelastic collapse of a granular system is analogous to a percolation transition between a state containing small clusters and a state dominated by a large cluster which spans the system69-71. For a homogeneous cooling granular gas system, the cluster size distribution scales as a power law (~) at the onset of cluster growth 70. By comparison, we plot the cluster size distributions of our system over different periods in Figure 4(a), where the number of clusters is normalized by the total number of clusters for each curve. The power law fitting adopted from the homogeneous cooling (~) is also drawn for comparison. It can be found that the cluster size distribution follows a power law (~) for small clusters (nc<100) but the deviation grows for nc >100. There is little difference between these data over different periods, indicating that the clustering in our system is at a steady state, with the coalescence and rupture balancing each other dynamically. The deviation from the power law in Figure 4(a) may be attributed to the boundary effect, as the deviation is larger near the wall (x=0~50mm or x=100~150mm) than that in the middle (x=50~100mm), as shown in Figure 4(b).
[image: F:\STUDY\2020过程所\团聚物文章修改\图片\团聚物时均性质\cluster_A_timeGraph3 - Copy.tif] 
Figure 4. Cluster size distribution (a) over different periods, and (b) near the wall (x=0 ~ 50mm or x=100~150mm) and in the middle regions (x=50~100mm). The solid line is a power law fitting (~).
To clearly show the boundary effect, we divide the observation area along x direction evenly into 20 bins with a width of 7.5mm, and then analyze the radial distributions of the time-averaged cluster velocity () and granular temperature (). The center position of a cluster determines the bin it belongs to. Then  and  are calculated by the mean value of all the clusters in a bin over the entire duration of experiment. As larger clusters (nc >100) show bigger deviation in cluster size distribution from the power law fitting, we especially single out the results of  and  of larger clusters (nc >100) for comparison. 
Figure 5(a) shows the lateral distribution of . The horizontal component  fluctuates largely around zero, whereas the vertical component  is positive in the middle but negative near the wall. The magnitude of descending velocity of the clusters near the wall is smaller than what has been reported in the literature (0.5~2 m/s) 2,72. This discrepancy may be attributed to the lower flux in the turbulent fluidized bed here than in circulating fluidized beds in the literature. The lateral distributions of  and  in Figure 5(b) show an obvious anisotropy in that  is larger than  over the whole range. Both  and  are lower near the wall than in the center, probably due to the frictional dissipation and inelastic collision between particles and the wall. Breault et al. 73 found that the granular temperature of upward-moving clusters can reach 0.12 m2/s2, while downward-moving clusters have a constant granular temperature of 0.032 m2/s2, which is similar in magnitude to our results. The dotted lines in Figure 5 are results of larger clusters (nc >100). The magnitude of the descending velocity of larger clusters near the wall is lower than that of the smaller ones, whereas  of larger clusters is larger than that of the smaller ones. That is consistent with our previous discussion that the granular temperature increases with the length scale 34. 
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Figure 5. The radial distributions of time-averaged cluster velocity (a) and granular temperature (b): the solid lines denote the average values of clusters of all sizes and the dash lines denote that of large clusters with at least 100 particles.
4. Time-resolved characterization of clusters
4.1 Dynamic evolution of a large cluster
The largest cluster largely dominates the hydrodynamic behavior in a homogeneous cooling system70. As a first step and for the sake of comparison, here we investigate the dynamics of the largest cluster in our system, and seek to explain the mechanism of the coalescence and rupture of clusters. For the sake of convenience, we set the moment of forming the largest cluster (particle number of this cluster is n) as the initial time, t=0. All the particles identified belonging to this cluster at that moment, and only these particles, are counted by tracking them individually hitherto (t<0) and hereafter (t>0). 
Figure 6 shows the spatial inhomogeneity at cluster forming, in terms of its vertical speed vy and acceleration ay at t=0. In the lower part of the cluster, particles are assembled loosely with both vy and ay negative, indicating that the gravity largely governs the particle motion. At the top of the cluster, particles are closely packed, where vy is nearly 0 and ay positive, indicating that the drag force is stronger than in the lower part. It is worth noting that around the left boundary of the cluster, both vy and ay are positive, reflecting the erosion of gas flow over the cluster. Indeed it is the uneven force distribution that induces the rupture of the cluster, as to be discussed later.
[image: F:\STUDY\2020过程所\团聚物文章修改\图片\viso_after\团聚物—vyay-1.tif]
Figure 6. Color encoded map of (a) vy and (b) ay of the cluster at t=0
[bookmark: _Hlk67845429][bookmark: _Hlk67844824]Figure 7 gives typical snapshots of the whole course of coalescence and rupture of these particles. At the beginning, some low-velocity particles aggregate near the boundary and form a small high-concentration area, or cluster (t=-70ms). As in a homogeneous cooling system (HCS), the forming of the cluster could be induced by the fluctuation and boundary friction as stated by Goldhirsch 74. At the same time, some other particles with higher speed collide with the cluster from up and down. These high-speed particles are nearly stagnant at t=0 upon collision. Next, some particles in the upper region of the cluster are carried upward by the gas flow, whereas some other particles in the lower region are falling (t=40ms), showing a rupture of the cluster. During this course, a vortex of particles arises (t=80ms) and then grows above the cluster. The size of this vortex is smaller than that of the cluster, as is the case in homogeneous cooling granular gases 75. However, it occurs after the clustering, not as in homogeneous cooling granular gases with a sufficiently large system before the clustering.
[image: F:\STUDY\2020过程所\团聚物文章修改\图片\viso_after\团聚物演化-1-1.tif]
Figure 7. Velocity fields of particles during the cluster coalescence and rupture (The color denotes the speed of particles)
For a further quantification of the abovementioned cluster evolution, we analyze the mass flow rate (W, the mass of one particle is scaled as unity) and momentum flow rate (M) of particles taking part in the clustering. The mass flow rate and the momentum flow rate (M) are defined as follows:
	,	(5)
	,	(6)
where ns is the number of particles that flow across a fixed surface (parallel to the distributor plate hereinafter) over an interval of t, and vi is the velocity component normal to the surface. The subscripts (“+” and “-”) stand for the axially positive and negative directions. 
We set the planes at y=240mm and y=90mm as the upside and downside, respectively, of the cluster (the gray dash lines on the insets of Figure 8(a)), and plot the time-resolved W and M over these two planes, as shown in Figure 8(a)-(b). The insets on Figure 8(a) are typical snapshots of the cluster at those instants. The vertical dash line marks the onset of the largest cluster (t=0), and the gray area represents the period of cluster rupture. It can be found that, during the coalescence, particles flow into the cluster from both the upside and downside; during the rupture, particles flow out of the cluster also from the both sides. 
Considering that both the drag and gravity dominate along the y-axis 1, we mainly focus on the axial behavior of these particles through studying the time-resolved mean velocity/speed and acceleration of particles. The mean y-axis velocity (), speed (), acceleration () can be determined as follows:
	,	(7)
	,	(8)
	.	(9)
To distinguish the change of particle motion direction during the coalescence and rupture, the mean y-axis velocities along the axially positive and negative directions are also identified as follows:
	,	(10)
	.	(11)
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Figure 8. Time-resolved variation of cluster parameters during coalescence and rupture: (a) M and (b) W over upside and downside of the cluster; (c) mean positive and negative velocities in y-axis; (d) mean y-axis velocity and acceleration; (e) mean y-axis speed and marked acceleration. (The insets on Figure 8(a) show snapshots of the cluster at corresponding instants.)
To characterize the variation of particle speed, a marked acceleration  is defined by
	,	(12)
and its mean y-axis value, , is given by
	.	(13)
Figure 8(c)-(e) shows the time-resolved particle velocity/speed (, ,  and ) and acceleration (, ). It can be found that t=0 marks a clear transition point for ,  and , whose magnitudes decrease during the coalescence and increase during the rupture. It is worth noting that  fluctuates around zero and  is nearly unchanged during coalescence, indicating that the cluster is roughly at a force-balance state in the vertical direction. That seems to be consistent with the numerical results that the mean velocity of a cluster is constant 51 during its formation. However, in the course of rupture,  decreases first and increases from its trough back to zero, showing a dynamic equilibrium which was also found in simulations76, where the particle acceleration returns to zero from its highest magnitude. The variation of  is different from that of . The negative  during the coalescence indicates the collision deceleration and the positive one during the rupture shows speedup effect of gravity and drag on particles. 

4.2 Coalescence and rupture of clusters
With the above understanding of the cluster dynamics, we capture more clusters and further carry out an analysis on the mean kinetic energy of particles, which is closely related to the clustering instability4 and cluster modelling77. Here, the mean kinetic energy () is given by
		(14)
The data selected here meet the following criteria: first, the largest cluster (t=0) is large enough to contain sufficient particles to reduce statistical errors; second, the coalescence and rupture can be identified to occur separately. Thus, we obtained six different sets of data over different periods of time. 
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Figure 9. Relationships among mean particle kinetic energy, total Voronoi cell area and time during the coalescence and rupture of clusters: (a) three-dimensional diagram; (b) variation of mean particle kinetic energy with time; (c) variation of total Voronoi cell area with time; (d) the correlation between mean particle kinetic energy and total Voronoi cell area. Ac0 is the total Voronoi cell area at the end of the coalescence, or, the minimum area.
Figure 9 (a) plot the mean kinetic energy of particles () as a function of the total Voronoi cell area (A) and time (t) for the six data sets. The total Voronoi cell area at t=0, Ac0, is used to scale A. Figure 9(b)-(d) are 2D plane views of Figure 9(a). The main feature arising from these figures is a “V” shape: both  and A decrease first and then increase with time, which is consistent with the above description of particle speed and velocity. Interestingly,  shows a highly linear correlation with A. That encourages a linear correlation hypothesis between the mean kinetic energy  and the collision geometry zone A, and thereby a theoretical model for them, as detailed in the following section.
5. Modeling of coalescence
Let us first present a physical scenario on the coalescence observed in this fluidized bed. At the initial stage, a perturbation of the density fluctuation or friction induces certain local areas with higher particle number density and lower granular temperature. These inhomogeneities result in a gradient of granular pressure and drag force, driving more discrete particles in the dilute area with higher kinetic energy toward the dense region. When these discrete particles reach the cluster kernel, a large number of many-body collisions/interactions occur, forming a jamming front as in cooling granular gases78,79. The so-called jamming front is where the huge compressive force occurs firstly, resulting in a rapid increase of particle density and decreased space between particles. Subsequently, particles start to jam and form a granular solid structure, such as a force chain, to resist the force of collisions as rigid and incompressible bodies 80. Further squeeze between particles is hence restrained. And the kinetic energy loss occurs instantaneously. Interestingly, although the forces among particles are complex, the net force on these particles (Fall) is almost zero, i.e., the drag force and the gravity seem to be in a dynamic balance during the coalescence, as shown in Figure 8(d). 
To clearly illustrate the discrete and cluster (jamming) particles, we show typical snapshots of the coalescence in Figure 10 (a)-(c) with the pictorial Voronoi diagram in Figure 10 (d)-(f). The cluster particles are marked in green, and the other discrete particles are marked in orange. This figure clearly indicates that particles gather from the upper and lower sides to the middle and form jamming fronts. All particles become cluster particles at the end of the coalescence. Such a process is quite similar to the scenario of the snowplow model studied in free collisions of dense clusters 80,81.
[image: F:\STUDY\2020过程所\团聚物文章修改\图片\viso_after\团聚物演化-2-1.tif]
Figure 10 Velocity fields and Voronoi diagrams of particles during the coalescence: (a)-(c) show particle velocity; (d)-(f) are corresponding colored Voronoi diagrams of the figure (a)-(c) where the green stands for cluster particles and the orange for other disperse particles.

In light of such an analogy, we adopt the snowplow model with the following assumptions: 
(1) The net external force on these particles (Fall = 0) is zero during coalescence;
(2) [bookmark: here]Discrete particles are uniformly distributed with a particle concentration of φx and a fixed uniform speed; 
(3) Cluster particles are uniformly distributed in space with a particle concentration of φc and a fixed uniform speed, too;
(4) When the jamming front forms, the discrete particles quickly become cluster particles, and their speed immediately decays to that of the cluster particles with a constant loss of kinetic energy for each particle.
Then, we set the total Voronoi cell area of discrete particles and cluster particles as Ax and Ac, respectively. In the meantime, total Voronoi cell area of all particles is A, and A= Ac0 when t=0. The scenario of this model is pictured by Figure 11.
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Figure 11 Schematic diagram of the coalescence and rupture (particle radius is r). 
According to the conservation of the particle number during the coalescence, we have
	,	(15)
where
	,	(16)
	.	(17)
Then one obtains 
	,	(18)
	.	(19)
Thus, when A(t) decreases, Ac(t) increases (as φc is always higher than φx). As the mean loss of kinetic energy for each particle (ea, ea>0) is constant, the kinetic energy of all particles decay between a specific moment t and that at the end of coalescence (t=0) is
	,	(20)
where n is the number difference of cluster particles between two moments and   is the mean kinetic energy of the particles at t=0. So
	,	(21)
	,	(22)
Equation (22) gives the relationship between the mean kinetic energy of particles () and the total Voronoi cell area of particles (A). When ea, φc, and φx are constant, do not change with A(t),  increases linearly with the total area A. 
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Figure 12. Relationship between mean particle kinetic energy and total Voronoi cell area for the cluster coalescence: colored scatters stand for different sets of measured data and the solid black line for the fitting result; the dash gray line is calculated from Equation (22).

In all six data sets, the mean φc and φx are around 0.65 and 0.40, respectively. It is worth noting that φc here is significantly lower than the close-packing concentration with square arrangement (2D configuration, 0.781) and hexagonal arrangement (2D configuration, 0.907). The possible reason is that the jamming transition is related to particle concentration, granular temperature, and granular stress 82 while granular stress here may be significantly lower than that caused by an external force. Figure 12 shows the relationship between  and  from the six groups of experimental data during the coalescence. According to Equation (22) with conditions  and , the slope is , corresponding to the gray dotted line in Figure 12. The fitting to experiments gives a slope of 1.53 (the solid black line), close to the theoretical prediction. Hence, the above model well describes the variation of mean kinetic energy of particles during the coalescence.
Since the reduction of the particle kinetic energy is linearly proportional to reducing the total Voronoi cell area of particles, we can obtain the evolution of the mean kinetic energy of particles () from the time-resolved variation of total Voronoi cell area of particles (A). Burton et al.80 simplified the collision of two clusters as the collision of two identical ellipses. They proposed a formula of total area by calculating the overlapping area between the two ellipses in motion as follows:
	,	(23)
where U is the velocity of the cluster, A0 the initial area of two ellipses, l1 and l2 are the lengths of the long shaft and the short shaft of the ellipse. By fitting different sets of experimental data in our study in line with Equation (23) we have
	,	(24)
where c and d are parameters to be determined. 1 is the duration of the coalescence. The fitting results are shown in Figure 13. It can be found that the evolution of the total Voronoi cell area of particles agree well with Equation (24), indicating that the loss of particle kinetic energy and the reduction of the total Voronoi cell area of particles follow a power law decay t3/2 during the coalescence. 
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Figure 13. Decay of total Voronoi cell area of particles with time: colored scatters denote different sets of experimental data and lines for corresponding fitting results of Equation (24).
6. Modeling issues for rupture
During the rupture, particles at the upper side of the cluster are eroded by the airflow and tend to move upward, while the particles at the low part break away and fall. Thus we separate these particles into two branches according to their signs of vy, i.e., upward, and downward particles. Figure 14 (a) shows the variation of the proportion of downward particles (the dashed line, ΨN- ) and that of upward particles (the solid line, ΨN+), and the curves with the same color represent the same set of experimental data. It can be found that most particles move downwards. Then we analyze the mean kinetic energy of moving upward () and downward () particles, as shown in Figure 14(b)-(c). The values of  grow linearly with time for all data, whereas  shows a higher growth rate and more complicated characteristics. The increase of  is governed by the drag force related to the slip velocity. In contrast, the gravity is more critical for . In light of the complex forces over particles during the rupture, especially the drag force, it is difficult to quantify the process solely from the current experiment. 
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Figure 14. Dynamic features of cluster during the rupture: (a) the proportion of downward particles (the dashed line) and that of upward particles (the solid line); (b) mean kinetic energy of upward particles; (c) mean kinetic energy of downward particles. The curves or dots with the same color represent the same data set.
 
Apart from the forces on particles, torque is another important factor to cause the rupture. The dimensionless mean torque over particles Mp can be expressed by
		(25)
where Fg is the gravity of a particle, Fk is the net force on particle k and Lk is the position vector from the center position of these disrupted particles to particle k. Particle arrangement is an important geometrical factor and related to the torque, which can be characterized by the mean coordination number (C), defined as the average number of contacts per particle (the threshold of contact distance is 1.1dp83). 
We plot C and Mp during the rupture as shown in Figure 15(a)-(b). It is found that C decreases linearly with time, indicating that the interactions between particles are weakened. However, the data sets are rather disperse and hard to model. By comparison, Mp. shows different signs in different cases. The sign of Mp just depends on the location of cluster: Mp of the left cluster is counterclockwise (positive) and that of the right one clockwise (negative) as the particles in the middle region always have an upward net force and those around the walls have a downward one. Generally, for a stable cluster, the torque balance would be reached in a short time, even with small perturbations 84. However, Mp is around zero (when t = 0) and then increases with time in all our cases. It suggests that the torque field of particles accelerates the rupture process of clusters.
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Figure 15.Variations of (a) average coordination number of particles (C) and (b) dimensionless average torque of particles (Mp ) during the rupture (the same color stands for the data from the same group)

7. Conclusion
We study the particle-level characteristics of clusters in a quasi-2D fluidized bed by using a high-speed camera to measure the particle position, concentration, velocity, and acceleration. A Voronoi analysis method is adopted to identify dense clusters from the dilute phase, and in between, the interphase. Both the time-averaged and time-resolved statistics are made to characterize the dynamics of clusters, thereby a coalescence model is proposed. 
In greater detail, the time-averaged results demonstrate the effects of cluster size and wall boundary on cluster characteristics and three major findings: First, the cluster size distribution follows a power law on the basis of percolation theory for small clusters but the deviation grows with the cluster size; Second, the big cluster shares lower magnitude of  but higher ; Third,  and  are lower around the wall region for the friction between particles and the wall. On the other hand, the time-resolved analysis shows cluster coalescence can be approached as a collision between two inelastic clusters during which the mean speed, kinetic energy and total Voronoi cell area of particles decrease and the net external force is roughly zero. The snowplow model is hence proposed to predict the time-resolved loss of particle kinetic energy, indicating △E ~t3/2. By comparison, during the rupture, the growth of the kinetic energy of upward and downward particles are entirely different, suggesting more efforts to be made on understanding the complex interphase forces and torques.
In all, we offer a research of the dynamic behavior of clusters on the particle level. These results highlight how cluster evolution depends sensitively on the matching between external forces or torques and internal dynamical response. We expect that simultaneous, high-resolution measurements of both gas flow and particle motion will help improve our understanding of the forces on particles in near future. 
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Notation
	a
	particle acceleration

	
	marked acceleration to characterize variation of particle speed

	
	mean y-axis acceleration of particles

	
	mean y-axis marked acceleration of particles

	A
	total Voronoi cell area of particles

	A0
	total initial area of ellipse

	Ac0
	total Voronoi cell area of all particles at the end of coalescence

	Ac
	total Voronoi cell area of cluster particles

	Ax
	total Voronoi cell area of discrete particles

	c, d
	undetermined parameters in Equation (24)

	C
	mean coordination number

	dp
	particle diameter 

	ea
	mean loss of kinetic energy when a discrete particle becomes a cluster particle 

	E, 
	total and mean kinetic energy of particles

	Ec0, 
	total and mean kinetic energy of particles at the end of coalescence 

	△E
	loss of mean kinetic energy of particles

	Fall
	total force on particles

	Fg
	particle gravity

	i
	axis direction

	k
	the index of the particle

	l1, l2
	the lengths of the ellipse long shaft and the short shaft

	L
	position vector from the center position of particles to the given particle

	M
	momentum flow rate of particles

	Mp
	dimensionless mean torque of particles

	nc
	particle number of clusters

	n 
	particle number of the largest cluster

	ns
	number of particles flowing across a fixed surface

	r
	particle radius 

	s
	position vector of one particle

	S
	Voronoi cell area associated with a particle

	
	mean Voronoi cell area of all particles

	Smin
	the Voronoi cell area of particles at regular close packing

	t
	time 

	t
	time interval

	U
	cluster velocity 

	Uc
	The transition velocity between bubbling and turbulent fluidization

	Utr
	transport velocity

	Ut
	the terminal velocity

	v
	particle velocity

	
	mean y-axis velocity

	
	mean y-axis speed 

	W
	mass flow rate of particles



Greek letters
	α
	the parameter in Equation (2) 

	
	the normalized Voronoi cell area

	φ
	2D particle concentration

	φc
	2D concentration of cluster particles

	φx
	2D concentration of discrete particles

	ΨN-
	proportion of downward particles during rupture process

	ΨN+
	proportion of upward particles during rupture process

	Θ
	cluster granular temperature

	1
	duration of the coalescence
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