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Abstract—To date, the novel Corona virus (SARS-CoV-2) has
infected millions and has caused the deaths of thousands of people
around the world. At the moment, five antibodies, two from
China, two from the U.S., and one from the UK, have already
been widely utilized and numerous vaccines are under the trail
process. In order to reach herd immunity, around 70% of the
population would need to be inoculated. It may take several
years to hinder the spread of SARS-CoV-2. Governments and
concerned authorities have taken stringent measurements such
as enforcing partial, complete, or smart lockdowns, building
temporary medical facilities, advocating social distancing, and
mandating masks in public as well as setting up awareness
campaigns. Furthermore, there have been massive efforts in
various research areas and a wide variety of tools, technologies
and techniques have been explored and developed to combat
the war against this pandemic. Interestingly, machine learning
algorithms and internet of Things (IoTs) technology are the
pioneers in this race. Up till now, several real-time and intelligent
COVID-19 forecasting, diagnosing, and monitoring systems have
been proposed to tackle the COVID-19 pandemic. In this article
based on our extensive literature review, we provide a taxonomy
based on the intelligent COVID-19 forecasting, diagnosing, and
monitoring systems. We review the available literature extensively
under the proposed taxonomy and have analyzed a significantly
wide range of machine learning algorithms and IoTs which can be
used in predicting the spread of COVID-19 and in diagnosing and
monitoring the infected individuals. Furthermore, we identify the
challenges and also provide our vision about the future research
on COVID-19.

Index Terms—COVID-19, pandemic, Coronavirus, machine
learning algorithms, Artificial Intelligence (AI), Internet of
Things (IoTs), COVID-19 diagnoses, COVID-19 monitoring,
COVID-19 forecasting.
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I. INTRODUCTION

IRST reported by officials in Wuhan, China, in December

2019, the SARS-CoV-2 infection had quickly spread by
late January 2020 to every region of China and numerous
different nations [1] [2] [3]. As of 21st January 2021, 213
countries and territories have registered COVID-19 cases. On
January 30, 2020, the World Health Organization (WHO)
declared that the outbreak constitutes a Public Health Emer-
gency of International Concern (PHEIC); and on March 11th,
the WHO announced the COVID-19 as a “global pandemic”,
and shortly after that, the United States declared COVID-19
outbreaks a national emergency [4] [5]. By April 6, 2020, more
than 1,200,000 individuals had been infected by the disease
and, what is more, the number of deaths due to the Coronavirus
exceeded 70,000 in over 213 nations. As of 18th Jun 2021, in-
spite of thorough worldwide regulation and isolated endeavors,
the cases of COVID-19 keep on ascending globally, with
176,693,988 research facility affirmed cases and more than
3,830,304 deaths [6].

Due to this worldwide flare-up, more than 200 nations
worldwide had initiated either a full lockdown or remote area
lockdowns, affecting the lives of billions of people, directly
and indirectly. COVID-19 has also significantly impacted the
economy worldwide and has been more extreme than the 2008
global financial crises (GFC)] [7]. The stock exchanges have
been imploded by half or more, credit markets have been
frozen, a significant number of bankruptcies followed, jobless
rates took off above 10%, and GDP contracted at an annualized
pace of 10% or more [8]. However, even though a few nations
have forced ‘smart lockdowns’ in certain areas with potential
COVID-19 cases, there has still been a flood of new COVID
cases and an ascent in deaths [9] [10], worldwide due to the
discovery of new COVID-19 stains in UK [11], South Africa
[12], Brazil [13], Japan [14], USA [15] and India (Indian
variant) [16]. It will cause the economy to contract again and
markets will crash again.

Currently, five vaccines, two from China, two from the U.S.,
and one from the UK, have already been widely used for
inoculation across the world, according to the WHO [17]. The
first batch of the COVID-19 vaccine is now being distributed
and in order to reach herd immunity, around 70 percent of
the population would need to be vaccinated which might take
upto a few years. Since developing world does not have access
to vaccines, coronavirus will still ravage many parts of the
world. Furthermore, according to the White House briefing
[18], these vaccines are less effective against the new COVID-
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19 strains. Such an alarming situation would mean eradicating
the virus may be impossible as new outbreaks emerge around
the world and the potential for more contagious or virulent
variants of SARS-CoV-2 becomes all the more dangerous.
While vaccinations in combination with lockdown measures
far and wide are forced to prevent new infections, it is not
enough to stop the spread of COVID-19.

A. Scope of the Survey Paper

According to a research finding [19], new UK Corona
strain is doubling the number of active cases every 10 days
in the USA. Indian variant is 50% more contagious than
the UK variant, which is already 50-100% more contagious
and transmissible than the ’regular’ strains [20]. In current
conditions, intelligent, automated, and real-time systems which
can estimate the Corona infection hotspot regions or the
individuals who are already infected will give WHO and
governments around the globe a useful tool to deal with
the pandemic. Furthermore, intelligent tools and technologies
that help in monitoring and diagnosing the COVID-19 is the
need of today. Hence, the investigations of the novel COVID-
19 plagues, its future development pattern, fast and efficient
monitoring and diagnoses system, have become the front
line research points right now and have received a generous
amount of consideration and attention from data scientists and
researchers from all around the globe. This paper aims at
conducting an extensive survey of the monitoring, forecasting
and diagnoses systems proposed to fight against the COVID-
19 pandemic.

From the most recent 20 years a few pandemics have
been accounted for, for example, acute respiratory syndrome
Corona virus (SARS-CoV) in 2002 to 2003 [21] [22], HINI
flu in 2009 [23] [24] [25] and the Middle East respira-
tory syndrome Coronavirus (MERS-CoV) in 2015 [26] [27]
[28]. Accordingly, several intelligent and machine learning
algorithms based forecasting systems have effectively been
proposed and used to gauge the number of active cases,
recuperated cases, deaths and the end date of the pandemic
[29] [30] [30] [31] [27]. As these forecasting systems show
better performance in predicting the spread rate of deadly
diseases, the investigations of the novel COVID-19 plagues
and its future development pattern has also received a generous
amount of consideration and attention from data scientists
and researchers from all around the globe. Researchers and
data scientists have additionally utilized similar methodologies
in the assessment of the spread rate and number of deaths
due to the COVID-19 pandemic. As a first contribution, we
presented an extensive survey of the forecasting models or
systems proposed to estimate the spread rate of COVID-19
in different regions of the world.

Numerous studies have suggested the utilization of X-rays
and Computed Tomography (CT-scans) for finding of COVID-
19 disease because of the restrictions and multifaceted nature
of antigen and PCR tests [32] [33] [34]. As reported in [33],
the detection of COVID-19 symptoms in the lower portion
of the lungs has a higher accuracy when utilizing X-rays or
CT-scans than that when utilizing PCR tests. In specific cases,

CT-Scan and X-ray tests can be subbed with RT-PCR tests.
Nonetheless, because of high volume of infected individuals
and predetermined number of radiologists, X-ray and CT-Scan
techniques can not solely address the issue. Consequently,
there is a gigantic interest in looking for alternative techniques
that can moderate the pressure from the medical care facilities
and help and assist the radiologists. Recently, machine learning
algorithms have been recommended to tackle the issue. There-
fore, as a second contribution in this survey article, we have
discussed various COVID-19 diagnoses systems based on the
machine learning algorithms proposed to diagnose COVID-
19 disease and victims using the chest X-ray datasets.

Internet of Thing (IoT) technology alongside its wearable
sensor nodes and vision based technology (cameras) have
effectively been utilized in monitoring and diagnosing constant
illnesses, for example, patients experiencing Parkinson [35]
and Alzheimer’s [36] disease, monitoring of blood-glucose
levels in diabetic patients [37], Respiratory rate [38], blood
pressure [39] [40] [41] [42] [42] [43], and detecting car-
diovascular failure [44]'. Based on the advantages and the
suitability of IoTs in healthcare systems, we have explored
several research efforts towards developing IoT based COVID-
19 monitoring and diagnosis healthcare systems. Therefore,
as a third contribution in this survey article, we have
explored several research efforts towards developing IoT
based COVID-19 monitoring and diagnosing healthcare
systems.

B. Comparison to other COVID-19 Survey Articles

Since the COVID-19 outbreak (Dec-2019), a few published
survey papers took a comprehensive review at the COVID-
19 pandemic from various perspectives. For example, the
authors in [46] and [47] have distinguished potential uses
of Artificial Intelligence (AI) tools and technologies that can
be utilized in COVID-19 immunization planning and drug
discovery. The authors in [48] introduced a broad survey of
cutting edge Al devices in forecasting and finding numerous
viral illnesses. Authors recommended that AI Tools can be
utilized to gauge the structure of SARSCoV-2-related proteins,
distinguish existing medications that might be repurposed
to treat the infection, propose new compounds that might
be promising for drug improvement, and recognize potential
immunization targets. The authors in [49], discussed briefly
uses of deep learning tools in diagnosing the COVID-19
infection. In [50], the authors provide a brief overview of the
current status of IoT applications related to the Coronavirus,
distinguish their deployment and operational challenges, and
suggest potential opportunities to further contain the pandemic.
The authors in [51] presented a comprehensive study on
open source data sets and their applications in mitigating the
COVID-19 transmission.

In contrast, to help the research community, to have an over-
all comprehension of the continuous exploration and potential
research areas in COVID-19, our major contributions in this
article are as follow:

"For more information on the applications of IoTs in healthcare systems
the intrigued reader may refer to [45].
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Fig. 1: COVID-19 publications worldwide [52].

C. Contributions

i. We provide an extensive review of a COVID-19 liter-
ature since the start of the COVID-19 pandemic. We
have captured the most recent and highly cited research
articles on machine learning algorithms and Internet of
Things (IoTs) technology used to develop COVID-19
early detection, diagnoses, forecasting, and monitoring
systems. Unlike the previous studies [46] [48] [49],
which have only focused on general aspects of COVID-
19 related challenges in machine learning algorithms and
IoTs, we have analyzed a significantly wider range of
machine learning and deep learning algorithms. Focused
is placed on data sets, tools, machine learning algorithms
and IoT technology, which can be used in monitoring and
diagnosing the COVID-19 symptoms and victims.

ii. Based on our extensive literature survey, we devise a
taxonomy to characterize the COVID-19 intelligent and
real-time systems into the forecasting, monitoring and
diagnosing systems.

iii. We presented an extensive survey of the forecasting
models or systems proposed to estimate the spread rate
of COVID-19 in different regions of the world.

iv. We have discussed various COVID-19 diagnoses systems
based on the machine learning algorithms proposed to
diagnose COVID-19 disease and victims using the chest
X-ray datasets. Moreover, we have also surveys the role
of IoT-based technologies in COVID-19 and reviews the
best architectures, devices, and technologies for combat-
ing the Corona virus.

V. Finally, we identify the challenges and future directions
and highlights the need to solve these issues.

D. Paper Organization

The rest of the paper is organized as follows. In Section
II, we discuss the search strategy used to find the literature
on COVID-19. Then, we introduce our taxonomy to survey
the COVID-19 literature on intelligent forecasting, diagnoses,
and monitoring system. We provide brief knowledge and
background in machine learning in Section III. Then, sev-
eral COVID-19 forecasting and diagnoses system based on
machine learning algorithms are discussed in Section IV and
Section V respectively. In Section VI background on IoT tech-
nology is presented and then several IoTs-based architectures,

devices, tools, and technologies are reviewed in details used
in monitoring the COVID-19 victims. Finally Section VII
concludes our research efforts.

II. INTRODUCTION TO SEARCH STRATEGY AND
TAXONOMY

In this section, we first discuss the search strategy used
to find the related literature on COVID-19. Then, we intro-
duce our proposed taxonomy for surveying the COVID-19
intelligent forecasting, diagnosis, and monitoring system. We
likewise discuss the advantages of each system for the readers’
interest and knowledge.

A. Search Strategy

According to Dimension Database [52], As of 23rd July
2021, scientists from 26,652 organizations have published over
569,979 articles about the corona virus (Fig. 1). Among which,
over 7,969 included the phrases machine learning", artificial
intelligence", deep learning", or neural network" etc, in the
title or abstract. However, we emphasize that the search results
may vary and depend on the reference and keyword search.

In this research study, legitimate databases, including IEEE
Xplorez, ScienceDirect®, ELSEVIER Chaos, Solitons & Frac-
tals*, SpringerLink®, ACM®, and ArXiv’, NATURE, PUBX,
have been utilized to look for COVID-19 papers. Besides,
a more definite Google Scholar® search was utilized. The
articles are chosen utilizing the keywords COVID-19, Corona
virus, deep learning, machine learning, Artificial Intelligence,
COVID-19 forecasting systems, COVID-19 diagnosis systems,
IoTs, and COVID-19 monitoring systems. The most recent
selection of papers is finished with the referenced keywords
on 31 July, 2021.

B. Taxonomy

To this end, we identify the main applications of machine
learning algorithms and IoT technology in predicting, diag-
nosing, and monitoring the COVID-19 victims and disease.
Based on our extensive literature review, we organize the
literature into three different groups. In the following section,
we provide a brief introduction and advantages for each
category. Fig. 2 shows the taxonomy we proposed.

1) COVID-19 Forecasting Systems: As a result of numer-
ous advantages of machine learning approaches in forecast of
viral diseases such as influenza [53], a seasonal flue in USA,
many research efforts have distinguished machine learning
techniques as a viable answer to forecast the COVID-19 areas
and infected people. In several works, prediction models have
been developed for explicit purposes for instance, for forecast
of number of confirmed cases, number of recovered cases,
number of deaths, and more.

Zhttps://ieeexplore.ieee.org/

3https://www.sciencedirect.com/
“https://www.journals.elsevier.com/chaos-solitons-and-fractals
Shttps://link.springer.com/

Ohttps://dl.acm.org/

Thttps://arxiv.org/

8https://scholar.google.com/
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Fig. 2: Taxonomy for surveying the intelligent COVID-19 forecasting, diagnoses, and monitoring systems.

As a first contribution, this paper presented an extensive
survey of the forecasting models or systems proposed to
estimate the spread rate and death rate of COVID-19 in
different regions of the world.

Benefits of COVID-19 Forecasting Systems: The intelligent
COVID-19 forecasting frameworks based on machine learning
algorithms are integral assets to minimize the effect of Corona
virus in specific areas by predicting the regions where the
number of infected individuals is high. By predicting the areas
of high vulnerability, individuals can get a fair warning and
take action. They are given awareness and warning to maintain
a 6 feet distance from others and to wear masks while in
public places [54] [55]. This will decrease their chances of
contracting the virus. Decreasing the risk of contracting the
virus won’t just save lives, however will likewise prevent the
infection from spreading. It can also give a warning the gov-
ernment to take action within that area. The concerned health
authorities can impose a partial, complete, or smart lock down
in that area and restrict the movement of individuals from
within that area. Moreover, local authorities can plan a public
health infrastructure to reduce the unprecedented pressure on
hospitals [56] like number of beds, staff, ventilators and other
health equipment required beforehand.

2) COVID-19 Diagnosing Systems: The literature under
this category, discussed various machine learning algorithms
for exploiting the diagnoses of COVID-19 through the chest
X-ray and CT-Scan.

Benefits of COVID-19 Diagnosing Systems: Machine learn-
ing algorithms can assist in the clinical decision making and
have been used successfully in diagnosis of a number of health
problems such as pathological brain detection [57] [58], breast

cancer [59], lung cancer [60] [61], colon cancer [62] [63],
prostate cancer [63], Alzheimer’s disease [64], diabetes [65]
and flu [66]. This entails the use of intelligent approaches that
can automatically extract useful insights from the chest X-rays
those are characteristics of COVID-19.

The main aim is to lessen the time and exertion needed to
perform CT-Scan and X-rays of COVID-19-positive patients
and assess the pace of disease development [32] [33] [34].
Furthermore, these results can be covey to healthcare physi-
cians, who would then be able to react quickly to suspected
cases and carry out the necessary examinations to confirm the
case. This permits the confirmed cases to be isolated and given
appropriate health care.

3) COVID-19 Monitoring Systems: The literature under
this category, has explored the suitability of IoT technology in
COVID-19 pandemic. We have discussed numerous research
efforts towards developing IoT based COVID-19 monitoring
and diagnosis healthcare systems.

Benefits of COVID-19 Monitoring Systems: An IoT based
monitoring and diagnosis system can help in hindering the
spread rate of the COVID-19 virus. The wearable sensors
can help in monitoring, as well as diagnose the symptoms of
COVID-19 disease, for example, body temperature, coughing
patterns, and blood oxygen levels. These sensors with the
assistance of Al techniques can issue a clear warning to the
potentially infected individual and the concerned authority
to take precautionary measurements, for example, to isolate
themselves and to take appropriate tests and avoid social gath-
ering. With the assistance of geo-area services and different
technological advancements, for example, Bluetooth etc., indi-
viduals can be cautioned through the alarm on the off chance
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that they come close to another individual. Governments and
health specialists may utilize these platforms and information
for permanent surveillance after a pandemic to control and
track individuals’ behaviors.

One of the significant advantages of IoTs in health care
system is remote monitoring [44]. For instance, SPHERE [44]
is a framework under continuing development that uses wear-
able, environmental, and vision-based (for example, camera)
sensors for general activity and health monitoring purposes.
Further, remote monitoring has been utilized effectively in
hospitals by doctors, to monitor the non-critical patients or
elderly individuals at home [67]. Likewise, IoTs technology
can be be very useful to monitor the COVID-19 patients
remotely those who are in isolation wards. Moreover, the
family of the patient can keep an eye on the COVID-19
patients who are quarantined at home. It tends to be valuable in
monitoring infected patients at who are quarantined at home
or isolated elsewhere. Essentially, it can improve access to
healthcare resources whilst reducing the strain on healthcare
frameworks, and can give individuals better control over their
own wellbeing at all times. Artificial intelligence assisted
sensors can be utilized to help predict whether individuals are
contaminated with the infection, in view of symptoms, such as
body temperature, coughing patterns, and blood oxygen levels.
IoT technology can help in contact tracing and restricting an
individuals access to public places through applications and
platforms empowered by Al

III. BACKGROUND ON MACHINE LEARNING
ALGORITHMS

Over the decades, Al has been evolved in two distinct
and parallel directions: machine learning and expert systems.
Focusing on first, machine learning enables machines to make
accurate predictions through utilizing vast data sets, perform
clustering, extract association rules, or make decisions from a
given data sources. To archive the learning process, computer
systems are trained using the various algorithms and statistical
models. Some of the most popular machine learning appli-
cations are traffic alerts and smart transportation [68], social
media alerts such as automatic friend tagging in Facebook
[69], products recommendations [70], fraud detection [71],
weatherforecasting [72] [73] [74], and stockmarket forecasting
[75] [76].

There are four machine learning methods’: supervised, un-
supervised, semi-supervised, deep learning, and reinforcement
learning Fig. 3. Our literature review shows that a majority of
research papers have used these machine learning algorithms
and their variants in predicting and diagnosing the corona
disease. In this section, we will focus on the machine learning
algorithms which have been applied to Corona disease datasets
to diagnose and predict the spread of Corona virus.

A. Supervised Machine Learning Algorithm

A supervised machine learning algorithm takes a known
set of input data, for instance, Corona disease symptoms

9For reader convenience, we only focus on ML algorithms used for
predictive analysis. For more information on ML algorithms the interested
readers are refer to [77] [78].

such as, cough, body temperature, oxygen saturation, and age
etc., and known responses to the data, for instance, number
of infections, deaths, recovered etc., and trains a model to
generate reasonable predictions for the responses to new data.
Supervised machine learning algorithm works in two phases:
(a) training phase and, (b) testing phase. The training phase
learns on labeled data set. The testing phase checks the validity
of results [79]. The supervised machine learning algorithms
find the relationship between the input values and labels and
try to predict the appropriate output values of the testing
data. Supervised machine learning algorithms are popular for
solving the regression and classification problems. Therefore,
they are categorized as regression model and classification
model.

1) Regression Model: The supervised ML algorithms fall
under the regression category are capable of predicting
a result based on the previously provided data set and
the obtained results from them. Weather forecasting
[80], stock market forecasting [81], population growth
forecasting, products recommendations [70], and fraud
detection [71] are the most popular applications of
supervised regression algorithms. Due to the advantages
of regression algorithms in predictive analysis, several
researchers have used regression algorithms such as
linear regression, non-linear regression, multi-linear re-
gression, to forecast the spread pattern of corona disease.
Brief introduction of some of the popular regression
models is given below:

a. Linear Regression (LR): Linear regression is
a well-known, simple and tremendously power-
ful technique for the prediction of the value of
a variable called the response/output/ dependent
variable given the value of another variable called
explanatory/input/independent variable [82]. They
are called linear because they show a linear re-
lationship between a dependent and one or more
independent variables. Based on the number of
independent variables linear regression is further
classified as Simple Linear Regression (SLR) and
Multiple Linear Regression (MLR). SLR make use
of single independent variable to predict the value
of a numerical dependent variable, while MLR use
more than one independent variables to predict the
value of a numerical dependent variable. Linear
regression makes predictions for continuous/real or
numeric variables such as sales, salary, age, product
price, rainfall intensity etc., using the historical data.

b. Non-Linear Regression (NLR): Sometimes linear
models are not sufficient to capture the real-world
phenomena, and thus nonlinear models are neces-
sary and used as alternative solutions. It is used
in place when the data shows a curvy trend. One
example of a nonlinear regression is a scatter plot
of changing population data over time.

2) Classification Model: The regression model and clas-
sification model both share the same concept. The
only difference is, the output variable in regression is
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Fig. 3: Types of Machine Learning Algorithms.

numerical (continuous), while that for classification is
categorical (discrete). For example, when provided with
a patient’s data set about Corona disease symptoms,
a classification algorithm can try to predict whether
the patient "is Corona positive" or "no Corona posi-
tive" (Negative)", "disease" or "no disease". Examples
of the common classification algorithms include Naive
Bayesian model, Support Vector Machines (SVM), de-
cision tree, and random Forest.

Naive Bayesian model is very popular classification
model as it is easy to build and produce more accu-
rate results for large datasets. SVM and random forest
algorithm both are very powerful supervised machine
learning algorithms and can be used for both regression
and classification problems. The most popular applica-
tions of SVM algorithm is the classification of images or
text. Random Forest algorithm is popular for finance and
business applications. For example, it is used to predict
whether customers will repay their debt on time or not,
or will use a bank’s services more frequently or not,
or a customer will buy the product or not. In trading,
the algorithm can be used to determine a stock’s future
behavior.

B. Unsupervised Machine Learning Algorithms

Unsupervised machine learning algorithms are used for
decision making from data sets constitutes of unlabeled data
such as a data set comprising of set of images. In compari-
son to supervised machine learning algorithms, unsupervised
machine learning algorithms can help users to solve more
complex problems such as in identifying hidden patterns which
were previously unknown or undetected, in finding the features
of some product or object that can be useful for classification,

clustering or group the data, and in predicting the future values
[83]. Moreover, unsupervised machine learning algorithms
are utilized for clustering problems such as recommenda-
tion systems, customer segmentation, and targeted marketing.
Unsupervised learning problems can be further grouped into
clustering and association problems.

1) Clustering Algorithms: Several research efforts have
used clustering algorithms to forecast the COVID in-
fected areas and categorize the regions. Clustering al-
gorithms help in finding the hidden grouping in data
based on the similar character or features of data such
as grouping regions with high number of corona pa-
tients. K-means [84], K-NN (k nearest neighbors) [85],
DBSCAN (Density-Based Spatial Clustering of Appli-
cations with Noise) [86], Gaussian Mixture Model [87]
and spectral clustering [88] etc., are the most popular
and well known clustering algorithms.

Association Algorithms: Association algorithms helps
in finding an association or relationship among the data
points in a large database. For example, a subgroup of
corona patients grouped based on their symptoms and
laboratory reports. Association rule learning works on
the concept of If and Else Statement, such as if a patient
has a symptoms A, Symptom B, and Symptom C then
he/she is more likely to have corona disease.

2)

Limitations of Supervised and Unsupervised Machine
Learning Algorithms: The most basic disadvantage of any
supervised machine Learning algorithm is that, the data set has
to be labeled manually either by a machine learning engineer
or a data scientist. This is a very costly process in terms of
time and fatigue, especially when the size of data-set is very
large. Likewise, unsupervised machine learning algorithms are
considered as the real-world applications limited algorithms.
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C. Semi-Supervised Machine Learning Algorithms

To deal with the above mentioned disadvantages of su-
pervised and unsupervised machine learning algorithms, the
concept of semi-supervised learning was introduced.

Semi-supervised machine learning algorithms are the ex-
tension of both supervised and unsupervised machine learning
algorithm or the combination of both algorithms. The semi-
supervised machine learning algorithm trains on a data set that
contains both labeled and unlabeled data, but the amount of
unlabeled data is much more than the labeled data.

Semi-supervised Learning methods are available in many
flavors such as Semi-supervised classification, Constrained
clustering, regression with labeled data and regression with un-
labeled data. "Semi-supervised classification" is an extension
to the supervised classification problems. The goal of semi-
supervised classification is to train a classification algorithm
from both the labeled and unlabeled data instead of train on
the label data alone. "Constrained clustering" is an extension
to the unsupervised clustering. The training data consists of
unlabeled instances as well as some “supervised information”
about the clusters. The goal of constrained clustering is to
obtain better clustering than the clustering from unlabeled data
alone. Some popular applications of semi-supervised machine
learning algorithms are Speech Analysis [89], Internet content
classification [90], and Protein Sequence Classification [91].

D. Deep Learning

Deep Learning is the sub-field of Al that mimics the human
brain functions and extracts abstract features from a large
unstructured or unlabeled training data sets without any human
supervision. Deep learning techniques can perform image,
sound, or text classifications with the state-of-the-art accuracy
and sometimes beyond the human level perfections. Deep
learning techniques on chest X-Rays and CT-Scan images are
getting popularity. Several deep learning architectures includ-
ing deep neural network (DNN), RNN, convolutional neural
network (CNN), deep autoencoder (DA), deep Boltzmann
machine (DBM), deep belief network (DBN), deep residual
network, deep convolutional inverse graphics network, have
been reported to be benifical in solving the biomedical health
problems such as brain tumor detection [92] [93], breast cancer
detection [94], and so on. Convolutional Neural Network
(CNN) is the most popular deep learning algorithm. It is a
multilayer neural network comprising of an input layer, hidden
layers and an output layer [95]. inspired by the neurobiology
of visual cortex, CNN has been proven extremely beneficial in
feature extraction and image analysis. Some studies shows that
CNN shows better performance for a large training datasets
[96]. AlexNet [97], VGGNet [98], and GoogLeNet [99] are
the most popular extensions of CNN.

E. Reinforcement Learning

Reinforcement learning is different from both supervised
and unsupervised machine learning algorithms. In this learning
style, the algorithms try to predict the output for a problem
based on a set of tuning parameters. Then, the calculated out-
put becomes an input parameter and new output is calculated

until the optimal output is found. In simple words, reinforce-
ment learning algorithms enable systems to learn from the
experiences they get through interacting with the environment.
Reinforcement learning is mainly used for applications like Al
gaming, skill acquisition, robot navigation, Natural Language
processing and real-time decisions [100] [101].

IV. COVID-19 FORECASTING SYSTEMS

In this section, we presented an extensive survey of the
forecasting models or systems proposed to estimate the spread
rate of COVID-19 in different regions of the world. Table I
has summarizes the combined findings from the reviewed
literature, presenting the algorithm name, Benefits of proposed
forecasting algorithms, data, time year and country for which
the algorithm is proposed. While these prediction systems
have been developed for estimating the distinctive COVID-
19 variables, they are firmly related through their utilization
of similar machine learning techniques.

A forecasting system, named Augmented ARGONet, is
developed to predict COVID-19 confirmed cases in China
using the clustering (Auto regression) and data augmentation
[116] techniques [102]. The dataset used to develop and
train the prediction model was built using the data gathered
from the internet, news alerts, and daily forecasts from health
officials. The accuracy and reliability of proposed model are
measured against the forecasts obtained from the sources
such as persistent model and auto regressive model. Authors
claim that Augmented ARGONet has the ability to predict the
number of positive cases two days ahead of the current time
and outperforms the auto regressive model.

In [103], clustering and modified auto encoder techniques
are used to predict the COVID-19 confirmed cases, duration
and ending time of COVID-19 outbreak across the China.
Based on the conclusions obtained from their proposed fore-
casting model, authors claim that COVID-19 pandemic will be
over by April, 2020 from all around the China. Furthermore,
authors suggest that the increase in training time of prediction
algorithms could lead to timely, reliable, and more accurate
COVID-19 prediction systems.

The authors in [105] developed COVID-19 forecasting
systems to estimate the COVID-19 spread including number
of positive cases, recovered cases and deaths during the lock
down period in India. Based on the predictions of fore-
casting models, authors proposed that strict lock down can
significantly reduce the number of active cases from India.
They utilized non-linear regression, decision tree, and random
forecast model to compare the prediction outcomes and select
the best forecasting model. The authors, from their results,
proposed that random forest Model outperforms then the other
machine learning models. Similarly, the authors in [104] used
the linear regression, clustering and LSTM (Long short-term
memory: a deep learning model) to forecast the peak in
COVID-19 positive cases in India.

The COVID-19 virus infects individuals of all ages.
Nonetheless, evidence to date suggests that older individuals
and those with underlying critical medical conditions are
at a higher risk of getting serious COVID-19 illness [117].
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TABLE I: COVID-19 Forcasting Systems

‘ REF ‘ ML Algorithm Collection Date Country Benefits of Proposed COVID Prediction Models
[102] Auto regressive 1% January, 2020 - 21 February, 2020 China Two days ahead Prediction from the current time
Data Augmentation
Clustering Modifies . Predict the confirmed cases & Ending of Corona
[103] £ 11" January, 2020 - 27" February, 2020 | China . &
Auto Encoder (NN) Pandemic
Linear regression
[104] | Clustering 11" December, 2019 - 30® July, 2020 India Predict the Peak COVID-19 positive Cases
LSTM
Non-linear regression
[105] | Decision Tree 25" March, 2020 - 3" May, 2020 India Predict Recovered, deaths & Positive Cases
Random Foreast
[106] | Internet of Things (IoTs) Realtime symptom data collection Canada Predict Confirmed Cases & Treatment response
from Wearable Devices
Auto Regressive Model
[107) | Moving Average (MA) 1) b 2020 - 20 April 2020 Saudi Arabia | 1 month ahead prediction of Covid-19 Cases
Integrated ARMA +
ARMA
Regressor Machine . . .
[108] Dataset from Kaggle [109] [110] Worldwide Impact of Climate changes On Positive cases

Learning Models

Auto Regressive

[111] | Integrated Moving 21% Jaunary - 26" March, 2020

Average Model

15 Countries | 1 month ahead prediction of Covid-19 cases.

Auto Regressive

Integrated Moving . Austria Predict positive, recovered, & deaths 7 days
[112] Data from Satistics Department [113]
Average Model+ Jordan ahead
LSTM
Auto Regressive Canada
Integrated Moving France
[114] | Average Model + Variable Starting Date - 4" April, 2020 | India Ten days ahead prediction of Covid-19 cases.
Wavelet-Based South Korea
Forecasting Model UK
Denmark
Belgium
German
ARIMA E
rance . .
[115] | NARNN Variable Starting Date - 3" May 2020 UK Predict Positive Cases 14 days ahead
LSTM .
Finland

Switzerland

Turkey

While considering age as a critical parameter, authors in
[114] proposed a hybrid prediction model that combines the
auto-regressive integrated moving average model and Wavelet-
based forecasting model [118]. Authors claim that this model
can forecast the number of affirmed cases ten days ahead. The
authors additionally investigated the affects of age on fertility
rate for Canada, France, India, South Korea, and the UK. The
authors suggest that by considering parameters, for example,
number of confirmed cases, individuals of age group > 65
years, lock down period, hospital beds per 1000 individuals)
the respective nation may reduce the number of casualties at
a significant rate.

The authors in [107] developed four diverse intelligent

COVID-19 forecast systems to estimate the number of pos-
itive cases in: Saudi Arabia, a month ahead. Autoregressive
(AR) Model, Moving Average (MA), a combination of both
(ARMA), and integrated ARMA (ARIMA) are utilized and
ARIMA model was found as the best forecast model. Consid-
ering the results obtained, the authors suggest that without the
solid measurements and limitations set against the COVID, the
specialists of Saudi Arabia may see later in the future, 668 new
cases each day and more than 127,129 cumulative daily cases.
Similarly, authors in [111] predict the number of positive
cases and deaths in 25 nations including Iran, UK, European
countries, and China. In light of the results of the predictive
model, authors claim that USA will be the most affected
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COVID-19 area in the world in Apil 2020. Authors in [112]
utilized the ARIMA and Long short tem memory (LSTM)
model to predict the number of positive cases, recoveries, and
deaths in Jordan and Australia. The authors claim that the
prediction model has the capability to anticipate Coronavirus
spread 7 days ahead.

In [115], potential COVID-19 cases in Denmark, Belgium,
Germany, France, United Kingdom, Finland, Switzerland and
Turkey were modeled utilizing the ARIMA, Nonlinear Auto
regression Neural Network (NARNN) and Long-Short Term
Memory (LSTM) approaches. LSTM was demonstrated to
be the most accurate model and claimed to forecast 14-days
ahead.

In [106] machine learning algorithms in combination with
Internet of Things (IoTs) technology [45] are used to develop
the COVID-19 forecasting system. Their work concludes that
wearable sensors for observing and noting COVID-19 symp-
toms in individuals such as fever, cough, fatigue, sore throat,
and shortness of breath could be used in combination with
machine learning algorithms to build an effective and efficient
forecasting system. They used and compared the performance
of eight machine learning algorithms, namely Support Vector
Machine, Neural Network, Naive Bayes, K-Nearest Neighbor,
Decision Table, Decision Stump, OneR, and ZeroR. Their
findings suggest that five ML algorithms have the potential
to predict COVID-19 positive cases with 92% accuracy.

The authors in [108] presented a COVID-19 forecasting
system while taking into consideration weather conditions
such as temperature and humidity. Based on the predictive
analysis, a strong correlation was found between temperature,
COVID-19 spread, and mortality rate. Authors illustrate that
the higher the value of temperature, lower the number of
infection cases. we have proved that climatic conditions such
as temperature and humidity contribute to the spread of the
virus. Similarly, authors in [119] have illustrated that the
virulence of coronavirus diseases due to viruses such as SARS-
CoV and MERS-CoV decrease in humid and hot weather
climatic conditions.

A. Challenges and Lesson Learned

In this section, we thoroughly reviewed the intelligent
COVID-19 forecasting systems proposed and developed to
forecast the spread rate of COVID-19 in different regions
of the world including Chine, India, USA, Saudia Arabia,
Australia, South Korea and many European countries. From
this section we learned the importance of machine learning
algorithms in COVID-19 pandemic. We found that, machine
learning algorithms along their variants are extremely impor-
tant and are powerful tools in forecasting the future transmis-
sion rate of corona virus and any future pandemic. Moreover,
They can be precious assets for the government and healthcare
authorities to plane their strategic policies to deal with the
COVID-19 outbreak.

A variety of parameters have been considered while building
these models such as number of confirmed cases, number
of deaths, weather conditions, and age etc. However, many
parameters have been ignored while designing these prediction

systems which are playing their crucial part in transmission
of this disease such as type of COVID-19 strain in the
contaminated area, travel history of individuals, Vaccinated or
not vaccinated, age, health history of individuals, and diet, etc.
Indian variant (also called Delta variant) is more contagious
and can infect 50 percent more population then the regular
strain. Likewise, mortality rate is higher for age group above
50 and in individuals with chronic health history. Therefore,
we suggest to broader the decision parameter range to obtained
accurate and reliable results.

Machine learning techniques based on supervised, unsuper-
vised, and deep learning algorithms provides the opportunity
to develop a medical diagnosis systems. However, we found
that, developing an accurate COVID-19 predictive model is a
challenging task due to multiple reasons. For instance, to pro-
duce reliable and accurate results, machine learning algorithms
require a substantial amount of training data. Due to unavail-
ability of up-to-dated health records, under-reporting COVID-
19 cases, scarce availability of epidemiological information
about COVID-19 virus (as there is no historical information
about the behavior of this disease is available), emerging
new Corona strains and related array of uncertainties of
COVID-19 disease, currently available datesets lacks correct
and sufficient amount of information. As a consequent they
are hindering the efficiency of machine learning algorithms
and 100% reliable and accurate prediction results can not be
achieved. To enrich the training datasets with valuable, correct,
and huge information many serious steps need to be taken. For
instance,

« a collaboration among health officials (Doctors, nurses,
microbiologists, pharmaceutical companies, clinicians)
and IT experts (data scientists, computer scientists, en-
gineers) is mandatory to facilitate this advancement and
actual the need of today to deal and manage the upcoming
waves of COVID-19 pandemic and any future pandemic.

« In general, the cause of under-reporting data is a pri-
vacy concern of patients. A majority of patients are
not willing to share their health data publicly on some
remote centralized storage media such as cloud or edge
servers. These centralized storage systems are managed
and owned by the private organizations, which might
lead to loss, unavailability, and misuse of patient’s data.
Under such situation, decentralized security approaches
such as block-chain technology can be adopted to avoid
the security concerns of patients and cloud-IoT platforms
owned only by authorized entities, such as hospitals,
government, or other highly trusted entities through some
private cloud need to be developed. Furthermore, consent
for safe data sharing and privacy agreements may be
require to gain the trust of the patients.

V. COVID-19 DIAGNOSING SYSTEMS

In this section we first discuss the available COVID-19
diagnostic tests and their limitations. Then we discuss
different machine learning algorithms for exploiting the
diagnoses of COVID-19 through the chest X-ray and
CT-Scan. The research contributions in this area are
summarized in Table II.
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A. Traditional COVID-19 Diagnosing Tests

A wide range of diagnostic tests are available to decide
whether or not somebody has the active COVID-19
disease? These symptomatic tests fall into two classes
[120] [121]:

i. Antigen tests or Rapid-Point-of-Care-Test: They
are taken with a nasal or throat swab and detect a
protein that is a part of the corona virus [122]. These
tests are particularly conveniant for identifying an
individual who is at or near peak infection. Antigen
tests are less expensive and faster, as they do not
need complex and expensive test kits to detect the
antigen. The drawback is that they can be less
accurate [123]. This means, if an individual is not
near peak infection — but is still highly contagious
— the tests may come back as negative. Depending
on the quality of the antigen test and the test takers,
false negatives could account for 20% [121].

ii. Molecular or PCR tests: The Centers for Disease
Control and Prevention (CDC) has exhorted indi-
viduals who show COVID-19 indications yet test
negative with a fast antigen test to get a PCR test to
affirm the results. Molecular tests distinguish heredi-
tary material — the RNA — of the COVID19. The best
PCR tests commonly require trained faculty, specific
reagents and higher cost (about 120-130 USD $).
The sample is gathered with a nasal or throat swab
and they will in general require hours to give results.
Great PCR tests are nearly 100% precise.

Limitations of Traditional COVID-19 Diagnosing
Tests

Notwithstanding, not every molecular test, including PCR
tests, are perfect. Some low quality testing platforms have
detailed false negative rates as high as 15% to 20%.
The limited availability of the RT-PCR test kits makes
it challenging to detect every individual affected by the
virus. Furthermore, these tests take from few hours to
a day or two to produce the output, which becomes too
tedious, time consuming and most of the time error prone
in the current state of emergency.

B. Machine Learning Algorithms Based on COVID-19
Diagnosing Systems

To diagnose the COVID-19 victims based on the chest
X-ray images, in [124] an automatic diagnostic system
based on deep CNN, named COVID-Net, is presented.
The proposed model is trained on their own created open
access data set COVIDx. COVIDx comprises of 13,975
X-ray images of 13,870 COVID-19 patients. The authors
claimed a higher test accuracy and COVID-19 sensitivity
for COVID-NET against the VGG-19 and ResNet-50
network architectures. For instance, COVID-19 sensitivity
of COVID-Net is 32% higher than VGG-19 and 8%
higher than ResNet-50 [147].

The authors in [126] utilize the pretrained ResNet50
architecture and further improve COVID-NET overall
accuracy to 96.23%. Authors claimed that their proposed

COVID-19 diagnosing system, named COVID-ResNet,
has better performance in terms of speed, accuracy, and
computation. The reason illustrated by the authors as to
why COVID-ResNet shows better performance is because
ResNet-50 is build on a less number of layers and
parameters than the conventional CNN architecture.

The authors in [33] also recommended ResNet50 over
other four models including ResNet101, ResNet152, In-
ceptionV3 and MobileNet v2. Authors trained these mod-
els using the three datasets collected from open source
GitHub database [127], Kaggle repository, and a database
consisting of healthy chest X-ray images [128]. All
datasets comprises of 341 chest X-ray images of COVID-
19 patients. It is claimed that ResNet50 achieved over
95% accuracy among four other models.

Due to the unavailability of large dataset of COVID-19
positve X-ray images, the authors in [130] utilize the
transfer learning approach to evaluate the performance
of deep CNN architectures (VGG19, MobileNet v2, In-
ception, Xception, Inception ResNet v2) in diagnosing
the COVID-19 disease from the chest X-ray images.
The authors claim that use of transfer learning ap-
proach on small datasets can produce remarkable results.
Furthermore, experimental results show that in terms
of classification accuracy VGGI19 and the MobileNet
v2 outperforms over the Inception, Xception, Inception
ResNet v2 CNNs. Similar to [130], the authors in [148]
use the deep CNN, called Decompose , Transfer, and
Compose (DeTraC) and transfer learning approach for the
classification of COVID-19 chest X-ray dataset (small).
For evaluation the performance of f DeTraC, on transfer
learning stage authors compared its performance with
AlexNet, VGG19, ResNet, GoogleNet, and SqueezeNet.
DeTraC with VGG19 has achieved the highest accuracy
of 97.35%, sensitivity of 98.23%, and specificity of
96.34%. DeTraC outperformed all pre-trained models
with highest accuracies and has the ability to deal with
data irregularity and the limited number of training im-
ages as well.

The authors in [149] proposed a two steps method for
identifying the COVID-19 infected regions in the human
lungs using the chest X-ray images. In the first step,
Artificial Neural Network ANN and fractal methods
are used for extracting the features of lung images. In
the second step, CNN based segmentation methods are
proposed to separate the infected tissue based on Lung
MRI images. Result classification shows that the intro-
duced CNN method has a higher exactness (93.2%) and
affectability (96.1%) and is much better as compared to
the deep neural network (DNN) strategy with a precision
of 83.4% and affectability of 86%.

Similar to [149], authors in [142] proposed two steps
method to diagnosed the COVID-19 disease in patients.
In the first step eight transfer learning techniques includ-
ing, AlexNet, VGG16, VGG19, GoogleNet, ResNetl8§,
ResNet50, ResNet101, InceptionV3, InceptionResNetV2,
DenseNet201 and XceptionNet were used to extract the
deep features from the X-ray images. The features ac-



IEEE COMMUNICATIONS SURVEYS & TUTORIALS, VOL. 14, NO. 8, AUGUST 2021

TABLE II: COVID-19 Diagnosing systems

| REF. | TECHNIQUE | DATASET | No. Of Images | Open Access | COVID Positive Cases | Dataset’s URL
[124] | Deep CNN COVIDx 13,975 YES 358 COVID CXR images | [125]
(X-ray Images)
[126] | ResNet50 COVIDx 5941 YES 68 COVID CXR images [125]
X-ray Images
2800 in DS1 YES 341 COVID CXR images | [127]
(33] Deep CNN 3 Datasets . .
(X-ray Images) 11493 in DS2 YES 341 COVID CXR images | [128]
2772 in DS3 YES 341 COVID CXR images | [129]
VGG19, MobileNet v2
GG19, MobileNet v 2 Datasets 1427 in DS1 YES 224 COVID CXR images
[130] | Inception, Xception
. (X-ray Images) [131] [132]
Inception ResNet v2 . .
1442 in DS2 YES 224 COVID CXR images
[133] | DeTraC 2 Datasets 196 YES 105 COVID CXR [134] [127]
(Xray Images)
[135] | VG-16 Chest X-rays 6523 YES 250 COVID CXR images | [127] [128]
[136] [131]
SqueezeNet,MobileNetv2
. 42 ID-1
[137] | ResNetI8, CheXNet X-Ray images | 1,579 YES oV | s 039 (31
V1 1
DenseNet201, InceptionV3 pneu [140] [141] [128]
1579 normal
ResNet101
ResNet50, AlexNet
VGG16, VGG19, GoogleNet 341 COVID CXR images
(142] ResNet18, ResNet50, ResNet101 | 2 Datasets 682 in Dsatasetl | YES (143]
InceptionV3, InceptionResNetV2 | (X-ray Images) 341 COVID CXR images
DenseNet201, XceptionNet 100 in Dataset2 | YES
SVM 341 COVID CXR images
[144] | Truncated Inception Net Six sub-databases | 3487 YES 423 COVID CXR images | [138] [139] [131]
[140] [141] [128]
Chest Xrays 170 Xray YES 85 COVID CXR images [145] [131]
[32] Deep CNN
CT images 360 CT YES 203 COVID CT images [146]

quired from these deep models are classified by SVM. To
choose the best classification model, statistical analysis is
carried out. The analysis shows that classification models
ResNet50 plus SVM are statistically superior as compared
to the other eight models. The proposed classification
model for detection of COVID-19 has achieved 95.38% of
accuracy. This model was trained on two datasets com-
prising of 682 and 100 X-ray images respectively. The
experimental results showed the capability of DeTraC in
the detection of COVID-19 cases from a comprehensive
image data set collected from several hospitals around
the world. High accuracy of 95.12% (with a sensitivity
of 97.91%, and a specificity of 91.87%) was achieved by
DeTraC in the detection of COVID-19 X-ray images from
normal, and severe acute respiratory syndrome cases.

The authors in [137] created a dataset of X-ray images
by combining publicly available datasets and images col-
lected from recently published papers. The motive is to in-
crease the size of database that trains the deep learning al-

gorithms and develop highly accurate diagnosing system.
The new dataset comprising of 423 COVID-19, 1485 viral
pneumonia, and 1579 normal chest X-ray images. The
authors trained eight CNN based algorithms including
SqueezeNet [97], MobileNetv2, ResNetl18 [150], Incep-
tionV3, ResNet101 [151], CheXNet [152], DenseNet201
[153] [154], and VGGI19 [155] using the new chest X-
ray database to classify and isolate the normal patients
from COVID-19 patients. The simulation result showed
that CheXNet outperforms the others. However, when a
deeper version of DenseNet, when trained on a large
augmented dataset is utilized, Dense201 outperforms
CheXNet.

In [144], the authors proposed a deep learning-based
CNN model, named Truncated Inception Net, to identify
COVID-19 positive patients utilizing chest X-ray images.
The proposed deep learning model is a modified version
of the Inception Net V3 architecture [156]. In this re-
search, experimental tests were done on six distinctive
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experimental datasets by combining Coronavirus positive,
Pneumonia positive, Tuberculosis positive, and healthy
chest X-rays. The proposed model outperforms other
results in detecting COVID-19 cases from non-COVID
ones. Furthermore, considering the number of parameters
utilized in the proposed Truncated Inception Net model,
authors claim that it is computationally efficient when
compared to original Inception Net V3 model and other
works proposed in the literature including, ResNet50,
SVM, and COVID-Net.

In this research [32], the authors presented a basic,
yet, powerful deep learning CNN model along with
AlexNet, a modified transfer learning techniqu is pro-
posed. AlexNet, a modified transfer learning for the
detection of COVID-19 disease from chest X-ray and CT
images. The proposed simple CNN architecture consti-
tutes of only one convolutional layer that further consists
of 16 filters followed by batch normalization, rectified
linear unit (ReLU), two fully connected layers, SoftMax
and a classification layer. To train the proposed approach,
dataset is build through gathering the images (170 X-ray
and 361 CT-scan images) from five different sources. The
authors were able to accomplish 100% sensitivity when
X-ray is utilized to test the suspected patients for COVID-
19 and 90% sensitivity accomplished when CT images
are utilized. Pretrained AlexNet,on the other hand, is not
performing badly on X-ray images whereby it effectively
identifies all COVID-19 images and effectively distin-
guishes 96% of the normal X-ray images. However, this
isn’t the case when pretrained AlexNet is used to separate
COVID-19 CT images from their normal counterparts
such that it only identifies 72% of the COVID-19 CT
images accurately.

In the [135], the authors considered the time windows
currently needed to acquire a COVID-19 diagnosis. In this
paper, they propose an approach expected to drastically
decrease this time window to around to 2.5 seconds.
They propose and evaluate a deep learning technique that
is based on transfer learning by exploiting the VGG-16
model. They built two models, the first was aimed to
discern whether a chest X-ray is marked with a generic
pulmonary disease. In the event that the X-ray is marked
with generic pulmonary disease, they input the X-beam to
a subsequent model, expected to distinguish whether the
pulmonary disease is COVID-19. The trial results which
were obtained considering two different data sets for an
aggregate of 6,523 chest X-beams, show a accuracy of
0.96 for the discrimination between healthy and generic
pulmonary disease patients, and an exactness of 0.98 for
the COVID-19 detection.

The authors in [137] collected X-ray images of 1579
normal, 1485 viral pneumonia and 423 COVID-19 pos-
itive pneumonia and, built a publicly available dataset.
To asses the validity and a robustness of two different
classification schemes, 8 distinct pre-trained deep learn-
ing models including MobileNetv2, SqueezeNet [157],
ResNet18 [158], ResNetl01, DenseNet201, CheXNet,
Inceptionv3 and VGG19 were trained using this dataset.

One classification model was trained to classify COVID-
19 and normal X-ray images while second classification
scheme was trained to classify normal, viral pneumonia
and COVID-19 pneumonia images. The classification
accuracy, precision, sensitivity, and specificity for both
the schemes were 99.7%, 99.7%, 99.7% and 99.55% and
97.9%, 97.95%, 97.9%, and 98.8%, respectively.

C. Lesson Learned and Challenges

In this section, we discussed various machine learning
algorithms that can be used for the diagnosis of COVID-
19 disease utilizing chest X-ray and CT-Scan. A variety of
machine learning tools have been suggested by scientists
for the diagnosis of COVID-19 through the efficient anal-
ysis of X-ray images; for instance, deep CNN architecture
and its variants. The deep CNN architecture can success-
fully assist physicians and radiologists in the diagnosis of
COVID-19. Based on the results of intelligent COVID-
19 diagnosing system, the physician can carry out the
necessary examinations to confirm the case. This allows
the confirmed cases to be isolated and given appropriate
health care. However, at present, deep CNN in health
care systems are still in their primary stages. There are
many challenges towards the utilization of deep learning
in combating COVID-19.

For instance, deep learning algorithms require a generous
amount of training datasets for reliable and accurate
results. The X-ray and CT-scan images are the primary
diagnosing tools for COVID-19 disease and yet the
number of available X-Ray images and CT-Scans are
minimal. There is a need to add more images to the
repositories. In this regard, collaboration with hospitals
and health officials is required. This is because it allows
collection of correct X-ray images of COVID-19 positive
cases on a daily bases and and they can upload them
to centralized repositories. However, there is general
security and privacy concern of individuals about their
health related information. As we described earlier, a
patient may not agree to share her private health data
due to the fear of loss or hacking of data. At present,
COVID-19 has spread exponentially all around the globe.
Specifically, after the emerging of Delta Plus variant
which has become the most predominant variant. It poses
a greater threat for those who have not been inoculated.
According to one study [159], individuals with the Delta
variant were more likely to be hospitalized than patients
infected with Alpha or the original virus strains. There-
fore, surviving in the era of COVID-19 is a higher priority
than issues of privacy and security concerns. Individuals
should be encourage to donate their COVID-19 related
health information for the betterment of the planet and
to save lives around the world. Another restriction of
the present structure of deep learning is its reliance on
human information. Human skill is principal to control
the execution of deep learning methods and to efficiently
combat the pandemic.
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VI. COVID-19 MONITORING SYSTEMS

In this section, we first present background in IoTs
technology. Then, several research efforts towards de-
veloping IoT-based COVID-19 monitoring and diagnosis
healthcare system are discussed.

A. Background in IoTs Healthcare System

An J0T is a network of devices which interact with each
other through the machine to machine (M2M) correspon-
dences [160] [161] [162], permitting data collection and
exchange. The Harvard Business Review article [163],
characterizes the IoT devices as "smart, connected de-
vices". A device is called smart if it is able to gather in-
formation from its surroundings, analyze it using machine
learning algorithms, and perform automated actions based
on the outcomes without the human intervention. These
smart devices are connected to IoT gateway (preferably
to a smart fone via Bluetooth) and then the Internet and
other technologies for different purposes (Fig. 4). For
example, for smart patient tracking [164] [165] [166], to
alert an hospital or healthcare authorities when a patient
with a heart attack or injury is detected [167] [168] [44].
It can also be used to store detailed health information
gathered by wearable sensor nodes such as a smart watch.
Then the stored information on the private cloud or edge
server can be downloaded by a patient’s physician during
a routine exam [169]. A typical smart healthcare IoT
system comprises of the following components:

1) Sensor Nodes: Sensors are the key components of
the smart healthcare IoT technology. Sensors collect
data and information from surroundings and transfer it
over a network to a dedicated central node or server
or cloud for the analysis and taking the necessary
actions [170]. The authors in [171] [172] [173] examine

the distinctive existing wearable monitoring devices
(respiration rate, heart rate, temperature, and oxygen
saturation) and respiratory support systems (ventilators,
CPAP devices, and oxygen therapy) which are often used
to assist corona virus infected individuals. The devices
are described based on the services they provide, their
working methods as well as the comparative analysis
of their pros and cons with cost. It is envisaged that
wearable technology is only capable of providing initial
indications that can reduce the spread of this pandemic.
Sensor nodes are further classified as wearable sensors
and vision based sensors:

(a) Wearable Sensors: The key to combating COVID-19
is to diagnose it earlier to prevent its wide spread across
the globe. Wearable sensors can be used to help monitor
and predict whether or not people are infected with the
virus, based on signs such as body temperature, coughing
patterns, and blood oxygen levels. With this information,
the patient can assess his or her health situation and
afterward choose to make a medical appointment before
any other symptoms appear. Furthermore, the healthcare
systems equipped with wearable sensors may assist physi-
cians or surgeons to monitor infected patients or probable,
and predict their future symptoms and health risks.

Wearable sensors can assist in monitoring other numerous
health conditions including heart rate and pulse rate
[174], blood pressure [175], calorie intake and burnt
[176], smart exercises tracking, stress and anxiety
tracking [177], menstrual tracking [178], and pregnancy
tracking [179] [180] [181]. Commercially several smart
watches, wrist bands, and chest traps are available
for tracking an individuals pulse rate, heart rate etc.
These include HRM-Tri by Garmin for monitoring
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heart rate [182], H7 by Polar (heart rate sensor) [183],
FitBit PurePulse [184], and TomTom Spark Cardio [185].

(b) Vision Based Sensors (Cameras): They have been
installed in physical locations such as around the home,
hospitals, isolation wards, and ICUs etc., for continuously
monitoring the patients suffering from critical health
conditions such as Parkinson’s Disease [186]. The authors
in [187] suggest that wearable sensors in combination
with cameras can help in monitoring the progression
of Parkinson’s Disease. Furthermore, the authors suggest
that machine learning could lead to enhanced treatment
plans in the future. This system could easily be adapted
for other or additional diseases by modifying which
wearable sensors are utilized. Machine learning algo-
rithms could be implemented to vision cameras to identify
the patient’s progress, predict when they will be fully
rehabilitated, and determine whether any medications or
exercises are working better than others.

Utilization of these vision based devices may help in
following a patient with Corona virus and provide care for
recovering patients at home. The smart vision based sys-
tem for detecting human body temperature are introduced
in numerous nations where vision camera is integrated
with the sensor and sends real-time data to the server.
The framework likewise utilizes Al to recognize faces
and matches it with the centralized database. For instance,
the Department of Defense, US has used vision-cameras
to capture the thermal images to identify people with
high body temperatures [188]. In China, Baidu, one of
the largest Al innovators and internet provider companies
in the world, has developed computer vision powered
infrared cameras to scan passengers’ temperatures at
Beijing’s Qinghe Railway Station. These cameras can also
recognize citizens who are not following the lockdown
measures [189]. These smart camera vision systems pro-
vide significant advantages over hand-held thermometers
because there is a safe distance between the operators
and subjects and they require less manpower. A similar
computer vision camera system has been deployed in
Oxford, England, to monitor if the crowds are following
the social distancing measures. An Al-based start-up in
the USA - Landing AI, helmed by one of the most
renowned Al experts in the world - Andrew Ng, has also
developed a vision based social distancing detection tool
that monitors crowds and alerts the authorities whenever
social distancing guidelines are breached [51].

2) IoT Gateway: An loT Gateway is a physical or
virtual device that connects sensors nodes and smart
devices to cloud storage. It gives IoT devices an access
to Internet. In simple words, it enables communication
among smart devices and protocols and technologies. It
collects massive data from a number of connected sensor
nodes, processes it, and forwards to the cloud where
machine learning algorithms and Al technology transform
it into some meaningful and useful asset. To manage the
IoT devices and sensor nodes it also receive data from the
cloud. It means all the information going to IoT devices

and cloud or vice versa must go through the connected
10T gateway.

3) A smart Fone App: A smart fone app works in asso-
ciation with the user’s smart phone to collect proximity
data using Bluetooth and to communicate with the server
through the cellular data network. A smart phone APP is
built to interact with users. First, the user has to create an
account and answer general background. Then the smart
phone app gathers the information through the sensor
nodes and sends it to the edge node or server for training
the data.

B. IoT-Based Emerging Technologies for Monitoring
and Diagnosing the COVID-19

To maintain the physical distancing, monitoring health
parameters, slowdown the COVID-19 spread, and enforce
the precautionary measurements against the COVID-19,
different frameworks and architectures, devices, and
technologies have been proposed. In this section, we
will provide a detail discussion and insights on these
technologies.

1) IoT-Based Frameworks and Architectures: To moni-
tor individuals health condition and notifies them to keep
physical distancing amongst others, the authors in [190]
introduced an IoT healthcare system, named "COVID-
SAFE". The proposed framework includes a wearable
sensor node by which the IoT sensor node can gather an
individual’s health parameters, for example, body temper-
ature, heart rate, blood oxygen saturation ( SpO2) level,
coughing pattern, a smartphone application that connects
to the network to send the data to the edge server, a
Bluetooth assistance based tracking system to alert about
the safe distance zone violation, and a voice coughing
detector that ceaselessly monitors the individuals voice
and records the number of coughs and severity level of the
cough. A subset of samples from the Khorshid COVID
Cohort (KCC) [191] study was used to design the rules
of the proposed decision-making system.

For early COVID-19 detection and to enforce the pre-
vention, authors in [192] proposed a multi-layer (6-
layer) IoT architecture that connects smart cities, smart
hospitals, smart transportation, smart cities and smart
health care system etc. Several use cases and algorithms
also proposed and discussed to prevent the COVID-19
spread such as use of smart ventilator and sensor nodes
to monitor the oxygen level in confirmed COVID-19
cases, remote COVID-19 patients monitoring in hospitals,
isolation wards and homes, smart sanitizing in homes,
hospitals, and workplaces to disinfect the virus, smart
grocery store for virus free shopping, smart gyms, smart
nurseries and child care homes for children safety against
the COVID-19 disease, to monitor the children’ sleep
pattern, breathing, body temperature, and use of Al-
assisted drones to measure six feet distance among people
using distance measurement sensor nodes.

Authors in [193] propose a multilayer architecture com-
prising of sensors, actuator, communication system, cloud
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Fig. 5: IoT-Based Emerging Technologies for Monitoring and Diagnosing the COVID-19.

gateway and big date warehouse. Sensors collect the data
from the physical world and transferred via the Internet.
Actuators allow things to act or react according to the
input received by the sensors. Data communication is
through an gateway device that will further be transferred
to the cloud gateway. In the big data warehouse, filtering
of data, i.e., meaning full data, is extracted. A big
data warehouse only contains structured data. Machine
learning is utilized to make models of the systems based
on requirements and received data.

The authors in [106] proposed a COVID-19 monitoring
and detection system that utilized the wearable sen-
sor nodes to collect the real time COVID-19 disease
symptoms, travel history to suspicious areas, and contact
history with potentially infected people. A dataset of
14251 confirmed COVID-19 cases from the COVID-
19 Open Research Dataset (CORD-19) repository [194]
was used to train and built the predictive model using
the eight ML algorithms including, Support Vector Ma-
chine, Neural Network, Naive Bayes, K-Nearest Neighbor
(KNN), Decision Table, Decision Stump, OneR, and
ZeroR. The outcomes demonstrated that every one of
these calculations, aside from the Decision Stump, OneR,
and ZeroR accomplished an accuracy of more than 90%.
Utilizing the five best algorithms would give effective and
accurate identification of potential cases of COVID-19.
The authors in [195] introduce a new IoT-based archi-
tecture for contact and disease tracing, which specif-
ically incorporates symptom-based detection that has
been ignored in the prior art on tracing models. The
ability of this framework to meaningfully merge real-

time symptom information (from IoT sensor nodes) and
confirmed Corona virus cases (from medical tests) gives
a quick and proficient method of tracking the disease
spread, which is ultimately useful for the scarce resources
(e.g., Coronavirus test kits). The general framework is
made out of four unique stages: T1 represents the initial
stage of the system. At T2, every individual is checked
for: 1. Symptoms, like fever, cough, and fatigue, with
their corresponding infection rates 2. Individuals with
confirmed infections At this stage, individuals showing
high symptoms are identified. At stage T3, individuals ex-
posed to the infected patients or individuals showing high
symptoms are identified depending on their proximity.
Finally, in stage T4 the infected patients are quarantined,
and the exposed individuals are isolated.

2) AI and IoT-assisted Drone Technology: Drones can
and have offered many benefits during the global COVID-
19 pandemic. For instance, drones may play an important
role during a quarantine to decrease the number of
COVID-19 cases by lowering the interaction of healthcare
workers with patients and contaminated areas. They can
be very useful in keeping medical staff or non-infected
people away from isolated patients. They can also be
used to reach inaccessible or contaminated areas such
as hospitals, laboratories, and isolated wards. Several
research efforts in industry and academia have proposed
the use of drone technology to monitor, detect, and
diagnose the Corona virus and prevent or slowdown its
spread rate.

Several developed countries including China, India, USA,
Australia, and Spain etc., have successfully used drone
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technology to fight the COVID-19. For instance, a joint
research project [196], worth budget of up to $1.5M,
by the Australian Department of Defense and University
of South Australia is under the development process.
The aim of the project to use the drone technology on
vulnerable and potential risky areas such as old age
homes and crowded areas, for monitoring and detection
of infectious and respiratory conditions including body
temperatures, heart rate, and respiratory rate. Likewise,
Antwork Robotics, a Chinese drone delivery company
owned by Terra Drone, is utilizing the drone technology
for delivering medical supplies in COVID-19 infected
areas in China [197]. The United States is also taking im-
portant steps to implement the drone technology to deliver
the Medical equipment and medicines to the COVID-19
hotspot zones [198]. Another drone company "XAG" has
also established a 5-million-yuan ($715,000) volunteer
fund to support the use of their agriculture drones for
spraying disinfectant to stop the spread of the corona
virus. The Spanish military has recently adopted the use
of agricultural drones made by "DJI", a leading Chinese
drone manufacturer, to spray disinfecting chemicals over
public spaces [199]. As an extraordinary measurement
against the Corona virus, drone technology has been used
to instruct the people without masks to use the mask in
Chine. Likewise, the authorities in New Delhi (India)
have used drone technology equipped with a thermal
camera and vision camera for screening individuals and
monitoring the crowd [200]. Similarly, drones outfitted
with thermal cameras are being used to monitor body
temperatures, allowing medical staff to identify new po-
tential cases without having to touch those who might
be infected [197]. Drones can prove to be highly useful
for broadcasting important information in urban areas or
regions that lack communication channels. The police
authority in Madrid, Spain, used a drone equipped with
a loudspeaker to advise people of the guidelines put in
place regarding the state of emergency [201]. The corona
virus crisis has also served to propel the use of drones to
deliver food. The Chinese ecommerce company JD.com
has launched its group of drones to carry out several food
delivery tests that replace one hour transportation times
with a flight of approximately 10 minutes [201].

Tracking people’s geolocation can be another useful
feature of drone technolgy. During the outbreak of a
contagious disease, tracking the distance between people
can provide valuable information. This information
can be used to determine who the person has been
in close contact with. The authors in [202], proposed
multi-layer Drone-based COVID-19 monitoring and
detection system comprising of thermal imaging system
for measuring the social distancing, wearable sensor
system for detecting the movement and collection of
COVID-19 symptoms, edge computing system for
analyzing the data uploaded by the Drones and sensor
nodes, making the real time decisions, privacy and
security system to ensure the confidentiality and privacy
of individuals data. Algorithms for multiple use cases
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including remote monitoring, social distancing, and
smart cenetization are proposed and implemented using
the real time simulations. In the simulation, the proposed
approach is tested for indoor and outdoor activities.
Results show that a distance of 1200 kilometers can be
covered in 2293 to 18 900 min with a variation of 3-30
drones.

3) I0T-Based COVID-19 Remote Monitoring Systems:
Remote Health monitoring means to monitor people’s
health outside the clinical settings. During the COVID-19
outbreak, remote monitoring has emerged as a new and
powerful tool for the health officials, government health
organizations and public. Remote monitoring can be very
beneficial in managing and controlling the COVID-19
pandemic. For instance, remote monitoring system
empowers observing patients from their homes that
save governmental expense and time through measuring
the changes in the patient in quarantine for medical
readings. It can also be used in particular to gather
pandemic data and obtain real-time clinical feedback.
Since the start of COVID-19, researchers have proposed
remote monitoring architectures, remote respiratory rate
monitoring systems, remote continuous body temperature
monitoring systems and remote heart rate monitoring
systems. In the following section we provide insights to
those systems.

COVID-19 Remote Monitoring Architectures: In
a pandemic, wearable sensors equipped with Al
technologies can be very useful in remote monitoring
[175]. For example, if SpO2 level of the patient is
less than 85%, hospital practitioners will receive alerts
through data-driven application and then send extra
care services to the patient. Patients can also receive
build corrective recommendations regarding medicines
and extra precautions to be taken at home through IoT
applications. The patient can also receive alerts based on
threshold values through applications, especially when
his/her health condition is critical. The authors in [203]
propose a remote monitoring system that monitors the
patients infected by the Corona virus, remotely and helps
in protecting the lives of the health services member
(like physicians and nurses) from infection. This smart
system observes individuals with this disease based on
putting numerous sensors to record various features of
their patients every second. These parameters include
measuring the patient’s temperature, respiratory rate,
heart rate, blood pressure, and time. It targets two types
of individuals’ the most serious medical conditions
and disease and the least serious medical conditions in
their house. The authors in [203] propose a framework
named "E-Quarantine" that monitors the critically ill
patients and predicts the emergency cases around 24
hours by 98.7% based on the supervised previous data
such as blood PH level, heart rate, blood pressure,
body temperature, and respiratory rate. The authors in
[204] utilize the Fuzzy Inference System (FIS), which
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smartly monitors and predicts if an individual is the
victim of Coronavirus or not. The proposed system
comprises of two cloud-associated stages: the first is
a training stage and the second is a validation stage.
The training stage involves three levels: sensory layer,
preprocessing layer and application layer. FIS is utilized
in the prediction layer to predict the output. If sensory
layer input parameters are appropriate, it will move
through fuzzi fication into the fuzzy crisp inputs. The
crisp set of input data is obtained and transformed into
a fuzzy set utilizing fuzzy linguistic variables, fuzzy
semantic terms and membership functions. The fluffy
technologies proceed through the FIS into the next stage.

Remote Respiratory Rate Monitoring Systems:
According to the world health organization, respiratory
rate > 30 breath/min is a critical sign for the diagnosis
of severe Corona virus infection [205]. At triage level,
different values of respiratory rate are used by the health
officials to make decisions on the use of supplemental
oxygen. These values also assists in early detection
of COVID-19 infection and assists in categorizing
the patients according to the severity of the infection
(mild/moderate/severe). These values are also used as
the criterion for the assignment of patients to ICU
or Isolation wards [206]. COVID-19 Patients requires
continuous vital sign monitoring, even during everyday-
life activities. Remote Respiratory Rate Monitoring
will help health officials with the timely recognition of
COVID-19 patient deterioration, thus contributing to the
implementation of early intervention strategies [207].
There are many existing technological solutions such as
sensors for the accurate monitoring of respiratory rate
which if combined with the IoTs and Al can be used
for the remote respiratory rate monitoring of COVID-19
patients [].The authors in [208] propose respiratory rate
estimation using nasal breath sound recordings from a
smartphone. Specifically, the proposed method detects
nasal airflow using a built-in smartphone microphone or
a headset microphone placed underneath the nose. These
sound waves or signals can be converted into radio
signals and transferred via high speed 5G technology
to edge server or cloud storage for further analysis and
making decisions. Patients that need continuous vital sign
monitoring, even during everyday-life activities, can be
equipped with wearable devices like smart garments (e.g.,
t-shirts or chest bands embedding sensors) (Massaroni
et al., 2019b). Unlike most of the aforementioned
technologies, smart garments may provide accurate and
robust RR values even during daily activities [209]. The
authors in [210] study was to assess the performance
of a multi-sensor smart garment during walking and
running activities using custom algorithms. In this study,
we investigated the performances of a multisensors smart
garment for the continuous and unobtrusive respiratory
monitoring during physical activities (i.e., walking and
running). Bespoke algorithms have been developed to
optimize the system performances.

Remote Continuous Body Temperature Monitoring
Systems: Many researchers have already proposed wear-
able devices for continuous body temperature monitor-
ing which is also an important symptom used for the
diagnosing of COVID-19 patients. These smart body
temperature monitoring devices can take advantages of
emerging technologies and can be used for remote mon-
itoring of COVID-19 patients. For instance, based on
several artificial neural networks , the authors in [211]
proposed a wearable system which monitors the body
temperature with a very high accuracy and efficiency. The
authors in [212] presented a contactless continuous body
temperature monitoring method in which they utilize
a single thermal camera and deep-learning based face
detection techniques to detect the forehead temperature
of the individuals. The experimental results show that
the overall mean absolute error (MAE) and root-mean-
squared-error (RMSE) of our proposed framework com-
pared with industrial instrument are 0.375 °C and 0.439
°C, respectively. The authors in [213] developed a small
and comfortable wearable sensor device to continuously
monitors the body temperature of a baby. The body tem-
perature readings are transferred to the parents through a
wireless communication system for the purpose of remote
monitoring via the mobile phone. Another IoT based
gadget known as Health Companion utilizing wearable
computing was proposed in [214] which monitors the
temperature and heartbeat on regular basis. This device
aims to collect different parameters of the human body,
helps individuals to monitor their health, and works with
specialists to closely examine the patients’ symptoms.
The device warns the individual as well as the clinical
staff if there is a significant increase in temperature or
the individual has a fever.

4) IoT Buttons: 10T button is another technology that
can be use in the crisis of COVID-19. IoT buttons are
small, integrated, and Wi-Fi enabled devices that when
pressed can send timely notifications or alerts to some
central body for taking further actions or activate some
pre-specified tasks.

A well-known example of IoT button is Amazon’s “Dash”
buttons that was firstly designed and developed for the
amazon customers to supply the depleted products at their
location such as, to re-ordering the detergent when it is
running low at the laundry [215]. AWS IoT (Amazon
Web Services Internet of Things)is Amazon’s new repro-
grammable and Wi-Fi enables IoT button, that can be
programmed to control the internet-connected devices and
services [216]. According to the Amazon’s announcement
new AWS button can be used as a remote control for
Netflix, a check-in/check-out device for customers at
hotel, one click way to order favorite pizza for delivery,
unlock or start cars, open garage doors, call a cab,
police, or people, track the use of household chores, order
medications or products, or control home appliances as
if people were using a remote control.

For example, if SpO2 level of the patient is less than 85%,
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hospital practitioners will receive alerts through data-
driven application and then send extra care services to
the patient. Patients can also receive build corrective rec-
ommendations regarding medicines and extra precautions
to be taken at home through IoT applications. He/she
can also add his/her family members or friends to share
his/her PGHD with different levels of access control due
to security and privacy concerns. In general, due to pri-
vacy concerns, a patient might not agree to share his/her
data, and in such cases, health devices will send data on
a gateway device (e.g., patient’s phone). However, some
alerts can be false positives, and to address such errors,
dense sensor networks along with med- ical devices can
help to reduce false positives. Furthermore, classification
techniques such as Hidden Markov Model (HMM) [31]
can be used to classify anomalies in PGHD. This model
can be deployed on cloud or gateway to detect false alerts.
In hospitals or homes, IoT buttons can be configured to
carry out a wide range of actions. For instance, If the
health condition of a confirmed COVID-19 case isolated
at home or in ICU gets worse, by pressing the button,
a healthcare provider will be alerted, or family members
will be notified in case of an emergency. IoT buttons can
be used to maintain high cleaning standards and limit
the number of hospital-acquired infections (HAIs) [217].
They can be use to issue alerts to management when
hand sanitizers deployed at hospital facility need refilling,
sanitation certain area, maintenance issues, warning them
of any sanitation or maintenance issue that may pose a
risk to public safety.

C. Lesson Learned and Challenges

Based on the benefits and suitability of IoTs in healthcare
industry, we have investigated a few exploration endeav-
ors towards creating IoT based COVID-19 monitoring
and diagnosis health care systems. We have discussed
numerous research efforts towards developing IoT-based
COVID-19 remote monitoring systems along the wear-
able sensor nodes, IoT buttons, drone technology, and
many architectures and frameworks proposed to control
and manage the COVID-19 outbreak.

In terms of sensor nodes, we found that, a lot of suit-
able options are available to monitor various COVID-
19 symptoms such as body temperature, respiration rate,
heart rate, temperature, and oxygen saturation level. We
also found that, the healthcare systems equipped with
wearable sensors and vision-based sensors may assist
physicians and individuals to monitor infected patients or
probable, and predict their future symptoms, assess health
risks, and forecast their future conditions. However, de-
velopment of integrated sensor technology for diagnosing
and predicting COVID-19 disease need substantial atten-
tion from the research community in terms of accuracy,
availability, wearability, and cost. There are still no all-
in-one sensor devices available that can monitor and pre-
dict all COVID-19 symptoms. As such, further research
efforts should be made towards improving the quality

of these sensors until they are highly accurate, reliable,
and comfortably wearable. Research interests need to be
focus on developing respiration rate, oxygen saturation,
continuous body temperature monitoring devices which
are more wearable than placing them on chest walls
(smart patches), under the nose or on fingers and which
also produce hospital-grade accuracy equivalent results
without compromising energy efficiency and wearability
and deployable worldwide. Likewise, we also concluded
that continuous body temperature monitoring devices are
extremely useful diagnostic tools and should be used
and promoted in the current pandemic. However, their
accuracy is limited by the degree of contact with the
human body. More they are contacted with skin, more
accurate results are achievable. However such devices are
uncomfortable for patients. The authors in [?] proposed
to embed the temperature sensing devices in textile to
achieve the higher level of accuracy and comfortabil-
ity. Therefore, engineers can also focus on developing
smart textiles for measuring body temperature until some
alternative or electronic printed patches on some soft
backing support is manufactured. Furthermore, despite
the numerous advantages of wearable devices, machine
learning algorithms have not been explored in this area
and providing a significant research opportunities.

In terms of remote monitoring systems, we found that it
can play an important role in the context of the COVID-
19 pandemic. It may facilitate healthcare assistance for
self-isolated COVID-19 patients as well as for all patients
that have restricted access to medical services. The im-
provement of remote patient monitoring would also favor
the implementation of timely and cost-effective healthcare
services and consequently will reduce the burden from the
healthcare facilities. However, successful implementation
of remote monitoring system would require support of
high speed cellular networks to upload/download the
health related data with ultra low latency to or from
sensors to an external storage (such as cloud or edge
server). In this regard, use of 5G technology can allow to
develop responsive and dynamic remote monitoring sys-
tem. 5G is the fifth generation of wireless communication
technology and expected to provide better performance
in terms of higher speed, lower latency, wider range,
increased availability, and more reliability [218] [219].
The integration of remote monitoring system with 5G
network technology has the potential to revolutionize the
healthcare sector and also provide significant research op-
portunities to computer scientists and telecommunication
industry.

VII. CONCLUSION

The novel Corona virus (SARS-CoV-2) has infected
millions and caused the deaths of thousands of people
in various countries. Currently, five vaccines, two from
China, two from the U.S., and one from the UK, are
being utilized around the world and numerous vaccines
are under the trail process. In order to reach herd im-
munity, around 70% of the population would need to be
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inoculated. Although vaccination campaigns are in full
swing around the world, it may take several years to
hinder the spread of SARS-CoV-2. This is due to the
fact that new variants are emerging day by day. There
are currently four notable variants: alpha, beta, gamma,
and delta. As new variants emerge, immunity provided by
vaccines is threatened. Therefore, besides vaccines, other
methods and technologies need to be utilized in order
to overcome this pandemic. There have been massive
efforts in various research areas and a wide variety of
tools, technologies and techniques have been explored
and developed to combat the war against this pandemic.
Interestingly, machine learning algorithms and internet of
Things (IoTs) technology were one of the first areas to
be used to combat Covid-19. Up till now, several real-
time and intelligent COVID-19 forecasting, diagnosing,
and monitoring systems have been proposed to tackle the
COVID-19 pandemic. To assist the research community
by imparting an overall comprehension of the continuous
exploration and potential research areas in COVID-19, in
this survey article, we provide a comprehensive review
of machine learning algorithms and Internet of Things
(IoTs) technology to develop COVID-19 forecasting,
diagnosing, and monitoring systems. Based on our in-
depth literature review, we provided a taxonomy based
on the intelligent COVID-19 forecasting, diagnosing, and
monitoring systems. We reviewed the available literature
extensively under the proposed taxonomy and have an-
alyzed a number of machine learning algorithms and
IoTs which can be used in predicting the spread of
COVID-19 and in diagnosing and monitoring the infected
individuals. Furthermore, we identified the challenges and
also provided our vision about the future research on
COVID-19.
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