
Received 11 February 2021; Revised 11 February 2021; Accepted 11 February 2021
DOI: xxx/xxxx

ARTICLE

Fluidized bed hydrodynamic modeling of CO2 in syngas:
Distorted RTD curves due to adsorption on FCC
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Abstract

Bubbles rising through fluidized beds at velocities several times superficial velocities
contribute to solids backmixing. In micro-fluidized beds, the walls constrain bubble
sizes and velocities. To evaluate gas-phase hydrodynamics and identify diffusional
contributions to longitudinal dispersion, we injected a mixture of H2, CH4, CO, and
CO2 (syngas) as a bolus into a fluidized bed of porous fluid catalytic cracking cat-
alyst while a mass-spectrometer monitored the effluent gas concentrations at 2 Hz.
The CH4, C0, and CO2 trailing RTD traces were elongated versus H2 demonstrat-
ing a chromatographic effect. An axial dispersion model accounted for 92% of the
variance but including diffusional resistance between the bulk gas and catalyst pores
and adsorption explained 98.6% of the variability. At 300 °C, the CO2 tailing disap-
peared consistent with expectations in chromatography (no adsorption). H2 and He
are poor gas-phase tracers at ambient temperature. We recommend measuring RTD
at operating conditions.
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1 INTRODUCTION

The residence time distribution (RTD) is a measure of the gen-
eral flow patterns of fluids and solids through tanks, pipes,
reactors, and processes.1,2,3,4,5 The method consists of intro-
ducing a tagged constituent(s) that tracks the flow path of the
gas,6 liquid,7 or solid8 and monitor its concentration with
time at the exit or along the vessel length. RTD tests are most
applied to experiments but it is increasingly being adapted as a
post-processing tool for computational fluid dynamics (CFD)
models.9,10,11 The method assesses back-mixing, dead vol-
umes, channelling, and dispersion by comparing the measured
concentration profile against ideal plug flow.
The RTD of the gas phase in fluidized bed reactors is par-

ticularly challenging as the hydrodynamics in these systems
comprise multiple phases—bubble phase, emulsion phase, jet-
ting at the grid, the splash zone at the top of the bed, and the

transport disengagement section.12 Gas phase diffusion and
and adsorption to surfaces contribute to dispersive phenom-
ena that an RTD analysis is capable of identifying.1 Simple
tank-in-series and dispersion models account for much of the
variance in the data but more detailed models and measure-
ments with multiple tracers at various temperatures must be
applied to better characterize all of the phenomena.13,14.
Single-phase models disregard heterogeneities like voids

(bubbles) and lump all the phenomena into one parameter: The
axial dispersion model is an example and the nondimensional
Peclet number,NPe = uZ∕, is the fitted parameter to charac-
terize the flow where is the axial dispersion coefficient. The
nondimensional form is:15,10,16

)C
)�

+ )C
)�

= 1
NPe

)2C
)�2

(1)
where C is the concentration, � is nondimensional time (� =
tu∕Z) and � is the nondimensional length (� = z∕Z).
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Researchers apply two phase models to fluidized beds to
account for mass transfer between bubbles that form at the
grid and the dense emulsion phase. Even these models are
crude approximations as they ignore bubble growth, coales-
cence, splitting, and jets. More detailed models consider the
cloud region at the edge of the bubbles and the wake region
below.17,18 Mass transfer between the bubble and the emulsion
phase becomes:19

dNA

dt
= ubVbubble

(dCA,b
dz

)

= KGBVbubble(C i
A − CA,b) (2)

whereNA is the mol of A, ub is the bubble rise velocity, Vbubble
is the volume occupied by the bubble phase, KGB is the inter-
change coefficient between bubble and emulsion-cloud, C i

A is
the concentration of A at gas-particle interface, and CA,b is the
concentration of A in the bubble.
The second approach merges the cloud and the bubble into

a single phase and the second phase is the emulsion. The mass
transfer balance is:20

dNA

dt
= Vcloud

(dCA,c
dt

)

(3)
= KGCVcloud(CA,e − CA,c) (4)
= kGCSex,cloud(CA,e − CA,c) (5)

where, the index c represents cloud and e represents emulsion,
Vcloud is the volume occupied by cloud and bubble, KGC is the
interchange coefficient between bubble-cloud and emulsion,
kGC is the mass transfer coefficient between bubble-cloud and
emulsion, and Sex,cloud is the exterior surface of clouds.
Finally, to approximate reality more closely, the 3-phase

model introduces powder physico-chemical properties—
porosity, and mass transfer from the gas in the emulsion to the
particle surface. First, the flux equation for each phase is21:

wp = Ug,pCp −Mm,p
)Cp
)x

(6)
wherew is the mass flux,C is the mass concentration,Ug is the
gas velocity, andM is the axial mixing coefficient. The index
p represents the phases: emulsion (E), bubble (B), or solid (S).
Additionally, the continuity equation for each phase is21:

)wp

)x
+
)Cp
)t

= rp (7)
where r is the reaction rate. To solve equations 6 and 7 for three
phases (E, B, and S), we suppose that the velocity and mixing
coefficient of the solid phase is negligible (uS =MS ≈ 0)21.
The models proposed in the literature for RTD analysis in

fluidized bed reactors have limitations:
1. Lack of the gas mass transfer mechanism between the

pores inside the catalyst and its surface.

2. In general, reaction concepts are missing. Consequently,
when adsorption occurs between the tracer and catalyst.
The results diverge from the axial dispersion model.

3. Normally only single tracers are modeled. They may
or may not characterize the system correctly (Ar and
Kr radioactive gas tracers are excellent tracers but are
poor models for hydrogen or methane). Each gas tracer
is modeled independently. The injection of several trac-
ers demonstrates how the hydrodynamics depend on
the gas diffusivity (but this is most evident at ambient
temperature).

Here, we analyze the contribution of powder porosity to the
residence time distribution of a micro-fluidized bed. We inject
a syngas mixture across both Geldart group A and B pow-
ders with a syngas gas mixture a (CO2, H2, CO, and CH4)
and an MS monitors the mass fraction of each continuously at
the exit. Diffusional phenomena predominate for all powders
and all constituents at 300 °C but CO2 adsorption increases the
residence time by over 50% at ambient temperature. We pro-
pose a multicomponent model that ignores bubble dynamics
in favour of diffusion from the bulk phase to the catalyst pore
and adsorption.

2 EXPERIMENTAL

2.1 Powders
We compared Fluid Catalytic Cracking Catalyst (FCC) from
Total© with sand. FCC is a porous Geldart group A powder
while sand is non-porous and belongs to the Geldart group B
classification.22 SEM images demonstrate the spherical shape
of FCC and the angular shape of the sand (Figure 1). We con-
firmed the sphericity by applying the Ergun equation (�FCC =
0.99 and �sand = 0.68) :

�P
�Z

=
Ug
�dp

1 − �v
�3v

(

150(1 − �v)
�
�dp

+ 1.75�gUg

)

(8)
where �P is the pressure drop, �Z is the bed height, �v is the
void fraction, and � is the viscosity.
The Hausner ratio (Hr) is similar for both powders but the

minimum fluidized velocity (Umf ), the bulk density (�b) and
themean particle diameter (d50) are 6, 1.6 and 1.4 times higher,
respectively, for sand compared to FCC (Table 1). Conversely,
the surface area (SA) measured by BET is 166 times higher for
FCC vs sand.

2.2 Gases
To examine dispersion, diffusion and adsorption indepen-
dently we measured the RTD with a syngas mixture from Air
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TABLE 1 FCC and sand properties23. The uncertainties represent standard deviation.

Property FCC Sand n Comments

Composition mixed1 Silica (SiO2) - -
Geldart Group A B - -
Umf , mms−1 2.2 13 1 -
�b, kgm−3 874(4) 1330(10) 5 Scott density

850(19) 1370(30) 5 Poured density
970(10) 1530(50) 5 Tapped density
950 1430 1 Hg porosimetry

�p, kgm−3 1610 2280 1 Hg porosimetry
�sk , kgm−3 2360(2) 2777(5) 10 Gas

�v 0.44 0.37 1 -
Hr 1.13(3) 1.12(4) 5 Hausner ratio

�angle, ° 24(1) 44(2) 6 Angle of repose
d10, µm 39.4(4) 58(2) 3 Laser diffraction
d50, µm 64.0(6) 87(2) 3 Laser diffraction
d90, µm 104(1) 120(2) 3 Laser diffraction
� 0.99 0.68 1 Ergun equation

SA, m2 g−1 93 0.6 1 BET
35 0.4 1 BJH2

vpore, mLg−1 0.14 0.003 1 BJH2

dpore, nm 38 21 1 BJH2
1 FCC catalysts include a variety of zeolite crystallite sizes and particle properties24

2 BJH: desorption branch

Liquide© :contains 15% CO2, 15.3% CO, 19.9% H2, 14.7%
CH4, and the balanceAr. The purge gas was argon. These gases
have a wide range of diffusivity at 25 °C and 300 °C (Table 2).

TABLE 2 Diffusivities in argon and atomic mass for gases.
All diffusivities are calculated with the correlation of Fuller –
Schettler – Gidding.25 This method is available for non-polar
gases at 101.25 kPa.

Gases D [cm2 s−1] D [cm2 s−1] molar mass
T = 25°C T = 300°C [gmol−1]

CO2 0.150 0.479 44
CO 0.195 0.622 28
CH4 0.208 0.664 16
H2 0.796 2.54 2

2.3 Micro reactor set-up
The experiments were run at ambient temperature in an 8mm
diameter quartz tube 360mm long (Figure 2). We poured
8.19 g of FCC or 13.5 g of sand to reach, a tapped bed height
of 180mm for both. For all experiments, two Brooks mass
flow controllers (MFC) maintained the velocity at 10mm s−1,
which represents a Reynolds number (NRe) of 6.8.We installed
a Hiden quadrupole mass spectrometer (MS) with a pulse
ion counting (SCEM) detector at the exit of the reactor to
monitor the tracer concentration on-line.26 The MS capillary
was 0.90m long, 0.20mm internal diameter, and operated at
160 °C. A vacuum pump maintained pressure at 6.2 × 10−8 Pa.
A manifold with an 8-way valve and two identical sample
loops made up the injection system.1 Because the same MFC
injects the tracer into the reactor and the lines are identical
with the same number of ports on the 8-way valve, the pres-
sure drop across the two lines are identical and we expect only
an imperceptible change in pressure when we turn the valve.
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(a)

(b)

FIGURE 1 SEM images of the powders: (a) Sand—large
cuboid or polygonal particles; (b) FCC—most particles are
spheroids.

The sequence starts with the injection continuously of
the inert— argon. Before reaching the reactor, argon passes
through the first 10mL loop. At the same time, the second
10mL loop fills with tracer (and evacuates to exhaust). After a
three minute purge, 8-way valve switched to the injection posi-
tion and this corresponds to t = 0. The argon stream purges
the second sample loop with the syngas tracer and enters the
reactor. The stream entering the reactor is always controlled
with the same MFC. The MS monitored the concentration of
all gases simultaneously at 2Hz for 4 minutes after which we
shut off the MS and purge the system with argon for 3minutes
before the beginning another experiment.
For experiments at 300 °C, the reactor is shorter— 32 cm

and housed in an electrically heated furnace. The tapped bed

FIGURE 2 Fluidized bed reactor configuration encased in
an electrically heated furnace. The quartz tube was 8mm
in diameter and 360mm long for experiments at 25 °C. For
experiments at 300 °C the quartz tube was 320mm long. At
room temperature, the tapped bed height with all catalysts was
180mm and it expanded to an average of 265mm when flu-
idized. At 300 °C, the tapped bed height was 130mm. The
mass spectrometer (MS) capillary was 0.9mm long with a
0.20mm internal diameter. First, the 8-way valve is in the fill-
ing position (not shown) where argon goes to the reactor and
the tracer fills a 10mL sample loop. Then, at time t = 180 s,
the 8-way valve switches to the injection position. Argon (blue
line) sweeps the tracer (green line) from the loop to the reac-
tor.

height is 13 cm (6.50 g of FCC). We only tested FCC to study
the effect adsorption at high temperature. All plastic pipes
around the reactor were changed for metal while we kept
the same lengths and dimensions. We also added a thermo-
couple to measure the temperature in the catalytic bed. The
experimental sequence was the same.
We minimized dead volume above and below the catalytic

bed to minimize the contribution from extraneous lines .1 For
each set of experiments, we performed two RTD tests at the
inlet of the reactor, and two at the outlet. For the axial disper-
sion model, we subtracted the RTD time at the inlet from the
RTD trace. For the multi-component model, MS trace below
the reactor we considered as the inlet concentration.
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2.4 Axial dispersion model
We fit experimental data with the the axial dispersion
model (Equation 1) and applied closed-open boundary condi-
tions:27,16

C0,� = 0, 0 ≥ � ≥ 1 (9)

C�,0 = �0, � > 0 (10)
dC�,1
d�

= 0, � > 0 (11)
The exact analytic solution is:16

G(�) = 1
2

[

erfc
√

NPe

4�
(1 − �) + eNPeerfc

√

NPe

4�
(1 + �)

]

(12)
For each test, we normalized the data to reach the same area

under the curve for each gas.
Area =

Ci
∑

Ci�t
(13)

Then, we subtracted the initial time measured at the inlet of
the reactor (MS capillary and inlet lines) to the total time at
the exit. We minimized the sum of squares of the error (SSE)
between the axial dispersion model and the experimental data
to calculate NPe. Finally, to quantify the difference between
the predictions and the data, we calculated the coefficient of
determination (R2).
The model adequately approximates pulse injections (no

back-mixing) whenwe simulate each gas independently but the
parameters for each gas are different, which confirms that gas
diffusion is constributing factor to dispersion. So, we devel-
oped a model for multiple-gas injection to account for the
difference and the long tail (due to adsorption).

2.5 New Model-Mole balance equation
Reactor RTD analysis includes multiple phases and species
particularly for porous solids and flow systems like fluidized
beds. The literature considers an emulsion phase, a bubble
phase and at times a cloud phase and a wake. Since the bub-
ble phase is assumed to have little catalyst, all reaction takes
place in the emulsion phase (and cloud and wake). Here, we
consider that bubbles form and disintegrate sufficiently rapidly
that the gas phase is a continuum. Indeed, researchers achieve
100% conversion in fluidized bed reactors which implies a
rapid mixing between the bubble phase and the other phases.
Consequently, this phase is neglected in the new model.28
We consider catalyst as a distinct phase—solid phase. The
third phase is the catalyst surface in its pores on which any
species may adsorb. Thus, the newmodel considers three mole

balances—the gas phase moving upwards, gas in the pores that
follow the movement of the solids, and the adsorbed species
on the catalyst surface (that also follow the solids motion). For
the injection of multiple tracers, all gas species are dependent
on each other. In fact, when a species adsorbs to the catalyst
surface, this will have the consequence of reducing the total
flow rate in the reactor. We included this dependence when we
solved the model. The flow chart (Figure 3) encompasses the
principal steps of solving the model.

FIGURE 3 Flow chart of the resolution of the multi-
component model. Diamonds are equations to solve, hexagons
are experimental data, and circles are the species concentra-
tions j in each zone/component. The model is inadequate if the
model peak diverges from the experimental data or the R2 is
smaller compared to the axial dispersion model. In this case,
we modify the number of CSTRs.

2.5.1 Gas phase mole balance
In fluidized beds, when the gas velocity exceeds Umf (mini-
mumfluidization velocity), the pressure drop, �P is essentially
constant and proportional to the bed density, �p(1 − �v), and
the mass of catalyst in the reactor,W :

ΔP = �p(1 − �)gZ =
W g
XA

(14)
So the molar density, Ci,j , varies with height, z, according to:

Ci,j =
Pi,j
RT

=
Po −

zi,j
Z
ΔP

RT
(15)

and the mole fraction (yi,j) for each specie is:
yi,j =

Ci,j
∑

j Ci,j
(16)
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As the bed expands, bubbles grow larger but frictional
effects are minimal compared to the solids hold-up. Assuming
that the pressure drop is negligible introduces an error of at
most 1% with 10 g of catalyst in a reactor that has a diameter
of 8mm. For deep beds, we include the pressure variation with
axial distance.
The volume of the gas phase (Vg) is �vV while the vol-

ume of the gas in the particle phase (Vp) is (1 − �v)�skV . The
mass transfer coefficient—k′m,j—accounts for molecular diffu-
sion from the gas phase into the catalyst pores and rj is the
adsorption/desorption rate, which is proportional to the num-
ber of active sites, VA. A convective term, Qrxn, accounts for
mass transfer between the two phases: when a species from
the gas phase is in the pore, C∗i,j , and adsorbs to a vacant site,
VV, on the catalyst surface creating an adsorbed species Cadsi,j .This reaction creates a convective flux, that acts like a vac-
uum. The flux from the bulk gas phase to the pore phase equals
the moles adsorbed.When the desorption rate becomes greater
than the adsorption rate, the flux reverses and the convective
flux is from the pore to the bulk gas phase. Every reaction, rj ,
contributes to the molar flux between the phases at each grid
block i, Q̃rxn,i:

rki,j =
[

kads,jC
∗,k−1
i,j

(

VT − C
ads,k−1
i,j

)

− kdes,jC
ads,k−1
i,j

]

WiVpore,i
(17)

Q̃rxn,i =
Nj
∑

j=1
rki,j (18)

where kads is the forward reaction—adsorption—and kdes is the
reverse reaction—desorption.
The volumetric flow rate in the axial direction Qk

i,j is:
Qk
i,j = Q

k
i−1,j + r

k
i,j (19)

The axial volumetric flow rate at any height, Qi, equals
the inlet flow rate, Qo, multiplied by the expansion due to
the change in pressure plus the sum of the species that have
adsorbed or desorbed to that point.

Qi = Qo
Po
Pi
+Qk

i,j (20)
The differential form of the gas phase mole balance is:

)C
)t
+ Ug

)C
)z

= )
2C
)z2

+ km(C − C∗) +
yk−1i,j Q̃rxn,i

Vg
(21)

With the finite volume approach form, when the adsorption
rate is greater than the desorption rate (kadsC∗i VT > kdesCadsi )
the mole balance equation for species j in grid block i in the
gas phase is:

�vV
Ck
i,j − C

k−1
i,j

�t
= −Qk−1

i

(

Ck−1
i,j − Ck−1

i−1,j

)

−k′m,j
(

Ck−1
i,j − C∗,k−1i,j

)

− yki,jQ̃rxn,i (22)
where, k′m,j is a fitting parameter. As gas species j adsorbs onto
the catalyst surface the accompanying influx of gas from the
bulk gas to the pore is the product of the total moles reacted at
that grid block multiplied by the mole faction of that species,
Q̃rxn,i.
When the adsorption rate is less than the desorption rate, the

net flux is from the pore with a mole fraction y∗ multiplied by
the total moles of gas that evolve from the surface during that
time step: (kadsC∗i VT < kdesCadsi )

�vV
Ck
i,j − C

k−1
i−1,j

�t
= −Qk−1

i

(

Ck−1
i,j − Ck−1

i−1,j

)

−k′m,j
(

Ck−1
i,j − C∗,k−1i,j

)

+ y∗,k−1i,j Q̃rxn,i (23)

2.5.2 Pore volume mole balance
The hydrodynamics of the gas in the pore as well as the
adsorbed species is dictated by the transport of the solids
phase. The solids move up predominantly in the centre of
the vessel and down along the the walls. This motion is well
characterized for spouted beds, riser reactors, and larger sized
fluidized beds. This movement ensures isothermal conditions
and that the solids are perfectly backmixed. To represent it
mathematically, we introduce a solids circulation term, Ms,
(convective) in both the upward and downward directions and
assume radial uniformity—perfectly backmixed). The mass
flux, ws, equals the quotient of the solids circulation rate and
the cross-sectional area. The gas velocity (Ug) is:

Ug =
ws

�p
=

Ms

XA�p
(24)

where �p is the particle density. The bulk density and skeletal
densities are:

�b = �p(1 − �v) (25)
�sk =

�p
1 − �sk

(26)
The convective contribution to the mole balance of the pore

phase (Q̃rxn,i) is analogous to that of the the gas phase mole
balance. The differential form of the pore volumemole balance
is:

)C∗

)t
= S

)2C∗

)z2
−km(C−C∗)+Wi

[

kadsC
∗(CT − Cads) − kdesCads

]

(27)
where S is the dispersion coefficient for the solid phase.
When the adsorption rate is greater than the desorption rate

(kadsC∗i,jVT > kdesCadsi,j ):
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(1−�v)�skV
Ck,∗
i,j − C

k−1,∗
i−1,j

�t
=
Ms

�p

(

C∗,k−1i+1,j − C
∗,k−1
i,j

)

−
Ms

�p

(

C∗,k−1i,j − C∗,k−1i−1,j

)

+k′m,j
(

Ck−1
i,j − C∗,k−1i,j

)

+ yk−1i,j Q̃rxn,i + rk−1i,j (28)
and when the desorption rate is greater:

(1−�v)�skV
Ck,∗
i,j − C

k−1,∗
i−1,j

�t
=
Ms

�p

(

C∗,k−1i+1,j − C
∗,k−1
i,j

)

−
Ms

�p

(

C∗,k−1i,j − C∗,k−1i−1,j

)

+k′m,j
(

Ck−1
i,j − C∗,k−1i,j

)

− y∗,k−1i,j Q̃rxn,i + rk−1i,j (29)

2.5.3 Adsorbed species mole balance
The adsorbed species mole balance resembles the pore vol-
ume balance and includes the convective term related to solids
motion (Ms) but excludes the gas convection terms (Qrxn). The
differential form of the adsorbed species mole balance is:
)Cads

)t
= S

)2Cads

)z2
+ Vpore

[

kadsC
∗(CT − Cads) − kdesCads

]

(30)
And, with the finite volume approach is:

Wi

Cads,k
i,j − Cads,k−1

i−1,j

�t
= −Ms

(

2Cads,k−1
i,j − Cads,k−1

i,j − Cads,k−1
i+1,j

)

−rk−1i,j
(31)

3 RESULTS AND DISCUSSION

3.1 Porosity and Geldart group A, B powders
We analyzed the RTD with a pulse input of a mix of tracers
including CO2, CO, H2, and CH4 with FCC (Figure 4–a). Dif-
fusivity coefficients for each gas at 25 °C are 0.150 , 0.195 ,
0.796 and 0.208 cm2 s−1, respectively. Based on previous stud-
ies, at high velocity in an empty tube the RTD curve is
asymmetric with an extended tail. To minimize the tailing, we
operated the reactor at Ug = 10mm s−1. The surface area of
the FCC is 93m2 g−1. The RTD curves for all gases, except
for H2, were superimposed for tests with an empty tube. The
residence time varied with diffusivity with FCC loaded to the
reactor (Figure 4–a): At t = 28 s, the MS first detects hydro-
gen, and the axial dispersion model characterizes the data very
well (R2 = 0.990); 15 s later the MS begins to detect CO
and CH4 (both have similar diffusivity coefficients). When the
trailing edge drops to 80% of the peak height, the curve devi-
ates from an ideal plug flow and the concentration drops more
slowly, which corresponds to a long tail. Finally, another 12 s
later, CO2 appears—the peak height is much smaller and the
tail much longer.
The time it takes for the tracer to reach the MS after the

valve switch is the same for both the step-input and pulse. But
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FIGURE 4 RTD comparison between Geldart group A and B
catalyst: time vs mole fraction, y. The tube was loaded with (a)
8.19 g of FCC — Geldart group A - and (b) 13.5 g of sand —
Geldart group B. For FCC (a), the model fits up to the leading
edge of the plot, but not the tail where a deviation is observed
for CO2, CO and CH4. For sand (b), the axial dispersion model
fits perfectly the data for all tracers.

the axial dispersion model fits the step-input pulse data very
well compared to the pulse, which demonstrates that its appli-
cability to identify anomalies and flow heterogeneity is poor
(Figure 5).
We repeated a series of tests with sand with hardly any

porosity and a surface area of only –2m2 g−1 (Figure 4–b). The
RTD curves for CO, CO2 and CH4 resemble that of the empty
tube—all three curves are superimposed and the axial dis-
persion model fits the experimental data very well. Hydrogen
egressed the reactor first due to his high diffusivity coefficient,
which is again consistent with the previous study about empty
tube experiments. We attribute the difference between FCC
and sand RTD to

1. Diffusion: hydrogen has a diffusivity coefficient four
to five times higher than CO, CO2 and CH4 (0.796 vs
0.150 to 0.208 cm2 s−1). Thus, for RTD experiment with
FCC and sand, H2 exit the reactor 10 to 15 s before CO
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FIGURE 5 RTD for a step injection at 10mm s−1 with 8.19 g
FCC. Argon was initially injected. At t = 0, the 4-way valve
switched to substitute the Ar with feed gas—CO2, CO, H2,
and CH4. The dots represent experimental data while the con-
tinuous lines are the fitting axial dispersion model. The tail is
impossible to detect with a step injection as opposed to the
pulse injection.

at 10mm s−1. Radial diffusion of hydrogen ensures a flat
concentration profile so that axial dispersion model fits
the experimental data well.

2. Porosity: The physico-chemical properties of the gas
tracer affect the RTD for porous powders more than for
non-porous and the effect increases with longer resi-
dence time.

3. Adsorption: Diffusivity is insufficient to account for the
extended CO2 tail for the case with FCC: The CO2 RTD
curve is delayed by 12 seconds with respect to CO and
CH4. We attribute this delay to a chromatographic effect
where CO2 ingress into the pores and then interacts/ad-
sorbs to the internal surface. With time, the bulk gas
concentration decreases and so the driving force reverses
and the CO2 desorbs. This process is on the order of the
mixing time of the solids in the bed, which could then
extend the residence time (CO2 adsorbing at the top of
the bed is carried down with the solids as the recirculate
to the bottom of the reactor).29

3.2 Multi-component model
For each syngas tracer, we applied the new model (Figure 6).
We omitted H2 and resolved simultaneously three mole bal-
ances for CO2, CO, and CH4. Hydrogen has a high diffusivity
coefficient and other phenomena that are unaccounted for with
the new model.
First, we calculated the molar concentration at each time

step and normalized the data to have identical area under the
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FIGURE 6 New model fitting results for FCC. Same condi-
tions as Figure 4. The model predicts dispersion, diffusion, and
adsorption phenomena.

curve for all tracers. The gas concentration detected at the
bottom of the reactor (including the entrance lines and the
MS capillary) is applied as the initial concentration in the
model simulation. To fit the model, we minimized the sum of
squares error (SSE) between the data and the new model for
all the tracers together (CO2, CO and CH4). The parameters
adjusted (Table 3) are the volumetric flow rate (Q), the circu-
lation flow (Ms), the mass transfer between the bulk phase and
pores (k′mCO2 , k

′
mCO

, k′mCH4 , k
′
mH2

), the adsorption rate (kadsCO2 ,
kadsCO , kadsCH4) and desorption (kdesCO2 , kdesCO , kdesCH4). When
we reached the highest R2 for the first three tracers, we fit the
hydrogen data byminimizing SSEwith the flow rate.Wemain-
tained CO2, CO, and CH4 parameters. For all tracers, we fitted
the first 200 s with an optimal number of CSTRs of 40.
The new model predicts the adsorption of CO2 compared

to the axial dispersion model. Indeed, the coefficient of deter-
mination (R2) is higher for the new model versus the axial
dispersion model for all species: CO2 (0.920 vs 0.986), CO
(0.946 vs 0.970), CH4 (0.979 vs 0.986), and H2 (0.990 vs
0.999). However, the R2 for CO and CH4 with the new model
is due to the difference in height and a slight shift to the right
(Figure 6) while for the axial dispersion model the low R2

value is due by the deviation in the elongated tail (Figure 4—a).
The multicomponent model is flexible and accounts for sim-

ple plug flow to more complex phenomena including adsorp-
tion but it ignores bubble dynamics, clouds, and wakes. H2,
with its small size and high diffusivity coefficient has a resi-
dence time 16% lower than expected from a mass balance: it is
as if the volumetric flow rate were 22.5mLmin−1 rather than
19.3mLmin−1 (Table 3). The RTD curves for CO and CH4 are
very close so we assumed the adsorption/desorption rate con-
stants were the same but allowed the mass transfer coefficients
between the gas phase and catalyst to vary. The CO2 adsorption
rate constant is orders of magnitude greater than for CO and
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TABLE 3 New model parameters adjusted for a pulse injection RTD in a quartz tube loaded with 8.19 g FCC - velocity of
10mm s−1.Ms is 9.59 × 10−5 for each gases.

Tracer Q k′m kads kdes VT R2

(mLmin−1) (m3 s−1) (mol−1 s−1) (mol−1 s−1) (mol g−1)
CO2 0.48 × 10−6 32000 120 0.986
CO 19.3 20 × 10−6 4.9 0.070 3.2 × 10−6 0.970
CH4 21 × 10−6 4.9 0.070 0.986
H2 22.5 3.2 × 10−6 0 0 0 0.999

CH4. The concentration of the vacant site (VT) is 3.2 µmol g−1.
The tail is well represented with this model (R2 = 0.986).

3.3 Temperature analysis
To confirm the impact of diffusivity on RTD, we compared
empty tube, FCC and sand with a pulse injection at 300 °C
(Figure 7). The syngas tracers—CO2, CO, CH4, and H2—are
fed at 10mm s−1. At this temperature, diffusivity coefficients
are 0.479 , 0.622 , 0.664 , and 2.54 cm2 s−1 respectively. The
first hypothesis was:

• The larger the difference of diffusivity coefficient is
between the gases, the larger will be the delay between
each RTD curve.

At 25 °C and 300 °C, the hydrogen diffusivity coefficient is
5 times that of CO2 and 4 times that of CO andCH4. According
to this hypothesis, the MS should detect H2 much sooner than
the others. However, only hydrogen is slightly advanced com-
pared to CO2, CO and CH4, which overlap. Thus, if the ratio
(Ex. H2∕CO = 4) is kept, the delay between RTD curve will
be the same. Curiously, at 300 °C the CO2 egresses at the same
time at the other gases with FCC indicating that adsorption is
absent (Figure 7–b). Thus we conclude:

1. The experimental technique is capable of identifying the
contribution of diffusivity to the RTD when the diffu-
sion coefficient is at least 2 times greater than any other
tracer (the curve of the gas with the highest diffusion
coefficient shifts to the left). This observation is valid for
porous and non-porous powders (Figure 7–b,c).

2. Even at 300 °C and 14×Umf , the pulse technique is capa-
ble of identifying the effect of diffusion coefficient on
the RTD (Supplementary file—Figure S2).

3. Small atomic gases like H2 and He with high diffusiv-
ity coefficient will experimentally fit the axial dispersion
model for all velocity and temperatures (Figure 7).

4 CONCLUSION

The residence time distribution of a single tracer detects gross
bypassing, dead volume, and backmixing but is incapable of
quantifying diffusional mass transfer resistance or and adsorp-
tion/desorption kinetics. Multiple gas species with distinct
diffusion coefficients increase the confidence in identifying
these phenomena. Hydrogen and helium are poor tracers as
they egress faster than other gases due to their much greater
diffusion coefficient (at ambient temperature). However, at
elevated temperature, even though their diffusion coefficients
remain higher, they trace the bulk flow equally well as other
gas species like CO2, CO, and CH4. The multiple component
model described herein ignores bubble dynamics yet is capable
of characterizing the tracer data very well, approaching R2 =
0.99. The bubbles in the microfluidized bed rose at velocities
several fold higher than Umf but the leading edge of the RTD
curves were reasonably sharp confirming that bypassing was
negligible.

NOMENCLATURE

C—concentration, [] mol L−1
CA—[A] in the gas, mol L−1
C i
A—[A] at the gas-particle interface, mol L−1

CA,b—[A] in the bubble phase, mol L−1
C∗— concentration gas phase inside a pore, mol L−1
Cads—concentration adsorbed species, mol L−1
D—diffusivity coefficient, cm2 s−1
—axial dispersion coefficient, m2 s−1
S—axial dispersion coefficient for solid phase, m2 s−1
dp—particle diameter, m
dpore —pore diameter, m
fi—prediction data
g—gravity, ms−2
Hr —Hausner ratio, dimensionless
KGB—bubble & emulsion/cloud interchange coefficient, s−1
kads—adsorption coefficient, mol−1 s−1
kdes—desorption coefficient, mol−1 s−1
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FIGURE 7Residence time distribution comparison at 300 °C:
time vs Y = Ci

∑

Ci�t
. The quartz tube was (a) empty or loaded

with (b) 6.50 g of FCC and (c) 10.7 g of sand. The tapped bed
height was 13 cm.

kgc—bubble-cloud/emulsion mass transfer coefficient,
ms−1

k′m—mass transfer coefficient, m3 s−1
Mm—axial mixing coefficient, m2 s−1
Ms—solids circulation flow term (convection), kg s−1
NA—mol of A, mol

NPe—Peclet number, dimensionless, [uZ∕]
NRe—Reynolds number, dimensionless
nCSTR—number of CSTRs in series
P—pressure, Pa
Po—ambient pressure, Pa
Qrxn—volumetric flow rate / convective term, mLmin−1
Q̃rxn—molar flow rate, mol s−1
R—gas constant, [8.314 Jmol−1K−1]
R2—coefficient of determination, dimensionless
r—reaction rate, mol L−1 s−1
SA —specific surface area, m2 g−1
Sex,cloud—exterior surface of clouds m2
T—temperature, °C
t—time, s
t̄—mean residence time, s
Ug—gas velocity, ms−1
Umf—minimum fluidization velocity, ms−1
ub—bubble rise velocity, ms−1
V—total volume of the system, m3
Vbubble—volume occupied by the bubble phase, m3
Vcloud— volume occupied by cloud and bubble, m3
Vg — volume of the gas phase, m3
Vp — volume of the gas in the particle phase, m3
VT — number of vacant sites
vpore—specific pore volume, mLg−1
W—mass of catalyst, g
w—flux, kgm−2 s−1
ws—mass flux, kg s−1m−2
XA—cross sectional area, m2
y—fraction, dimensionless
ȳ—mean of experimental data
yi—experimental data
Z—characteristic system length, m
z—length, m
Greek Letters
�P—pressure drop, Pa
�Z—bed height, m
�v—void fraction, dimensionless
�sk—skeletal void fraction, dimensionless
�— viscosity, kgm−1 s−1
�—sphericity, dimensionless
�b—bulk density, kgm−3

�g—gas density, kgm−3
�p—particle density, kgm−3
�sk—skeletal density, kgm−3
�2—variance, s2
�—dimensionless time, [tu∕Z]
�ang—angle of repose, °
�—dimensionless distance, [z∕Z]



11

Indices

c—cloud phase
e—emulsion phase
i—grid
j—species
k—time
p—phase (emulsion (E), bubble (B), and solid (S))
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