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Summary

This work considers a non-linear viscoelastic wave equationwith non-linear damping
and source terms. We analyse the partial differential equation from the point of view
of Lie symmetries. Firstly, we apply Lie’s method to obtain new symmetries. Hence,
we transform the partial differential equation into an ordinary differential equation,
by using the symmetries. Moreover, new solutions are derived from the ordinary
differential equations. Finally, by using the direct method of multipliers, we construct
low-order conservation laws depending on the form of the damping and source terms.
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1 INTRODUCTION

Recently, several viscoelastic wave equations have been studied. The single viscoelastic wave equation of the form

utt − Δ u +

1

∫
0

ℎ(t − s)Δ u(x, s)ds + f (ut) = g(u)

inΩ×(0,∞), whereΩ is a bounded domain ofRN (N ≥ 1), with initial and boundary conditions, has been extensively studied.
Many results concerning non-existence and blow-up in finite time have been proved1,2,3,4,5,6. For instance, for p > m ≥ 2,
Messaoudi7 proved a blow-up result for solutions with negative initial energy and a global result for 2 ≤ p ≤ m. This result has
been later improved to accommodate certain solutions with positive initial energy. Messaoudi and Said-Houari8 proved a global
non-existence result of certain solutions with positive initial energy of a system of viscoelastic wave equations with non-linear
damping and source terms acting in both equations. Nevertheless, in the absence of the source term (g = 0), it is well-known that
the damping term f (ut) assures global existence and decay of the solution energy for arbitrary initial data. Also, in the absence
of the damping term, the source term causes finite time blow-up of solutions with a large initial data (negative initial energy).
Furthermore, the non-linear viscoelastic wave equation with damping and source terms

utt − Δ u + f (ut) = g(u), x ∈ Ω, t > 0, (1)

has also been very studied obtaining similar results. As in the single viscoelastic wave equation, in the absence of the source
term (g = 0), it is well-known that the damping term f (ut) assures global existence and decay of the solution energy for arbitrary
initial data. In the same way, in the absence of the damping term, the source term causes finite time blow-up of solutions with a
large initial data (negative initial energy). Here, the interaction between the damping term and the source termmakes the problem
more interesting. Moreover, in the linear damping case f (ut) = aut and g(u) = b|u|p−2u a polynomial source term, Levine9,10
showed that solutions with negative initial energy blow-up in finite time. The main tool used was the “concavity method”.

0Abbreviations: ANA, anti-nuclear antibodies; APC, antigen-presenting cells; IRF, interferon regulatory factor
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In addition, Messaoudi11 considered the non-linear viscoelastic wave equation with damping and source terms

utt − Δ u + a|ut|m−2ut = b|u|p−2u, x ∈ Ω, t > 0.

For this model, Georgiev and Todorova12 showed that solutions with negative energy continue to exist globally “in time” if
m ≥ p ≥ 2, and blow-up in finite time if p > m ≥ 2 and the initial energy is sufficiently negative. The main tool used was also
the “concavity method”. This latter result has been pushed by Messaoudi13 to the situation where the initial energy E(0) < 0.
Nevertheless, the resolution of non-linear partial differential equations (PDEs) is a very important field of research in applied

mathematics. Symmetry reductions and exact solutions have several applications in the context of differential equations. For
instance, exact solutions arising from symmetry methods can be used to study properties such as asymptotic and "blow-up". A
large amount of literature has been published about the application of Lie transformation group theory to construct solutions
of non-linear PDEs14,15,16,17,18,19,20,21,22. The symmetries leaving invariant the equation can reduce the number of independent
variables, transforming the PDEs into ordinary differential equations (ODEs), generally easier to solve.
Conservation laws analyse which physical properties of a PDE do not change in the course of time. In particular, local con-

servation laws are continuity equations providing conserved quantities of physical importance for all solutions of a particular
equation. For any PDE, a complete classification of conservation laws can be determined by the multiplier method23,24.
To sum up, the aim of this work is to do a complete Lie group classification of Eq. (1). Afterwards, we present the reductions

obtained from the different symmetries, transforming the PDE into an ODE. Moreover, we obtain travelling wave solutions by
the comparison between Eq. (1) and similar equations studied previously25,26,27. Finally, we give a complete classification of the
conservation laws admitted by Eq. (1).
The structure of the paper is as follows: In Sec. 2 we study the Lie symmetries of equation (1) obtaining the symmetry

reductions, the symmetry variables and the reduced ODEs. Then, in Sec. 4 we present the classification of the conservation laws
and the multipliers of Eq. (1). Finally, in Sec. 5 we give some conclusions of the work.

2 LIE SYMMETRIES CLASSIFICATION AND REDUCTIONS

The idea of Lie’s theory of symmetry analysis of differential equations relies on the invariance of the latter under a
transformation of independent and dependent variables. This transformation constitutes a local group of point transformations
providing a diffeomorphism on the space of independent and dependent variables, mapping solutions of the equations to other
solutions. Any transformation of the independent and dependent variables leads to a transformation of the derivatives28.
The application of Lie’s theory to differential equations is completely algorithmic. However, it usually involves a lot of tedious
calculations. Nevertheless, we make use of powerful softwares like Maple R© and the needed calculations are done rapidly.
In this section, let us briefly describe the classical Lie method and its application to Eq. (1), obtaining the symmetry
reductions, the symmetry variables and the reduced equations.
It is considered the one-parameter Lie group of infinitesimal transformations in (x, t, u) given by

x∗ = x + ��(x, t, u) + (�2),
t∗ = t + ��(x, t, u) + (�2),
u∗ = u + ��(x, t, u) + (�2), (2)

where � is the group parameter. These transformations leave invariant the set of solutions of Eq. (1). The associated Lie
algebra of infinitesimal symmetries is given by the infinitesimal generator

v = �(x, t, u))x + �(x, t, u))t + �(x, t, u))u. (3)

Each infinitesimal generator (3) generates a transformation obtained by solving the system of ODEs
)x̂
)�

= �(x̂, t̂, û), )t̂
)�
= �(x̂, t̂, û), )û

)�
= �(x̂, t̂, û),

satisfying the initial conditions
x̂|�=0 = x, t̂|�=0 = t, û|�=0 = u,

with � the group parameter.
The symmetry variables are found by solving the invariant surface condition

Φ ≡ �(x, t, u)ux + �(x, t, u)ut − �(x, t, u) = 0.
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For Eq. (1), a PDE with two independent variables, a single group reduction transforms the PDE into ODEs, easier to solve
than the original equation.
We require that the transformation (2) leaves invariant the set of solutions of Eq. (1). This leads to an overdetermined linear
system of equations for the infinitesimals �(x, t, u), �(x, t, u) and �(x, t, u), generated by requiring that

pr(2)v (Δ) ∣Δ=0= 0,

where pr(2)v is the 2-th order prolongation of the vector field v defined by

pr(2)v = v + �x
)
)ux

+ �t
)
)ut

+ �xx
)
)uxx

+ �xt
)
)uxt

+ �tt
)
)utt

,

with the coefficients

�x = Dx� − utDx� − uxDx�,
�t = Dt� − utDt� − uxDt�,
�xx = Dx(�x) − uxtDx� − uxxDx�,
�xt = Dt(�x) − uxtDx� − uxxDt�,
�tt = Dt(�t) − uttDt� − uxtDt�,

where Dx and Dt are the total derivatives of x and t, respectively.
Applying the previous condition to Eq. (1), we get a system of equations for the infinitesimals. Then, by solving the system, we
obtain the following classification:
For f (ut) and g(u) arbitrary functions, the symmetries admitted by Eq. (1) are given by the infinitesimal generators

v1 = )x, v2 = )t. (4)

The symmetries (4) yield to the one-parameter symmetry transformation groups
(x̂, t̂, û)1 = (x + �, t, u), space translation,
(x̂, t̂, û)2 = (x, t + �, u), time translation.

∙ For the generator �v1 + v2, we obtain travelling wave reductions,

z = x − �t, u(x, t) = ℎ(z), (5)
where ℎ(z) satisfies

(�2 − 1)ℎ′′ + f (−�ℎ′) − g(ℎ) = 0. (6)
From Eq. (1), according to the expression of f , we can distinguish different cases for which Eq. (1) has extra symmetries.
Since Eq. (1) has additional symmetries and the reductions that correspond to v1 and v2 have already been derived, we
determine the similarity variables and similarity solutions corresponding to the additional generators.

Case 1: For f (ut) = −e−nutn + f1 and g(u) =
(

(

g0 u + g1
)

(

2
n
− 1

))
n
2−n − f1, the symmetries are

v1, v2, v13 = g0
(n − 1
n − 2

)

x)x + g0
(n − 1
n − 2

)

t)t + (g0u + g1))u. (7)

The symmetry (7) yields to the one-parameter symmetry transformation group

(x̂, t̂, û)13 = (xe
g0 (n−1)�
n−2 , te

g0 (n−1)�
n−2 , eg0 �u + eg0 � ∫ �

0 g1 e
−g0 z1 dz1), scaling and shift.

Then, we obtain the symmetry reduction
z = x

t
, u = x

n−2
n−1ℎ(z) − g1

g0
,

where ℎ(z) satisfies

z
3 n2+2 n
n2−3 n+2

(

−z
1
n−1

)3 n ((
g0

n
n−2 (2 − n)

n
n−2 (n − 1)2 ef2 n z4 − g0

n
n−2 (2 − n)

n
n−2 (n − 1)2 ef2 n z2

)

ℎ
n
n−2
+ 2
n−2 ℎ′′

+
(

2 g0
n
n−2 (2 − n)

n
n−2 (n − 1)2 ef2 n z3 − 2 g0

n
n−2 (2 − n)

n
n−2 (n − 2) (n − 1) ef2 n z

)

ℎ
n
n−2
+ 2
n−2 ℎ′

+
(

ef2 n
(

n
n
n−2

(

n2 − 2 n + 1
)

)

ℎ
2
n−2 +

(

g0
n
n−2 (2 − n)

n
n−2 n − 2 g0

n
n−2 (2 − n)

n
n−2

)

ℎ
2 n
n−2

))

−
(

g0
n
n−2 (2 − n)

n
n−2 (n − 1)2 z

2 n3

n2−3 n+2

)

ℎ
n
n−2
+ 2
n−2

(

ℎ′
)n = 0.
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Case 2: For f (ut) = au2t and g(u) = k e
cu, besides v1 and v2, the equation has an extra symmetry,

v1, v2, v23 = −
1
2
cx)x −

1
2
ct)t + )u. (8)

The symmetry (8) yields to the one-parameter symmetry transformation group

(x̂, t̂, û)23 = (xe
−1∕2 c� , te−1∕2 c� , � + u), scaling in t and x combined with translation in u.

The similarity variables and similarity solutions are

z = x
t
, u = − 2

c
ln t + ℎ(z),

where ℎ(z) satisfies
(

c2z2 − c2
)

ℎ′′ +
(

a z2c2
)

(ℎ′)2 +
(

4 z c a + 2 z c2
)

ℎ′ + k eℎcc2 + 4 a + 2 c = 0.

Case 3: For f (ut) = k and g(u) = (au + b)n − k, the symmetries admitted by the equation are

v1, v2, v33 =
1
2
a(n − 1)x)x +

1
2
a(n − 1)t)t + (au + b))u. (9)

The symmetry (9) yields to the one-parameter symmetry transformation group
(x̂, t̂, û)33 = (e

1∕2 ak3 (n−1)�x + ∫ �
0 k1 e

−1∕2 ak3 (n−1)z1 dz1e1∕2 ak3 (n−1)� , e1∕2 ak3 (n−1)�t + ∫ �
0 k2 e

−1∕2 ak3 (n−1)z1 dz1e1∕2 ak3 (n−1)� ,
e−ak3 �u + ∫ �

0 −bk3 e
ak3 z1 dz1e−ak3 �), scaling and shift.

Substituting the infinitesimals into the invariant surface condition, the invariant solutions obtained are

z = x
t
, u = 1

c

(

t−
2
n−1ℎ(z) − b

)

.

These variables reduce the equation into the following ODE:
(

n2z2 − 2nz2 − n2 + z2 + 2n
)

ℎ′′ − ℎ′′ℎ +
(

2n2z − 2za
)

ℎ′

+
(

an2 − 2an + a
)

(ℎn) + (2n + 2)ℎ = 0.

Case 4: For f (ut) = au
4
3
t and g(u) = (cu + k)2, the symmetries obtained are

v1, v2, v43 = −
1
2
c x)x −

1
2
c t)t + (c u + k))u. (10)

The symmetry (10) yields to the one-parameter symmetry transformation group

(x̂, t̂, û)43 = (xe
−1∕2 c� , te−1∕2 c� , ec�u + ∫ �

0 ke
−cz1 dz1ec�), scaling and shift.

Substituting the infinitesimals into the invariant surface condition, the invariant solutions obtained are

z = x
t
, u = 1

c
(

t−2ℎ(z) − k
)

.

These variables reduce the equation into the following ODE:
(

z2 − 1
)

ℎ′′ +
(

− 3
√

−ℎ′z−2ℎ
c

az + 6z
)

ℎ′ + c ℎ2 +
(

−2 3
√

−ℎ′z−2ℎ
c

a + 6
)

ℎ = 0.

3 TRAVELLINGWAVES

In this section we are studying Equation (6) in order to find travelling wave solutions of Equation (1). The other ordinary
differential equations obtained are not considered because they are non-autonomous differential equations.
Let us consider the second-order Equation (6)

ℎ′′ = 1
1 − �2

f (−�ℎ′) + 1
1 − �2

g(ℎ). (11)

We can meet Equation (6) in studying of other mathematical models. For instance, the general solution of a second-order ODE
of the form

ℎ′′ = 1
�

(

�ℎ′ + 1
2
ℎ2 − !ℎ − c0

)

, (12)
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with c0 an arbitrary constant and �, �, and ! satisfying ! = 6�2

25�
, was obtained by Kudryashov25. The general solution is given

in terms of the Weierstrass elliptic function, with invariants g2 = 0 and g3 = c1,

ℎ(z) = !k +
6�2
25�

− exp
{

2z�
5�

}



(

c2 −
5�

�
√

12�
exp

{

z�
5�

}

, 0, c1

)

, (13)

where c1 and c2 are arbitrary constants.
Comparison between Equation (11) and Equation (12) shows that these equations are the same if

f (−�ℎ′) = 1−�2

�
�ℎ′,

g(ℎ) = 1
�

(

1
2
ℎ2 − !ℎ − c0

)

.

Hence, the solutions of Equation (11) and Equation (12) are equal.
In addition, by the same procedure, the authors26 obtained the general solution of a second-order ODE of the form

ℎ′′ =
2b(�q − p) − �
b(�2 + 1)

ℎ′ +
m1n1

b(�2 + 1)
ℎ2 −

b(p2 + q2) + a
b(�2 + 1)

ℎ. (14)

Thus, we can derive the general solution for this equation for

f (−�ℎ′) = 2b(�q−p)−�
b(�2+1)

(1 − �2)ℎ′,

g(ℎ) = m1n1
b(�2+1)

(1 − �2)ℎ2 − b(p2+q2)+a
b(�2+1)

(1 − �2)ℎ.

Finally, by undoing the change of variables (5), a exact solution of the non-linear viscoelastic wave Equation (1) is

u(x, t) = ! + 6�2
25�

− exp
{

2(x − � t)�
5�

}



(

c2 −
5�

�
√

12�
exp

{

(x − � t)�
5�

}

, 0, c1

)

. (15)

FIGURE 1 Solution (15) for � = � = � = c1 = c2 = 1.

Solution (15) is a soliton (see Figure 1 ). Furthermore, we can find another solution by using a different procedure.
Let us assume that Equation (6) has a solution of the form

ℎ = �H�(z),
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where � and � are parameters to be determined later. Here,H(z) is a solution of the Jacobi equation

(H ′)2 = r + pH2 + q H4, (16)

with r, p, and q constants.
H has the expression of an exponential or polynomial function. IfH is a solution of Equation (16), we can distinguish three
cases: (i)H is the Jacobi elliptic sine function sn(z, m), (ii)H is the Jacobi elliptic cosine function, cn(z, m), (iii)H is the
Jacobi elliptic function of the third kind dn(z, m). However, we focus on the first case.
IfH(z) = sn(z, m),

ℎ(z) = p snq(z|m) (17)
is a solution of (6). Substituting (17) into (6), we obtain the expressions of f (−�ℎ′), g(ℎ), and the parameters that make (17) a
solution of (6).
This procedure was applied by BruzÃşn and Gandarias27 to a similar equation, obtaining an exact solution. In the same way,
an exact solution of Equation (1) is

u(x, t) = p snq(x − � t|m). (18)

FIGURE 2 Solution (18) for � = p = q = 1 and m = 0.5.

Solution (18) is shown in Figure 2 . Particularly, the solution is a stable non-linear non-harmonic oscillatory periodic wave.

4 CONSERVATION LAWS

The concept of a conservation law, which is a mathematical formulation of the familiar physical laws of conservation of energy,
conservation of momentum and so on, plays an important role in the analysis of basic properties of the solutions. For instance,
invariance of a variational principle under a group of time translations implies the conservation of energy for the solutions of the
associated Euler-Lagrange equations, and invariance under a group of spatial translations implies conservation of momentum18.
Anco and Bluman presented a direct conservation law method for PDEs expressed in normal form. A PDE is in normal form if
it can be expressed in a solved form for some leading derivative of u such that all the other terms in the equation contain
neither the leading derivative nor its differential consequences23.
A conservation law admitted by Eq. (1) satisfies the divergence identity

DtT +DxX = (utt − uxx + f (ut) = g(u))Q,



M.S. Bruzón ET AL 7

called the characteristic equation for the conserved density T and the conserved flux T .
However, the general form for low-order multipliers Q in terms of u and derivatives of u is given by those variables that can be
differentiated to obtain a leading derivative of the equation. Clearly, utt can be obtained by differentiation of ut with respect to
t, and uxx can be obtained by differentiation of ux with respect to x.
This determines

Q(t, x, u, ut, ux)
as the general form for a low-order multiplier for Eq. (1).
All low-order multipliers can be found by solving the determining equation

Eu((utt − uxx + f (ut) − g(u))Q) = 0, (19)

where Eu represents the Euler operator with respect to u18, that is

Eu = )u −Dx)ux −Dt)ut +DxDt)uxt +D
2
x)uxx +⋯ .

Hence, we write and split the determining equation (19) with respect to uxx, utt, utx, yielding an overdetermined system in Q,
f (ut), g(u). The multipliers are found by solving the system with the same algorithmic method used for the determining
equation for infinitesimal symmetries. Thus, we obtain a complete classification of multipliers and conservation laws.

TABLE 1 Multipliers admitted by Eq. (1), with f (ut) ≠ 0.

f (ut) g(u) Q

f0ut + f1 arbitrary ux ef0t

f0 arbitrary ux, ut
f0 g1 eg0u − f0 ut, ux, tut + xux +

2
g0

−g0 −
1

f0ut+f1
g0 f0utux + f1ux

− 4f0
ut+f1

+ f2
4f0
f1
− f2 ut + f1

The solutions with f (ut) ≠ 0 are shown in Table (1 ).

4.1 Conservation Laws
The non-trivial low-order conservation laws of the viscoelasticity model utt − uxx + f (ut) = g(u), with f (ut) ≠ 0, are the
following:
∙ For f (ut) = f0, g(u) arbitrary function and Q = ut, we obtain the following conservation law:

T = 1
2
ux
2 + 1

2
ut
2 + ∫ g

(

u
)

+ f0 du, (20)

X = −utux.

∙ For f (ut) = f0, g(u) arbitrary function and Q = ux, we obtain the following conservation law:

T = utux, (21)

X = −1
2
ux
2 − 1

2
ut
2 + ∫ g

(

u
)

+ f0 du.

∙ For f (ut) = f0, g(u) = g1 eg0u − f0 and Q = tut + xux +
2
g0
, we obtain the following conservation law:

T = 1
2g0

2 teug0g1 +
(

tut
2 + tux2 + 2 uxxut

)

g0 + 4 ut, (22)

X = 1
2g0

2 xeug0g1 +
(

−2 tutux − xut2 − ux2x
)

g0 − 4 ux.
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∙ For f (ut) = f0ut + f1, g(u) an arbitrary function and Q = ux ef0t, we obtain the following conservation law:

T = uxef0 tut, (23)

X = ∫ ef0 t
(

g
(

u
)

+ f1
)

du + 1
2
(

−ut2 − ux2
)

ef0 t.

∙ For f (ut) = −g0 −
1

utf0+f1
, g(u) = g0 and Q = f0utux + f1ux, we obtain the following conservation law:

T = 1
6
f0 ux

3 + 1
2
f0 ut

2ux + f1 uxut, (24)

X = −1
2
f0 utux

2 − 1
2
ux
2f1 −

1
6
f0 ut

3 − u − 1
2
ut
2f1.

∙ For f (ut) = −
4f0
ut+f1

+ f2, g(u) =
4f0
f1
− f2 and Q = ut + f1, we obtain the following conservation law:

T = 1
2
ux
2 + 1

2
ut
2 + f1 ut + 4

f0 u
f1

, (25)

X =
(

−ut − f1
)

ux.

Next, we study the meaning of some of these conservation laws. Every conservation law yields a corresponding conserved
integral

[u] = ∫
Ω

T dx,

where Ω is the domain of solutions u(t, x, y).
For Equation (1) with f (ut) constant and g(u) nonlinear function, conservation law (20) yields conservation of an energy
quantity

[u] = ∫
Ω

1
2
ux
2 + 1

2
ut
2 + ∫ g

(

u
)

+ f0 du dx,

which represents the total energy for solution u(x, t).
Conservation law (21) yields the conserved quantity

[u] = ∫
Ω

utux dx,

which is momentum quantities.

5 CONCLUSIONS

In this paper, we have obtained a complete Lie group classification for the viscoelastic wave equation (1) in the presence of
damping and source terms, for different expressions of the functions f and g. Then, we have constructed the corresponding
reduced equations. These reductions make easier the resolution of the viscoelastic wave equation (1) in order to obtain
solutions of physical interest such as solitons. Moreover, we have obtained these travelling wave solutions from the reduced
equations by the comparison between equation (1) and comparable equations studied before by other authors. Furthermore,
classical Lie symmetries are not the only ones that can be studied. Another symmetries such as non-classical or potential
symmetries can be studied in the future. Finally, we have derived the non-trivial low-order conservation laws by using the
multiplier method developed by Anco and Bluman.
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