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ABSTRACT. We study a certain nonlocal evolution equation generalising a model introduced to
explain colour patterns on a skin of the guppy fish. We prove an existence of stationary solutions
using either the bifurcation theory or the Schauder fixed point theorem. We also present numerical
studies of this model and show that it exhibits patterns similar to those modelled by well-known
reaction-diffusion equations.

1. INTRODUCTION

The goal of this work is to study analytically and numerically stationary solutions to the following
initial value problem for an unknown scalar function u = u(x,t)

ug = —au+ f(Tu), xzeQ, ¢>0,

(1'1) u(x,O) = Uo(l‘), T € Q’

where ¢ RY is bounded, ¢ > 0 and T is an integral operator. We assume that f € C? in the
neighbourhood of 0, f(0) = 0 and f'(0) # 0. This is a generalisation of a model introduced by
Shigeru Kondo which we recall and discuss in Subsection 1.1, below.

Let us review results of this work. In Section 2, we introduce our main results. We prove an
existence of stationary solutions to problem (1.1) using two methods. First, we apply the bifurcation
theory to prove the existence of small nonconstant stationary solutions. Next, we construct large
nonconstant stationary solutions using the Schauder fixed point theorem. In Section 3 we present
numerical simulations of solutions to model (1.1) and we discuss those numericals results obtained
for various parameter range. Numerical simulations indicate that under specific conditions we
may obtain diversified patterns, namely nonconstant stationary solutions. In Section 4 we prove
mathematical results stated in Section 2.

1.1. Kondo model. The mathematical model proposed by Kondo [5] is a nonlocal differential
equation of the form (1.1) where u = u(x,t) describes the concentration of a specific substance in a
fish skin, where a fish surface is a bounded and connected subset of plane Q ¢ R2. In that model,
the substance production rate results from destruction law and cell synthesis law. The destruction
law states that production rate is negatively impacted by the substance density. Cell synthesis

1991 Mathematics Subject Classification. 35B36, 35Q92, 92C15.

Key words and phrases. Kondo model, patterns formation, convolution operators, Rabinowitz bifurcation theo-
rem, Schauder fixed point theorem, numerical simulations.

This work was partially supported by the NCN grant 2016/23/B/ST1/00434.

The author is grateful to Grzegorz Karch for his comments on this work.

1



2 SZYMON CYGAN

law states that production rate is influenced by the substance distribution over the surface. This
phenomenon is described by the differential equation

(1.2) % =(S-a)u,

where a > 0 is a constant cell destruction rate and S corresponds to a cell synthesis. A cell synthesis
is a process of sophisticated cell interactions, dependent on stimulation operator. Kondo claimed
that cell influence on neighbours production rate depends only on distance between cells. Thus, a

cell synthesis is modelled as a convolution with a radial kernel K

(13) stim(a,y) = [[ u(e =&y -mKN/E+7P)dedn.

To ensure that the cell density will not be divergent to infinity, the cell synthesis follows the
saturation law, which in the work by Kondo is given by the following formula

0, Stim <0,
(1.4) S =1{Stim, 0<Stim<M,
M, Stim > M.

This saturation function states that the impact of cell density on a production rate is smaller then
M and cannot be negative. In biological models considered by Kondo, the kernel K = K(r) is
designed to have the both: positive and negative part, which states that cells can either increase or
decrease neighbours production rate. The positive impact is called activation and negative is called
inhibition.

1.2. Other nonlocal models. The nonlocal models with convolution kernels are widely used
in various fields such as genetics, neurology and ecology. For example, Amari [1] modelled the
dynamics of neuron fields in the brain using the following equation

Tur = -u+w* H(u)+s, for zeR,

where u(z,t) is the membrane potential of the neurons, w is the convolution kernel, s describes the
external stimuli and H is the Heaviside function. The convolution operator represents the influence
of cells in the neighbourhood on the membrane potential.

The following equation in an another model of a nonlocal spatial dispersal

ur=k*u—bu+ f(u),

where u(x,t) denotes the population density, k is the convolution kernel, b is the positive constant
and f is the nonlinear function. The kernel k corresponds to the transition possibility and b describes
the degradation rate. This model was studied by Hutson et al. [4] where, despite the behaviour of
this model is similar to the corresponding reaction diffusion system, it is more suitable to describe
a single species dispersal.

Berestycki et al. [2] analysed the nonlocal Fisher-KPP equation for a population dynamics with
nonlocal interactions

(1.5) up = Au+ pu(l -k *u), xeR?

and showed that this model has travelling waves, similarly as is in the classical Fisher equation.
Another important mathematical result comes from the work by Ninomiya et al. [8] who studied
an extension of a reaction-diffusion system to the nonlocal evolution equation on the one dimensional
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torus

ug=Au+g(u,J*u), xeT, >0,

up(x) = u(z,0), xeT.

They proved that under particular conditions, this nonlocal model can be approximated by solutions
to classical reaction-diffusion systems.

(1.6)

2. MAIN RESULTS

In this work, we consider the following initial value problem
ug = —au+ f(Tu), xzeQ, ¢>0,

2.1) w(x,0) =uo(z), 2.

with an unknown scalar function u = u(z,t). Here Q ¢ R is a bounded open set, a > 0 is a
constant and function f:R — R is Lipschitz. Nonlocal effects in this equation are described by a
linear operator T : L2(Q) - L?(Q) given by the formula

22) Tu(e) = [ K(x-yu()dy
with K e L2(RY) satisfying K (z) = K(-z) for all z e RY.

Remark 2.1. There exists a unique global-in-time solution u € C'([0,0), L?(€2)) of problem (2.1)
for each initial condition ug € L?(2) because f is assumed to be a globally Lipschitz function. This
is a standard result involving the Banach contraction principle. Moreover one can easily prove that
if |f(z)| < M for all z € R, then |u(,t)| < max {|ug e, 2} for all (z,t) € 2 x [0, c0).

Remark 2.2. Since Q c RY is bounded, the operator T : L*(2) - L?(Q2) given by equation (2.2) is
symmetric and compact. By the spectral theory for such operators, there exists a sequence of eigen-
values {\;}52; ¢ R satisfying A; - 0 and an orthonormal basis {e;}52, of L*(£) of eigenfunctions
of the operator T', namely, we have T'e; = \;je; for every j € N.

First, we consider the linear counterpart of problem (2.1)
up=—-au+b-Tu, xe€Q, t>0,
U,(JZ,O):U,O(JJ), era
with b e R\ {0}. Notice that, if § = A\ for some k € N, then the eigenfunction e, corresponding to

eigenvalue \j is a nonconstant stationary solution of the first equation in (2.3). In the following
proposition we find a condition under which this stationary solution is stable.

(2.3)

Proposition 2.3. Let u = e be a nonzero stationary solution of linear problem (2.3) where ey, is
an eigenfunction of the operator T' corresponding to the eigenvalue Ay = §. The solution u is stable
if and only if bA; < a for each j € N.

The proof of this proposition is postponed to Section 4.1. Now, we only notice that, by Proposi-
tion 2.3 if b > 0 then u = ey, is stable if and only if A\, = 7 is the biggest eigenvalue of T". On the
other hand, if b <0 then u = ey, is stable if and only if Ay = ¢ is the smallest eigenvalue of T'.

Next, we study stationary solutions of the nonlinear problem (2.1), namely we consider the

nonlinear and nonlocal equation
(2.4) 0=-au+ f(Tu), ze0

with an unknown function % = u(x) and Q c RY.
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First, we prove an existence of solutions to this equation in a neighbourhood of zero solution
by using a bifurcation theory. Since, we apply methods from the theory of elliptic equations and
variational methods we need to impose additional assumptions for the eigenvalues of the operator 7.

Assumption 2.4. Let {); }5’;’1 be the set of eigenvalues from Remark 2.2. We assume that A; # 0
for each j €N and \; <0 for a finite number of eigenvalues.

Theorem 2.5. Let Assumption 2.4 be satisfied and denote by d > 0 an arbitrary constant such
that d +a)j > 0 for each j € N. Assume f € CF satisfies f(0) =0 and \y = % for some k € N.
There exists a sequence {c,}>, ¢ R converging to 1 and a sequence of nonconstant functions
(U, )22, c L?(Q), such that (u,) is a weak solution of

(2.5) 0=-acyu, + f(Ta,) +d(1 - c,) Ty,
for each n e N.

We postpone the proof of this theorem to Section 4.3, where solutions are constructed by variational
methods and the Rabinowitz bifurcation theorem [9]. Note that nonzero solutions of equation (2.5)
are obtained as a bifurcation of a nonzero solution to the linear equation 0 = —aw + f'(0)7T .

Nontrivial solutions in Theorem 2.5 are constructed in a small neighbourhood of zero solution.
Now, we construct large solutions and for simplicity of the exposition, we consider the one dimen-
sional problem with an open set 2 c R and the function f given explicitly by

1, x>1,
(2.6) fx) =1z,  we[-1,1],
-1, x<-1.

Assumption 2.6. We assume that the kernel K (x) = K(|x|) is even and compactly supported. We
decompose the kernel as follows

K=K, +K_ with K,=max(K,0) and K_=min(K,0)
where

o supp(Ky) c [-2, 2],
o supp(K_) c[-4, —2]u[2, 4].

Examples of kernels with properties in Assumption 2.6 are presented in Fig 3.1. In the following
theorem we construct large solutions to equation (2.4) under additional constraints imposed on the
kernel K.

Theorem 2.7. Assume Q = [-L, L] with L > 6. Let the function f be given by formula (2.6).
Let Assumption 2.6 holds true. Suppose, moreover, that the kernel K satisfies one of the following
conditions

(1) either K(x) >0 for all x € R and

f K(z)dz > 2a,
R

(2) or K,(x) is a nonincreasing function for x >0 and

K(z)dx > 2a,
fR (x)dx > 2a

Then, there exists a nonconstant solution to equation (2.4).
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Remark 2.8. The kernel K3 on Fig. 3.1 has the property (1) in Theorem 2.7 and the kernel
K, — property (2).

For some nonpositive kernels, one can also construct periodic solutions for equation (2.4) on the
whole line.

Theorem 2.9. Let Q =R. Assume that function f is given by formula (2.6). Let Assumption 2.6
holds true. If the kernel K satisfies

K(z)<0 for all z e R,

Jz K(z)dz < 2a,

K(z)=K(6-x) for all z € [2, 4],

K(x)=K(6+x) for all x € [-4, -2]

then there exists a nonconstant periodic solution to equation (2.4) considered on the whole line
Q=R.

Remark 2.10. The kernel K, on Fig. 3.1 satisfies all assumptions from Theorem 2.9.

Stationary solutions in Theorem 2.7 and Theorem 2.9 are obtained via the Schauder fixed point
theorem and we postpone the proofs to Section 4.4.

Remark 2.11. Equation (2.4) reduces to the Kondo model [5] in the case of the cut-off function

1, x>1,
f@) =1z, zel0, 1],
0, x<0.

Kernels considered in [5] are always sign changing functions because in the case of either nonpositive
or nonnegative kernels, no nonconstant stationary solutions have been observed numerically. In our
case of the function f(z) given by (2.6) we observe nonconstant solutions also for nonpositve and
nonnegative kernels.

Remark 2.12. Ideas from the proof of Theorem 2.7 and Theorem 2.9 in one dimensional case can
be used to obtain pattern in two dimensions, but this would require more involved assumptions
for convolution kernels. Numerical simulations (Fig. 3.6 — 3.10 ) indicate that a type of a con-
volution kernel strongly influences a shape of a transient gap, however this topic requires further
investigation.

3. NUMERICAL SIMULATIONS

3.1. Description of the problem. Here we illustrate theoretical results from the previous section
by presenting numerical simulations of solution to model (2.1) with ¢ =1 and with a suitable odd,
monotone, nondecreasing function f. More precisely, we consider the problem

ug=-u+ f(Tu) ze€f, t>0,

3.1
(3.1) ug = u(0, ), z €,
with

-1, bxr<-1,
(3.2) flx)y=<bx, -1<brg<l,

1, bx>1,
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and with a parameter b > 0.

We consider the one dimensional and two dimensional version of this problem. In one dimen-
sion, we choose = [-50, 50] and the convolution kernel satisfying supp(K) c [-4, 4]. An initial
condition ug(x) is either random with values from the interval [-1, 1] or it is given by

-1, =20
3.3 _lTh )
(3:3) o {1, z<0.

In the two dimensional case, we set = [-50, 50]? and here we assume that supp(K) c [-4, 4]°.
Initial condition ug(x) is either random from interval [-1, 1] or it is given by

L, wel2,2]
3.4 uo(z) =
3.2. Numerical scheme. We approximate solution to problem (3.1) on a grid consisting 601
uniformly distributed points in one dimension and 601 x 601 points in the two dimensional case.
We use the explicit Euler method with a fixed time step dt >0

(3.5) Upsl = Up + dt( — QU + f(Tun))7
where T denotes the discrete version of the convolution operator T' given by the formula (2.2)
. 300
(3.6) Tuy(z)= Y. K(i)un(z-1)
i€-300

in one dimension and with the radial extension in two dimensional case. To obtain numerical
stationary solutions to problem (3.1) we analyse numerical simulations obtained via scheme (3.5)
for large n. More precisely we claim that @ = u,, is a numerical stationary solution to problem (3.1)
if |ty — Un—1]leo €1 where n >0 is our premised precision.

3.3. One dimensional simulations. We present numerical simulations of solution to problem
(3.1) for kernels K1, Ko, K3 and K4 shown on Fig. 3.1. The kernel K has positive part concentrated
near zero which corresponds to a local activation. On the other hand, the negative part of K;
describes long range inhibition. The kernel K5 has positive and negative part as well, but its
positive part is not supported in the neighbourhood of zero. Here, our numerical simulations show
that this property of the kernel modifies a shape of obtained patterns. The kernel K3 has only a
positive part, thus the inhibition process is absent. Finally the kernel K4 with only the negative
part describes only an inhibition process. Our numerical simulations shows that, even if the kernel
K, does not stimulate u to rise, we still obtain some patterns.

Kernel K1 Kernel K2 Kernel K3 Kernel K4
1 1 1 °
0.5 0.5
0 0 0.5 0.5
-0.5 -0.5
1 1 0 1
4 2 0 2 4 4 2 0 2 4 -4 2 0 2 4 4 2 0 2 4

FIGURE 3.1. The kernels K, K5, K3 and K4 used in one dimensional numerical simulations.
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We obtain two types of stable stationary solutions. Small stationary solutions are of the first
type and their existence have been proved in Theorem 2.5. Since these solutions do not touch the
truncation level of the function f in (3.2), they are solutions to the linear problem considered in
Proposition 2.3. Fig. 3.2 shows such solutions obtained for the kernels K, Ko, K3 and K4. In
order to have such solutions, we choose random initial condition in scheme (3.2) and we set b = lev
where g is the maximal eigenvalue of the convolution operator T, obtained through numerical
approximation.

e

L L L L L L L L L L L L L L L L
-50 -40 -30 -20 -10 0 10 20 30 40 50 -50 -40 -30 -20 -10 0 10 20 30 40 50

—4‘0 —C;O —2‘0 —1‘0 6 1‘0 2‘0 3‘0 4‘0 50 - -50 'A;O '?‘:O —2‘0 —1‘0 0 1‘0 2‘0 C;O 4‘0 50
Q Q

FIGURE 3.2. Stationary solutions to one dimensional problem (3.1) obtained via

scheme (3.2) with random initial conditions. Here we choose b = 0.04035 for K,

b = 0.08982 for K5, b = 0.06266 for K3 and b = 0.063202 for K4. Since, these

solutions do not touch the truncation level in the function f, these are, in fact,

stationary solutions to linear problem (2.3) with a = 1.

Next, we obtain large stationary solutions considered in Theorem 2.7 and Theorem 2.9. The
existence of such solutions is strongly connected with the saturation property of the function f,
because these solutions hit the saturation level +1. Fig. 3.3 shows such solutions obtained for the
kernels K7, Ko, K3 and K. Here, in the numerical scheme, we take the step-like initial condition wug
given by (3.3). For completeness of the exposition, we present also similar simulations for random
initial conditions in Fig. 3.4.

Remark 3.1. In Section 4.4 we introduce particular family of sets B which are invariant under
operator f(T"). We claim that the width of the gap required to jump from the level 1 to -1 is at
least as big as the support of the positive part of convolution kernel. According to our simulations,
the width of gap is significantly smaller then the value assumed during the construction of B. Since
the shape of function u in the gap vary for different types of kernels, precise construction of set B
would require much more technical details.
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1 1 I
0.5r 1 05 .
0 > 0
05F 1 05F
1 1
5 0 5 5 0 5
Q Q
1 1 T
0.5r 1 0.5 !
0 > 0
05 1 05
» ‘ A ‘
5 0 5 -10 5 0 5 10

Q Q

FIGURE 3.3. Numerical stationary solutions to one dimensional problem (3.1) ob-
tained via scheme (3.2) with initial conditions given by (3.3). Here, b = 0.8 for K7,
b=0.7 for K9, b=0.1 for K3 and b= 1.0 for Kjy.

1 1 I ‘ -}
05 05
0 o 0
-0.5 L 1 -05
, | .
-5 0 5 -5 0 5
Q Q
1 1 ‘
0.5 . 0.5 1
0 o 0
05 1 -0.5r
-1 -1 ‘ :
-5 0 5 -10 -5 0 5 10
Q Q

FIGURE 3.4. Numerical stationary solutions to one dimensional problem (3.1) ob-
tained via scheme (3.2) with random initial conditions. Here, b =0.8 for K1, b=0.7
for K9, b=0.1 for K3 and b =1.0 for Kjy.
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3.4. Two dimensional results. Here, we present two dimensional stable stationary solutions
obtained via scheme (3.2) and we focus only on large stationary solutions. We present simulations
for five different kernels K5, Kg, K7, Kg and Kg shown in Fig. 3.5. The kernels K5 and Kg are
positive near zero, and negative otherwise, what corresponds to the local activation and the long
range inhibition. Both kernel have the same positive part, but the kernel Ky corresponds to the
weaker inhibition effect. Kernel K7 is zero near 0, positive at some distance from zero, and negative
otherwise. We have long range activation and long range inhibition. The support of the negative
part is set to to ensure that the integral over the kernel is relatively small. Kernel Kg is negative in
the neighbourhood of 0 and positive otherwise, which corresponds to the local inhibition and long
range activations. Kernel Kg has only negative part.

Kernel K 5 Kernel Ke

Kernel K9

-0.2

041

-0.61

-0.81

FiGURE 3.5. The kernels K5, K¢, K7, Kg and Kg used in two dimensional numer-
ical simulations.

For each kernel, we present four patterns which are obtained from either step-like initial condi-
tion (3.4) or random initial condition and two different values of b, either b slightly greater then
betirical (denoted b = bepiricar + € with sufficiently small € > 0) or b significantly greater then b.ritical
(denoted b >> beriticar). There exists a particular constant, namely beriticar = A%’ where \j is the
maximal eigenvalue of operator T', such that for each b < beriticar €very solution of problem (3.1)
with arbitrary initial condition ug converges to 0. When b = b.rjticar We have linear case and ob-
tained patterns are eigenfunctions of operator T'. To obtain large nonconstant stationary solutions

we need to ensure that at least one eigenfunction becomes unstable, namely b > beyiticai-
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Random ug b>>b

Regular Ug» b >> bcritical
50 1

o X X9

o Vf/ﬂ r\-\\‘
o ﬁ‘/ﬁﬁﬂQ

-50 0
9]

critical

-0.5

o

Randomu ,b=Db Regularu

cntncal crltncal
1 50 ' l &' 1
> 0.5 0.5
»
0 0 0
-0.5 -0.5

»50
S S

FIGURE 3.6. Numerical stationary solutions to problem (3.1) obtained via
scheme (3.2) for kernel K5. Here, b = 1 (upper row) and b = 0.0063 (lower row),
initial condition is random (left column) or step-like function (3.4) (right column).
We obtain symmetric patterns for symmetric initial condition (3.4). The width
of black and white paths is constant and it depends on the the size of the kernel
support. If b = beriricar + € we have only a few unstable eigenfunctions, hence pat-
terns are more regular. However, if b >> b.riticar, then there are many unstable
eigenfunctions and patterns are more diversified and involved.
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Randomu_,b>>b Regular Uy b>>b

critical critical

1 50

0.5 0.5
0 0 0
0.5 0.5
1 -50 -1
-50
Q
i Random Uy b= bcritical + ¢ 1 . Regular Uy b= bcritical + e )
- ‘
0.5 0.5
—
OFw -é o ) ’
-0.5 -0.5
-50.'“l (- g -sonll‘_‘l e g
-50 0 50 -50 0 50
Q Q

FIGURE 3.7. Numerical stationary solutions to problem (3.1) obtained via
scheme (3.2) for kernel K. Here, b =1 (upper row) and b = 0.0070 (lower row), ini-
tial condition is random (left column) or step-like function (3.4) (right column). We
obtain symmetric patterns for symmetric initial condition (3.4). If b = beritical + €
we have only a few unstable eigenfunctions. For b >> b.ritica; We have many unsta-
ble eigenfunctions. Notice that for large b the width of white and black paths is no
longer constant. The negative part of kernel K¢ is small and hence large constant
areas are invariant under operator T'. In case of step-like initial condition (3.4), a
large positive part of the kernel is insufficient to spread the positive solution across
the domain but it can preserve the existing one if the initial square is sufficiently
large.



12 SZYMON CYGAN

Random u, b>>b

>>
Regular Uy b bcritical

50 1
0.8
0.6
0.5
0.4
0.2
0 0 0
-0.2
-0.4
-0.5
-0.6
-0.8
-50 1
-50 0 50

Q Q

critical

= +
Regular Up> b bcr'itical

|I — I I l
o 1 }o

Randomu_,b=b .. +¢
0 critical

g

50 g
»

-

D

)
7

s

?; Z

il

m

og_i“ i‘i\:\ﬁ
ol DI %// z B, il =}

Q Q

FIGURE 3.8. Numerical stationary solutions to problem (3.1) obtained via
scheme (3.2) for kernel K7. Here, b = 1 (upper row) and b = 0.0127 (lower
row), initial condition is random (left column) or step-like function (3.4) (right
column). We obtain symmetric patterns for symmetric initial condition (3.4). If
b = beritical +€ We have only a few unstable eigenfunctions. The maximal eigenvalue
corresponds to high order eigenfunction and hence the white and black lines are
thin. If b >> beririca; there are many unstable eigenfunctions. Notice that, locally
the solution is distorted with a set of small humps distributed across the white
paths. The size of those humps depends on the size of the gap in kernel K.
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Random u, ,b> Regularu_,b>>b_ ..
crmcal 0 critical
50 50 Z ~ 2
0.8 0.8
0.6 0.6
/ 0.4 0.4
/ 0.2 0.2
0 0
0.2 0.2
-0.4 0.4
x\ -0.6 0.6
-0.8 0.8
50 \ //\\\\
O
S
Randomug,b=b_..  +¢ Regularug, b=b_..  +e¢
50
0.8 0.8
0.6 0.6
% 0.4 0.4
0.2 0.2
0 0 0
0.2 0.2
0.4 0.4
0.6 0.6
0.8 0.8
50 7o
-50 0 50

FIGURE 3.9. Numerical stationary solutions to problem (3.1) obtained via
scheme (3.2) for kernel K. Here, b =1 (upper row) and b = 0.0352 (lower row), ini-
tial condition is random (left column) or step-like function (3.4) (right column). We
obtain symmetric patterns for symmetric initial condition (3.4). The width of black
and white paths is constant and it depends on the the size of the kernel support.
If b = beritical + € We have only a few unstable eigenfunctions. If b >> bepiticar there
are many unstable eigenfunctions, however solutions are similar to those obtained
for small b. There are no other eigenvalues in the neighbourhood of the maximal
eigenvalue hence eigenfunction corresponding to maximal eigenvalue dominates the
shape of patterns.
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Random ug b>>b

Regular Uy b>>b

50 critical critical ]
0.8 0.8
% rJ 0.6 0.6
) 0.4 0.4
/ c 0.2 0.2
0 0 0
() ~— 0.2 0.2
D & 0.4 0.4
0.8 0.8
w0 9D i(\\ @lﬁ
50 0 50
Q Q
0 "Random Uy b= bcritical + € " nRegular Ugs b= bcritical + €
y 0.8 y 0.8
0.6 0.6
0.4 0.4
0.2 0.2
0 0 0 0
0.2 0.2
-0.4 0.4
N -0.6 \ 06
0.8 0.8
I L
50 0 50 -50 0 50
Q Q

FIGURE 3.10. Numerical stationary solutions to problem (3.1) obtained via
scheme (3.2) for kernel Ky. Here, b = 1 (upper row) and b = 0.0040 (lower row),
initial condition is random (left column) or step-like function (3.4) (right column).
We obtain symmetric patterns for symmetric initial condition (3.4). The width
of black and white paths is constant and it depends on the the size of the kernel
support. If b = beriricar + € we have only a few unstable eigenfunctions, hence pat-
terns are more regular. However, if b >> b.riticar, then there are many unstable
eigenfunctions and patterns are more diversified and involved.
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4. PROOFS OF MATHEMATICAL RESULTS

4.1. Stability of solutions to the linear problem.

Proof of Proposition 2.3. Let u = e be a stationary solution to the linear problem (2.3). We
consider this problem with perturbed initial condition ug = ex + u. and expand the solution in the
orthonormal basis {e;}72; of operator 7' from Remark 2.2, namely u(t,z) = X321 a;(t)e;(x) with
unknown functions {a;(#)}32;. We substitute u in equation (2.3) and obtain

[}

(41) > ) (1)es () - i a;(t)e;(2) +b- i a; (D) ()

j=
which is satisfied if, and only if a}(t) = a;(t) (b- A; - a) for each j e N and hence

[

Hu(',t) HZ = Z aj(0)2€2(b)\j—a)t'

J=1

If b- A; —a <0 for each j € N then the stationary solution to problem (2.3) is stable and satisfies
lu(-,t)]|2 < [uol2. Since Aj = 0 as j — oo, then the solution is stable if ¢ is equal to the maximal
eigenvalue for b > 0 or minimal eigenvalue for b < 0. O

4.2. Weak solutions to the nonlinear problem. Under Assumption 2.4 we may define, formally
the operator 7!

1
T_lej = —e¢; for each j €N
Aj

and rewrite the equation (2.4) in the form

(4.2) 0=-aT*(7) + f(7).
We are going to find a solution to the equivalent equation
(4.3) aT ™" (v) + dv = dv + (),

where a fixed parameter d satisfies d + a); > 0 for each j € N. First, we introduce the bilinear form
and weak solution to problem (2.4)

Definition 4.1 (Bilinear form (@, D(Q))). Let Assumption 2.4 hold true. For each u, v € L*(Q)

such that u= Y22 aje; and v =372, bje; let

oo oo a
D(Q) = {u:;ajej :;a?(>\j+d) < oo}
and

Q(u,v) = Y ajb; 4 ia , for u,ve D(Q).
j=1 >‘j

Definition 4.2 (Weak solution). Let Assumption 2.4 hold true. The function v € D(Q) is a weak
solution of equation (2.4) if

(4.4) (v, 0)0 = dfﬂﬁ(x)go(ac)dx + fQ f(@(m))gp(x)dx for each ¢ € D(Q).



16 SZYMON CYGAN
Remark 4.3. Note that,

(ej,v)g = bj()% +d) = ()\% + d)(ej,v) = ((aT‘1 +d)ej,v>.

Remark 4.4. Since 3~ +d > 0 for each j € N the bilinear form (,-)¢ is a scalar product on D(Q).
J
We denote by || - | the corresponding norm.

Lemma 4.5. The image of operator T given by (2.2) is a subset of L*°(Q). Moreover Im(T) is
dense in D(Q) and D(Q) is dense in L*(£2).

Proof. Let u e L?(£2). We have
[Tl = | [ K@=pyu(ay|_ <K@=, ]ul,
To show the density, observe that finite sums uy = ij\i1 aje; € Im(T), thus
9 N—oo

>, 2 a N-oo >,
lu-unlo= > a (+d)—>0 and |lu-unlz= ), af ——0.
j=N+1 Aj J=N+1

O

Remark 4.6. Notice that |- |2 < C| - |¢ for all u e D(Q) which is a consequence of the relation
)\j - 0.

We study problem (4.4) by variational methods. For a function F'(v) = f(v) we define a
functional J: D(Q) - R, by the formula

d
(4.5) J(v) = 3 va(x)de + fQ F(v(z))dz, for each ve D(Q).
First, we prove basic properties of the functional J.

Lemma 4.7. For every f € C?(R) the functional

(4.6) J(v) = g'[gv(mfdx + fQF(v(x))dx
satisfies J € C*(D(Q),R).

We skip a direct proof of this Lemma.

4.3. Existence of stationary solutions using a bifurcation theorem. Let X be a real Hilbert
space, 2 € X be a neighbourhood of 0. Let L : 2 — X be a linear continuous operator and let
HeC(,X). Set H(v) =o(|v|) as v - 0. Consider the abstract equation

(4.7 Lv+ H(v) = \v.
Obviously, there exists a trivial solution (A,0) € R x X for each .

Definition 4.8. A point (x,0) € R x X is called a bifurcation point for equation (4.7) if every
neighbourhood of (y,0) contains a nontrivial solution of (4.7).

Remark 4.9. Notice that, if (u,0) is a bifurcation point then u belongs to the spectrum of operator L.
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Proof. Let (u1,0) be a bifurcation point for equation (4.7). Consider the family of balls
By, ((1,0),1) c Rx X. For each n there exists (pin,v,,) € B, satisfying
(4.8) Lv, + H(vy,) = ppvy,.

Obviously, we have p,, - p. Divide both sides of this equation by the norm of v,, and consider the

weak solution
Lo, H(v,) Up,
/wafiso:/un—sa
lvn | lvn | lvn |

By assumption for H, if n - co we obtain [ ”(”’ﬂ ¢ = 0. Put w, = ﬁ Sequence {w,}o; is

bounded, hence it is weakly compact. Hence, w,, — w and

fQL(w)<p=fQuw<P-

The equality holds for each v € X, hence u belongs to the spectrum of the operator L. (|
Now, we recall a classical result from the bifurcation theory.

Theorem 4.10 (Rabinowitz Bifurcation Theorem, [9]). Let X be a real Hilbert space, U a neigh-
bourhood of 0 in X and I € C?>(U,R) with I'(v) = Lv + H(v), L be linear and H(v) = o(|Jv||)) at
v=0. If pu is an isolated eigenvalue of L of finite multiplicity, then (u,0) is a bifurcation point for
(4.7). Moreover, at least one of the following occurs:

(1) (11,0) is and isolated solution of (4.7) in {p}x X

(2) There is one-sided neighbourhood, A of p such that for all X € A~ {u}, equation (4.7)
possesses at least two distinct nontrivial solutions.

(3) There is a neighbourhood I of p such that for all A € I ~ {u}, equation (4.7) possesses at
least one nontrivial solution.

We are now ready to prove the existence of stationary nontrivial solutions for problem (4.4).

Proof of Theorem 2.5. We define operators L and H

1
L(v) = ()% + d)v and H(v) = f(v) - a)\—jv.
The equation (4.4) can be rewritten as

(4.9) (0.¢)q= [ L@p+H@)p for ¢eD@Q).
Let us define the nonlinear functional T (v) :D(B)—>R

(4.10) I(v)— fv +f(F(v)—— 1)2)

Let I(v) be as in (4.10) then DI(U) = Lv+ H(v). From Lemma 4.7 we obtain that functional
IeC*(D(Q),R). To prove that H(u) = o([|v]) p(g), we need to check that if [v|p(gy — 0, then

IH (v) ] gy

(4.11)
HUHD(Q)

- 0.

Since f(0) = 0 we obtain

|f(v) —ax-- UHD(Q) |.f(v) = £(0) - %kU”D(Q)

(4.12)
[ [FoYee)) vl b
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The right hand side tends to the derivative of f if |v[ p(gy — 0. It follows from the assumption that
the numerator tends to 0.

Now we apply Theorem 4.10 to obtain that (1,0) is a bifurcation point for system (4.9). It
follows that there exist a sequence of {c,}me, convergent to 1 and a sequence of nonconstant
functions {v,}°; ¢ D(Q) such that

(113) enlBnr ) = [gz(j+d)vn¢+ I (f(vn>—§vn)w

for each n € N and each ¢ € D(Q). The equation (4.13) is a weak solution of
(4.14) 0 =-adpun, + f(Ty) +d(1 - d,) Ty,
(|

4.4. Existence of solutions using the Schauder fixed point theorem. There exists a solution
to equation (2.4) if @ is a fixed point of the compact operator

(4.15) éf(T(-)) : L2(Q) - L*(Q)

which we obtain from the Schauder fixed point theorem. Obviously u = 0 is a fixed point of this
operator in the case of f given by formula (3.2). To ensure the existence of nonconstant solutions,
we construct particular invariant sets B for this mapping which do not contain constant functions.
We introduce appropriate sets for three main classes of convolution kernels: nonnegative kernels
and sign changing kernels in Theorem 2.7 and nonpositive kernels in Theorem 2.9.

Proof of Theorem 2.7. Let the condition (1) in Theorem 2.7 holds true. We introduce

(4.16) By = {u e L2(Q) s u(x) = {;i

u is odd and monotone} .
a

Let us show that < f(T): By - By. Indeed, if = > 2 then

(@10 Tu@) = [ Ke-pu)y< [ K@ -yumas— [CK@ay <

and hence 1 f(Tu)(z) = -1. Analogously we obtain that for x < -2 we have < f(Tu)(z) = L. If
|z| < 2 then the convolution of odd and monotone function with positive and even function is odd
and monotone. Thus, mapping (4.15) has a fixed point in the set Bj.

Notice that, in the set B; the width of the gap between levels é and —i is equal to the support
of the kernel. In the next step, we consider smaller gaps. Under the condition (2) in Theorem 2.7
let

a

(4.18) By = {u e L*(Q) :u(x) = {;i

u is odd and monotone} .

We show that £ f(T): By » Bs. For 1 <z <4 we have

T
r—4

ru()= ["K@-yuay+ [ K@ -pumar1e [T K@ty
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Notice that [, K(z-y)u(y)dy < 0. Indeed, if 1 < 2 < 2 then u(z-2) > 0. Since K. is nonincreasing
for positive arguments and w« is monotone we have

(4.19) f’; K, (z - y)u(y)dy < 0 and /:42 K_(z - y)u(y)dy < u(z - 2) fj K_(z-y)dy <0.

Analogously, if 2 < z <4 then u(x -2) <0 and

T 0
(4.20) f K (@=y)u(y)dy <u(e-2) /4 K (y)dy <0.
If 4 <z < L then [_TL K(z -y)u(y)dy <0 and hence
x L
(421) Tu()= [ K@-yu()dy+ [ K(-yu()dy<-1.
xr— x
Consequently we obtain < f(Tu)(z) = =1. The case x < -1 is proved analogously. For |z| < 1 we
have

Tu() = [ Kue-pu)ay -1 [Tk @opays L [T K @y

=fQK+(w—y)U(y)dy

and hence the negative part of the kernel can be omitted. The convolution of odd and monotone
function with positive function is odd and monotone. By the Schauder fixed point theorem, there
exists a fixed point of mapping (4.15) in the set Bs. |

(4.22)

Remark 4.11. The functions on Fig. 3.3 corresponding to kernels K, Ko, K3 belong to the sets
B; and By with a = 1.

By the same reasoning we immediately obtain the family of nonconstant solutions. Under the
assumptions of Theorem 2.7, we can obtain, following more general result.

Remark 4.12. Let the assumptions of Theorem 2.7 holds true. Let {{; }jvzl be a family of disjoint
intervals satisfying €2; c © and

e diam(;) > M, for each j,

o dist(Q;,Q) > M, for each k # j
where M = 4 if condition (1) holds true and M = 2 if condition (2) is satisfied. There exists a
stationary solution @ such that E|Qj = 1; for an arbitrary sequence {i; }J]\il satisfying i; = :I:%.

Proof of Theorem 2.9 . We introduce set

() L forwe[-1+8k, 1+8k],
u(z) =
1

(423) B3: uELQ(R): a fOI'.’L'El:?)‘FSk/’, 5+8k:|, :ZCEN
u is even, satisfies u(z) = —u(x +4) and
monotone on each interval [1 +4k, 3 + 4k],

We show that %f(T) : B3 —> Bz. If x € [-1, 1] (similarly for z € [-1 + 8k, 1+ 8k]), we have

3 -2
Tu(@) = [ K@-yu@dy= [ K (@-ypu@dy+ [ K- (@-yuy)dy

+/:2 K—(x—y)u(y)dy“Lf3w+4K7(x—y)u(y)dy.

(4.24)
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Function u is constant on the intervals [z — 4, —=3] and [3, = + 4] hence

(4.25) [ K@y s [T @ty =1,

Notice that the sum of second and third integral in equation (4.24) is nonnegative. Indeed, from
the symmetry of u and K we have [13 K(y+1)u(y)dy =0, hence

-2 3
[3 K_(z-y)u(y)dy + /I+2 K_(z-y)u(y)dy
T+2 3
(4.26) - [ K ra-yudy+ [ K (@-y)uly)dy

- [P (K9 - K@ -2 )ulw)dy >0

Consequently we obtain éf(Tu)(sc) = i The case x € [3 + 8k, 5+ 8k] is proved analogously. If
x €[1, 3] (similarly x € [1 + 4k, 3+ 4k]) then

(1.27) ru()= [T K@ -pumins [T K@y

Notice that u(x) is nondecreasing for = € [-3, 1] and z € [3, 7]. Thus, the convolution of monotone
function with negative function is nonincreasing. Since u and K are even functions, then Tu is
even and satisfies

(4.28) “Tu(x+4) =- fR K(z-y)u(y—-4)dy = fR K(x-y)u(y)dy = Tu(x).
By the Schauder fixed point theorem, there exists a fixed point of mapping (4.15) in the set B3. O
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