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Abstract
Objective
The Model for End- Stage Liver Disease (MELD) score is a composite number of physiologic parameters and likely has non-linear effects on operative outcomes. . We use machine learning to evaluate the relationship between MELD score and outcomes of cardiac surgery.
Methods
All STS indexed elective cardiac surgical procedures at our institution between 2011 and 2018 were included. MELD score was retrospectively calculated. Logistic regression models and an imbalanced random forest classifier was created on operative mortality using 30 preoperative characteristics. Cox regression models and random forest survival models were created for long-term survival. Variable importance analysis (VIMP) was conducted to rank variables by predictive power. Linear and machine learned models were compared with their receiver operating characteristic (ROC) and Brier score respectively.
Results
The patient population included 3,872 individuals. Operative mortality was 1.7% and 5-year survival was 82.1%. MELD score was the 4th largest positive predictor on VIMP analysis for both operative long-term survival and the strongest negative predictor for operative mortality.  The logistic model ROC area was 0.762, compared to the random forest classifier ROC of 0.674. The Brier score of the random forest survival model was larger (worse) than the cox regression starting at 2 years and continuing throughout the study period.
Conclusions
MELD score and other continuous variables had high degrees of non-linearity to mortality. This is demonstrated by the fact that MELD score was not significant in the cox multivariable regression but was strongly important in the random forest survival model.
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Central Message
Applying machine learning techniques to examine MELD score in patients yields important predictors not found in linear regression techniques.
Perspective Statement
Machine learning approaches can potentially increase mortality prediction in cardiac surgery patients by evaluation of non-linear interactions between patient variables. The MELD score has the possibility of interacting with variables non-linearly; a point which is underscored by non-linear nature of the continuous variables use as well as the importance of the MELD score in the machine learned model.
Introduction
The use of machine learning techniques in medical literature has substantially increased in the past decade1. One of the main attractions with machine learning is its ability to utilize large datasets to find non-linear trends between variables to aid in outcome prediction (eg., complications, readmission, death). However, machine learning is not without its faults. Due to the nature of the model creation, machine learned models have a notoriously “black box” design, and it is challenging to know how each input variable effects the overall prediction2, 3. Variable importance analysis (VIMP) tries to address this by ordering the variables in overall predictive ability4. It accomplishes this by calculating the predicted error in the validation set with and without each variable5. Therefore, the variables with the largest VIMP value decreased the model error the most. This sort of approach has been used numerous times, in fields such as neurology, gastroenterology, and cardiac transplant6-8. Machine learning is especially promising when using variables that are a composite of physiologic parameters, such as the model for end-stage liver disease (MELD) score.
[bookmark: _Hlk63079352]The MELD score is used to assess the severity of chronic liver disease by algorithmically combining creatinine, bilirubin, and International Normalized Ratio (INR) levels. Due to the multiple physiologic factors involved and the likelihood of the non-linear effects these factors have on the MELD score traditional regression models may not adequately evaluate the effects of MELD on operative outcomes9. In fact, MELD has been shown to have non-linear effects on operative outcomes following liver transplant10, 11. While MELD score in cardiac surgery patients has been studied, it has been performed predominantly by using traditional linear methods12-15. The aim of this paper is to use machine learning techniques to assess the effect of MELD score on survival outcomes following index cardiac operations and compare the machine learned models to traditional regression methods. We hypothesize that machine learned models could have an advantage in accurate prediction of outcomes over traditional regression models given the non-linearity of the variables used in the models.
Patients and Methods
Patient Cohort
[bookmark: _Hlk63079945]The University of Pittsburgh institutional database was queried for all Society of Thoracic Surgery (STS) indexed procedures between 2011 and 2018. Only patients who had one of the seven designated STS procedures were included, all others were excluded. These procedures included: isolated coronary artery bypass grafting (CABG), isolated aortic valve replacement, isolated mitral valve replacement, isolated mitral valve repair, aortic valve + CABG, mitral valve replacement + CABG, and mitral valve repair + CABG. MELD score was calculated for all patients. The diagnosis liver disease is based on the STS definition of a patient having a history of hepatitis B, hepatitis C, cirrhosis, portal hypertension, esophageal varices, chronic alcohol abuse or congestive hepatopathy. No missing data interpolation was needed.  The IRB of our institution approved extraction and analysis of this data and waived the need for informed written consent for publication (STUDY181
20143).  An outline of the study design is included in Figure 7.

Overall Survival and Interaction Analysis
	For all statistical analysis, R (V4.0.0 “Arbor Day”) was utilized. Overall survival of the entire patient cohort was analyzed with Kaplan-Meier survival estimates. To assess for initial interactions between MELD score and important preoperative variables, the initial cohort of patients were stratified by three variables: 1) Elective or Urgent/Emergent surgery, 2) Ejection fractions >45% and <45%, and 3) Preoperative renal failure or not. In each of these subgroups, Kaplan-Meier survival curves were generated which were further stratified based on MELD scores (0-10, 10-20, and 20+). To compare survival between the initial stratification variables, a pairwise analysis was conducted between MELD groups with each stratified variable (e.g. EF >45 MELD 20+ and EF < 45 MELD 0-10) with Benjamini and Hochberg false discovery rate P value adjustment16. It is important to note that this method adjusts the reported P value and thus a value less than 0.05 is considered statistically significant. Univariable cox regression models were done to assess the hazard ratio of the MELD grouping on each stratification variable. This was conducted using the survminer and coxph packages in R. To better appreciate the effect of MELD score in index cardiac surgery, the remainder of the analysis is carried out on the elective surgery patient cohort only.
Operative Mortality
Logistic Regression
[bookmark: _Hlk63080069]A univariable logistic regression was first created for MELD score as well as creatinine, INR, and total bilirubin to get an initial assessment of each variable’s effect on operative mortality. Next, a stepped AIC method was employed to develop the logistic regression model and included the following initial preoperative baseline variables: procedure type, patient age, gender, race, body mass index, family history of coronary artery disease, diabetes, dyslipidemia, dialysis, hypertension, recent smoking, chronic lung disease, alcohol use, immunosuppression, cancer, peripheral vascular disease, cerebral vascular disease, cerebral vascular accident, hematocrit, , MELD score, previous cardiovascular intervention, congestive heart failure, New York Heart Association class, atrial fibrillation, ejection fraction, and previous sternotomy. To assess the individual components of the MELD score, another stepped AIC logistic model was created with the same variables, substituting creatinine, INR, and total bilirubin in the place of the MELD score. MELD score and the MELD score components were manually added to the models that were returned from the stepped method. Both model’s performance (MELD score and MELD parts [ creatinine, INR, and total bilirubin]) were assessed with the area under the curve of the receiver operating curve (AUC ROC). 
Random Forest Classifier
[bookmark: _Hlk63080118]	A random forest classifier was constructed on operative mortality in this patient cohort. Due to the unequal cohorts between those that survived 30 days and those that did not, an unbalanced random forest classifier was utilized17. The rfsrc package was used to generate the random forest model with mostly default values except for the number of trees, which was increased to 6000. Using the default values, 63.2% of the samples were used for training and 26.8% was used for out-of-bag error estimation and validation. Hyperparameter tuning was not used for the creation of imbalanced classifiers. As with the logistic regression methods, two imbalanced classifiers were created with either MELD score or the MELD score parts. For both, AUC ROC was generated to assess model performance. Additionally, variable importance analysis (VIMP) was used in both models to order the variables from the most to least predictive in operative mortality. 
Long-term Survival
Cox Regression
[bookmark: _Hlk63080148]	A univariable cox regression was created for MELD score and the MELD score parts separately for long-term survival. Next, stepped AIC cox models were created using the same variables used in operative mortality. Creatinine and total bilirubin were manually added to the stepped cox regression for the MELD components. Martingale residuals were plotted for each continuous variable in the model to assess the assumption of linearity or the assumed functional form on the variables18. The model which included the MELD score was used for performance assessment as it is a convenient number to assess patients. Model performance was assessed with the Brier score19. This score measures the error from the predicted survival curve to the actual survival curve at each time point. To create an estimate of which MELD scores may be prohibitive for cardiac surgery for long-term survival, a marginal effects plot was generated for MELD score.
Random Forest Survival
[bookmark: _Hlk63080169]Two random forest survival models were generated using the previously mentioned variables, with one model including the MELD score and the other model including the components of the MELD score. This random forest was not a classifier but rather a survival forest. The same number of trees and the split in training and validation sets were the same as for operative mortality. For these trees, hyperparameter optimization was utilized. The two parameters optimized were the number of variables randomly chosen at each node and the number of events at each terminal node. For the model with MELD score, these two values were 3 and 7 respectively. For the model with the MELD score components, these values were 2 and 6 respectively. Model performance was assessed with the Brier score over the study period. Furthermore, a VIMP analysis was used to order the variables by importance in each model. The MELD score is decomposed into its three components following 
Results
Patient Characteristics and Operative Outcomes
The database query initially returned 8,591 patients who underwent an index procedure; their baseline information is presented in Supplemental Table 1. Since the majority of the results deal with the elective surgery cohort of patients, the elective cohort results are shown in Table 1.  There were 3,872 elective proceeds with patients having a median age of 68 (61-75) and who were mostly male (69.9%). The median follow up time was 3.18 years (1.69-4.92). The most common STS indexed operation was an isolated CABG (42.6%) followed by and isolated aortic valve replacement (26.4%) and aortic valve replacement with a concomitant CABG (13.8%). The median STS predicted risk of mortality (PROM) was 1.69 (0.80-3.68) and the median MELD score was 7.8 (6.7-9.7). (Figure 1). The majority of patients had dyslipidemia (82.2%) and hypertension (86.5%). A minority of patients (5.5%) had liver disease. Almost a quarter of patients (22.4%) had congestive heart failure, with the most common NYHA Class being class III (13.6%). The median ejection fraction was 58% (50-60).
Operative mortality in this elective surgery cohort was 1.7% and 5-year survival was 82.1% (Figure 2). Groups were stratified on having a MELD score between 0 – 10, 10-20, and greater than 20. 5-year survival was 84.8%, 71.4%, and 60.4% for the 0-10, 10-20, and 20+ cohorts respectively and was significantly different (P<0.001) between groups. There were low rates of post-operative stroke (2.0%), reoperation for bleeding (2.4%), liver failure (0.1%) and new dialysis requirements (1.6%). Over a quarter of patients (27.6%) required blood product transfusions.
Interaction Analysis
	Kaplan-Meier survival curves for the total index population, stratified by surgical status, ejection fraction, and preoperative renal failure are presented in Supplemental Figure 1. In each stratified variable, the HR increased as the MELD score grouping increased. Potential variable interactions, as seen by no difference in survival curves, occurred between the 20+ MELD group undergoing an elective procedure and the 10-20 MELD group undergoing an urgent/emergent procedure (P=0.988).  Likewise, survival in the 20+ MELD group with no renal failure was similar to groups with renal failure having MELD scores 10-20 (P = 0.064) and 20+ (P = 0.295). 
Operative Mortality Modeling
Logistic Regression
	On univariable logistic regression, MELD score was significant with no individual component of the MELD score reaching significance (Table 2). However, on the stepped AIC multivariable logistic regression, neither MELD score nor its components were significant predictors for operative mortality. The area for the ROC curve for the logistic model including the MELD score was 0.762 with a sensitivity of 78.5% and a specificity of 65.8%. Similarly, the AUC ROC for the model with the MELD score components was 0.764 with a sensitivity and specificity of 76.9% and 67.6% respectively. The full logistic models are presented in Supplemental Table 2.
Random Forest Classifier
The performance of the random forest with MELD score was an AUC ROC of 0.674, with a sensitivity of 60.0% and a specificity of 66.8%.  The model with the MELD score components has an AUC ROC of 0.681 with a sensitivity and specificity of 66.2% and 66.1% respectively. The VIMP analysis for this random forest is presented in Figure 3. Cancer was the most predictive variable in both models and live disease was the 4th least positive predictive variable. In the model with MELD score, MELD score was the largest negative predictor, meaning that including MELD score in the model increased its predictive error. The model which included the MELD components, INR was the largest negative predictor with creatinine being the 4th largest negative predictor. Total bilirubin was predictive in the model, albeit the 2nd least positive predictor.
Long-Term Survival Modeling
Cox Regression
	Univariable and multivariable cox regression for the MELD score and MELD score components are presented in Table 3. MELD score, creatinine and INR were significant predictors (P<0.001) for long-term mortality on univariate analysis. However, on the stepped AIC models, MELD score and all MELD components were not significant predictors. The martingale residuals for all continuous variables in both models are presented in Supplemental Figure 2. If the functional form of the continuous variable is linear, the martingale residuals should be linear; this is not the case for any of the continuous variables, demonstrating considerable non-linearity with long-term mortality. The marginal effects plot (Figure 4) shows a possible MELD score threshold value between 11 and 20, where the +95% confidence interval and mean cross a predicted risk score of 1. The full stepped cox models are shown in Supplemental Table 3.
Random Forest Survival
	The error rate for the survival random forest 27.9% for both the model with MELD score and the model with MELD score components. The VIMP analysis of the baseline variables are shown in Figure 5. Contrasting the multivariable cox regression, MELD score is the 4th most predictive variable in the tuned random forest for survival. Furthermore, compared to the random forest classifier on operative mortality, the MELD score components have flipped predictive importance, with total bilirubin now worsening the predictive score and creatinine and INR being the 5th and 14th most important predictive variables. To compare the model performance for the random forest and stepped cox regression with MELD score, both Brier scores are presented (Figure 6). Both models begin in a colinear fashion but start to diverge around the 2-year time point, with the random forest model having slightly more error compared with the cox regression model. A Brier score of 0 indicates a perfect prediction while a score of 0.25 indicates a random guess. The models with the MELD score components had exceedingly similar Brier scores with their MELD score components (e.g., comparing cox MELD score with cox MELD components) and are omitted for brevity. The MELD score breakdown is presented in Supplemental Figure 3. Total bilirubin is responsible for most of the value of low MELD scores and INR is responsible for high level scores. Creatinine contributes to both high and low scores and is responsible for the highest contribution in high MELD scores.
Discussion
	In this manuscript, the role of the MELD score in contemporary index adult cardiac operations was analyzed using random forest machine learning. There are three main findings in this analysis: 1) MELD score had a high importance on VIMP analysis on long-term survival yet was the strongest negative predictor for operative mortality.  2) when MELD score components were used, an inverse trend in importance occurred between the operative mortality and long-term survival ML models 3) The regression models had a better performance for short and long-term mortality compared to the ML models.
	Groups have recently analyzed the role of MELD score in cirrhotic patients undergoing cardiac surgery14, 20, 21. Operative mortality ranged from 9.4-29.8%, substantially higher than our operative mortality (1.7%). However, in our cohort a diagnosis of liver disease was present in only 5.5% of patients unlike the other studies whose entire cohorts consisted of cirrhotic patients with a higher baseline MELD score than our cohort. These groups found a higher MELD score in those with mortality as well as a significant odds ratio associated with increases in MELD score. This starkly contrasts our findings of having no MELD score or MELD component being a significant predictor for operative mortality on the multivariable logistic regressions. This is possibly due to better prognostic ability of the MELD score in cirrhotic patients, underscored by the increased reported AUCs compared to our findings14, 20. Moreover, on VIMP analysis, MELD score was one of the largest variables of negative importance, further emphasizing this point. 
	Long-term survival demonstrated similar findings to that of operative mortality. When looking at cirrhotic patients following cardiac surgery, groups have reported a 5-year survival of 72% when excluding operative mortality 21 and a 6-year survival of 38.3% 20. These are less than our reported 5-year survival of 82.1% but the discrepancy is due to our small population of liver disease patients as well as examining an elective surgery cohort. In fact, on cox multivariable regression, MELD score was not a significant predictor for increased mortality. Yet, on the random forest survival model, MELD score was the 4th most predictive variable. This can be explained by nonlinearity in the continuous variables in this model. In fact, when assessing the functional form of these variables via martingale residuals, it is evident that all of them have substantial non-linearity. This variable behavior would not be captured by traditional logistic regression methods if not known a priori but would be with machine learning, as is evidenced here. Another important fact to highlight is the notion that MELD scores may not be created equally. From the martingale residuals we know that the MELD score components have significant nonlinearity. Furthermore, on comparing the VIMP analysis for the MELD score components for the classifier and survival models, there is an interchange of the predictive importance, with INR and creatinine having negative importance and total bilirubin having positive importance for operative mortality and vice versa for long-term survival. The decomposition of the MELD scores show a complex interaction between all three components and the overall MELD score, with creatinine being responsible for most of the contribution to the MELD score, followed by INR, both of which were important variables on the survival random forest model. Since creatinine contributes the most to the MELD score, variations in creatinine could cause significant changes in the MELD score, due to multiple etiologies such as acute kidney injury, exacerbation of chronic kidney disease or diuretic use22. These changes, while numerically impactful, may not represent an actual clinical change in the patient’s state of health, particularly given the time scales over which these changes occur. Lastly, within the low end of the MELD score, the majority of this patient cohort, there is a roughly uniform contribution of all three parts, yet we found that some components are more important than others, suggesting that in this range of MELD scores, having more contribution from creatinine may portend worse outcomes. This is an area for further investigation.	
	An important observation from the approach used in this study was the better performance with the linear regression models despite the nonlinearity of variables in those models. By using random forest, non-linear effects of the variables as well as their interactions are included, which should allow for better predictions. For example, a connection has been reported between MELD score and CPB duration leading to post-operative hypoxic hepatitis23. This relationship would not be captured in traditional logistic regression but would play a role in non-linear prediction methods. There are two primary reasons for this discrepancy. First and foremost, the random forest models are internally validated, meaning that training and validation sets are chosen at random multiple times to create the final model. Contrasting this, the logistic and cox regression models are run on the entire set. This has the potential to result in more robust models with the machine learning methods, models that will improve generalizability and perform better on external data than the linear methods. Unfortunately, data from other institutions is arduous to attain. Linear regression methods such as LASSO or elastic net regression add penalties for overfitting. However, like all linear regression methods, complex interactions must be known and defined a priori, and all variables are assumed to have linear function forms which we have shown is not the case in this patient cohort. Secondly, and of particular importance to classifiers, is the low event rate of mortality in this study. For operative mortality, the event to be predicted only occurred 1.7% percent of the time. Random forests typically need relative equal cohorts to be well trained and validated. While the unbalanced forest approach tries to address this, bias can still occur from the model leading to decreased model performance. Likewise, with long-term survival, brier score shows worsening prediction in the random forest survival model the further out the time goes, owing to the lower event counts. 
Limitations
The biggest limitation in this study is the population of MELD scores. Because this study includes all STS indexed procedures, the vast majority of patients are without liver disease and have low MELD scores. While the random forest approach endeavors to avoid bias to the training data set, the bias of the MELD score population would reduce external validity, especially in cohorts of only liver disease patients or a higher overall MELD score.  Additionally, this project has all the inherent limitations of a retrospective study. While these patients belong to a large single hospital system, it is possible they moved out of its range, which would lead to worse or incomplete follow up. Additionally, due to the low event count, bias will exist in the random forest models as well as some of the linear models. Lastly, our institutional database does not collect specific information on the type of liver disease patients have. It is possible that certain combinations of liver disease and MELD would have worse outcomes than others, which would be captured by this process and increase prediction capabilities.
Conclusion
In this study, we largely compared the relationship of MELD score and postoperative outcomes in STS index cardiac surgery procedures. We utilized both traditional linear regression techniques as well as random forest machine learning, comparing both the important variables in each model as well as the model’s performance. Overall, there were significant non-linearities in the functional forms of the continuous variables, resulting in MELD score being largely important in the random forest survival model yet having no statistical significance in the cox multivariable regression. Despite this, performance was better in the linear regression models, presumably due to model overfitting. Larger studies are warranted to increase the event count, to better probe the non-linear nature of MELD score in cardiac surgery, and to provide necessary external validation on entirely new datasets.

References
1.	Ahuja AS. The impact of artificial intelligence in medicine on the future role of the physician. PeerJ. 2019;7:e7702-e7702.
2.	Rudin C. Stop explaining black box machine learning models for high stakes decisions and use interpretable models instead. Nature Machine Intelligence. 2019;1:206-215.
3.	The Lancet Respiratory M. Opening the black box of machine learning. The Lancet Respiratory Medicine. 2018;6:801.
4.	Ishwaran H, Lu M. Standard errors and confidence intervals for variable importance in random forest regression, classification, and survival. Statistics in medicine. 2019;38:558-582.
5.	Lu M, Ishwaran H. A prediction-based alternative to P values in regression models. The Journal of thoracic and cardiovascular surgery. 2018;155:1130-1136.e1134.
6.	Luo L, Xu X, Jiang Y, Zhu W. Predicting Intracerebral Hemorrhage Patients' Length-of-Stay Probability Distribution Based on Demographic, Clinical, Admission Diagnosis, and Surgery Information. Journal of healthcare engineering. 2019;2019:4571636-4571636.
7.	Hsich EM, Thuita L, McNamara DM, Rogers JG, Valapour M, Goldberg LR, et al. Variables of importance in the Scientific Registry of Transplant Recipients database predictive of heart transplant waitlist mortality. American Journal of Transplantation. 2019;19:2067-2076.
8.	Kim J, Hong JY, Kim ST, Park SH, Jekal SY, Choi JS, et al. Clinical scoring system for the prediction of survival of patients with advanced gastric cancer. ESMO Open. 2020;5:e000670.
9.	Higgins JP. Nonlinear systems in medicine. Yale Journal of Biology & Medicine. 2002;75:247-260.
10.	Colmenero J, Navasa M. Delta-MELD and survival after liver transplantation: the slope matters. Liver international : official journal of the International Association for the Study of the Liver. 2016;36:949-951.
11.	Singal AK, Kamath PS. Model for End-stage Liver Disease. Journal of Clinical & Experimental Hepatology. 2013;3:50-60.
12.	Arif R, Seppelt P, Schwill S, Kojic D, Ghodsizad A, Ruhparwar A, et al. Predictive risk factors for patients with cirrhosis undergoing heart surgery. Ann Thorac Surg. 2012;94:1947-1952.
13.	Lopez-Delgado JC, Esteve F, Javierre C, Ventura JL, Mañez R, Farrero E, et al. Influence of cirrhosis in cardiac surgery outcomes. World journal of hepatology. 2015;7:753-760.
14.	Lopez-Delgado JC, Esteve F, Javierre C, Perez X, Torrado H, Carrio ML, et al. Short-term independent mortality risk factors in patients with cirrhosis undergoing cardiac surgery. Interactive Cardiovascular & Thoracic Surgery. 2013;16:332-338.
15.	Bianco V, Kilic A, Gleason TG, Aranda-Michel E, Harinstein ME, Thoma F, et al. Outcomes in patients with solid organ transplants undergoing cardiac surgery. Journal of Thoracic & Cardiovascular Surgery. 2020;160:701-707.
16.	Benjamini Y, Hochberg Y. Controlling the False Discovery Rate: A Practical and Powerful Approach to Multiple Testing. Journal of the Royal Statistical Society. Series B (Methodological). 1995;57:289-300.
17.	O'Brien R, Ishwaran H. A Random Forests Quantile Classifier for Class Imbalanced Data. Pattern Recognit. 2019;90:232-249.
18.	Therneau TM, Grambsch PM, Fleming TR. Martingale-Based Residuals for Survival Models. Biometrika. 1990;77:147-160.
19.	Gerds TA, Schumacher M. Consistent Estimation of the Expected Brier Score in General Survival Models with Right-Censored Event Times. Biometrical Journal. 2006;48:1029-1040.
20.	Thielmann M, Mechmet A, Neuhäuser M, Wendt D, Tossios P, Canbay A, et al. Risk prediction and outcomes in patients with liver cirrhosis undergoing open-heart surgery. Eur J Cardiothorac Surg. 2010;38:592-599.
21.	Morimoto N, Okada K, Okita Y. The model for end-stage liver disease (MELD) predicts early and late outcomes of cardiovascular operations in patients with liver cirrhosis. Ann Thorac Surg. 2013;96:1672-1678.
22.	Everson GT. MELD: The answer or just more questions? Gastroenterology. 2003;124:251-254.
23.	Chou HW, Lin MH, Chen YS, Yu HY. Impact of MELD score and cardiopulmonary bypass duration on post-operative hypoxic hepatitis in patients with liver cirrhosis undergoing open heart surgery. J Formos Med Assoc. 2020;119:838-844.
















	[bookmark: _Hlk62928087]Table 1. Baseline Characteristics and Operative Outcomes for the Elective Surgery Cohort

	Variables
	

	Total Number
	3,872

	STS Predicted Risk of Mortality (%)
	1.69 (0.80-3.68)

	Society of Thoracic Surgery Procedures
	

	
	Isolated CABG
	1651 (42.6%) 

	
	Isolated AV Replacement
	1024 (26.4%) 

	
	Isolated MV Replacement
	124 (3.2%)


	
	Isolated MV Repair
	381 (9.8%) 

	
	AV Replacement + CABG
	536 (13.8%)


	
	MV Replacement + CABG
	41 (1.1%)


	
	MV Repair + CABG
	115 (3.0%)


	Age
	67.49 (10.76%)

	Female
	1203 (31.1%) 

	Race
	

	
	Caucasian
	3684 (95.1%)

	
	Black
	132 (3.4%)

	Body Mass Index
	28.8 (25.5-32.9)

	Family History of Coronary Artery Disease
	681 (17.6%) 

	Diabetes
	1476 (38.1%) 

	Dyslipidemia
	3182 (82.2%) 

	Dialysis
	64 (1.7%) 

	Hypertension
	3349 (86.5%) 

	Recent Smoking
	642 (6.6%) 

	Chronic Lung Disease
	

	
	Mild
	358 (9.2%) 

	
	Moderate
	207 (5.35) 

	
	Severe
	128 (3.3%) 

	Alcohol Use
	

	
	<2 Drinks/Week
	1623 (41.9%) 

	
	2-7 Drinks/Week
	779 (20.1%) 

	
	>7 Drinks/Week
	391 (10.1%) 

	Immunosuppression
	209 (5.4%) 

	Cancer
	277 (7.2%) 

	Renal Failure/ Dialysis Dependent
	64 (1.7%)

	Peripheral Vascular Disease
	677 (17.5%) 

	Cerebral Vascular Disease
	838 (21.6%) 

	Stroke
	276 (7.1%) 

	Hematocrit
	40.4 (37.0-43.3)

	Creatinine
	1 (0.8-1.2)

	INR
	1.1(1.0-1.1)


	Total Bilirubin
	0.60 (0.5-0.8)


	Liver Disease
	213 (5.5%)


	MELD Score
	7.8 (6.7-9.7)


	Previous CV Intervention
	1314 (33.9%) 

	Previous CABG
	251 (6.5%) 

	Previous Valve
	141 (3.6%) 

	Previous PCI
	935 (24.1%) 

	Congestive Heart Failure
	867 (22.4%) 

	NYHA Class
	

	
	I
	54 (1.4%) 

	
	II
	326 (8.4%) 

	
	III
	526 (13.6%) 

	
	IV
	105 (2.7%) 

	Atrial Fibrillation
	541 (14.0%)


	Ejection Fraction 
	58 (50-60)


	Previous CV Intervention
	369 (9.5%)

	Operative Details and Complications

	Operative Mortality
	65 (1.7%)


	Cardiopulmonary Bypass Time (min)
	105.0 (84-134)

	Ischemic Time (min)
	78 (60,104)

	Blood Product Use
	1067 (27.6%)


	Total Ventilation Time (hrs)
	4.58 (3-7.4)

	Prolonged Ventilation
	208 (5.4%)


	ICU Hours
	33 (25-68)


	Length of Stay (days)
	6 (5-8)


	Reoperation for Bleeding
	91 (2.4%)


	Stroke
	78 (2.0%)

	Renal Failure
	85 (2.2%)


	Liver Failure
	4 (0.1%)


	New Dialysis Requirement
	61 (1.6%)


	Variables are presented as count (frequency) and median (1-3 Interquartile Range) for categorical and continuous variables respectively.
STS – Society of Thoracic Surgeons, CABG – Coronary Artery Bypass Grafting, AV – Aortic Valve, MV – Mitral Valve, MELD – model for end-stage liver disease, CV – cardiovascular, PCI – percutaneous coronary intervention





	Table 2. Univariable and Multivariable Logistic Regression on MELD Score and MELD Components

	Variable
	Odds Ratio
	CI
	P Value

	Univariable

	MELD Score
	1.08
	[1.00,1.14]
	0.03

	Creatinine
	1.01
	[0.71,1.21]
	0.94

	Total Bilirubin
	1.42
	[0.77,1.21]
	0.2

	INR
	1.81
	[0.67,3.45]
	0.12

	Multivariable

	MELD Score
	0.989
	[0.91, 1.07]
	0.79

	Creatinine*
	0.85
	[0.52,1.13]
	0.43

	Total Bilirubin*
	1.27
	[0.70,2.06]
	0.37

	INR*
	1.02
	[0.22,2.44]
	0.97

	* All Included in the same Model



	Table 3. Univariable and Multivariable Cox Regression on MELD Score and MELD Components


	Variable
	Hazard Ratio
	CI
	P Value

	Univariable

	MELD Score
	1.11
	[1.08,1.13]
	<0.001

	Creatinine
	1.11
	[1.06,1.17]
	<0.001

	Total Bilirubin
	1.07
	[0.87,1.33]
	0.51

	INR
	1.57
	[1.29,1.92]
	<0.001

	Multivariable

	MELD Score
	1.03
	[1.00,1.06]
	0.071

	Creatinine*
	0.91
	[0.80,1.04]
	0.157

	Total Bilirubin*
	0.96
	[0.77,1.19]
	0.304

	INR*
	1.17
	[0.87,1.59]
	0.71

	* All Included in the same Model




Central Picture. Kaplan Meier Survival Curves. (Left) Unstratified. (Right) Stratified by MELD score(shaded area represents 95% CI).
Figure 1. (Left) Histogram of STS Predicted Risk of Mortality in this population. (Right) History for MELD scores in the study population. 
Figure 2. Kaplan Meier Survival Curves. Curves presented are for the elective surgery cohort. (Left) Unstratified KM curve showing the overall survival of the cohort up to 6 years. (Right) Survival is stratified into three groups based on the MELD score of the patients. There is a significant difference between survival based on the log rank P value.
Figure 3. VIMP analysis for the Random Forest Classifier. (Left) Random forest classifier including MELD score. (Right) Random forest classifier including the MELD score components. For variable importance, positive values indicate that including that variable in the model decreased the models error whereas negative VIMP values indicate an increase in error.
Figure 4. Marginal Effects Plot. This plot shows the change in the predicted risk for overall survival given a unit increase in the continuous variable, which is MELD score. The points are indicated where the +95% confidence interval and mean cross a predicted risk score of one, indicating an increased risk on survival in the cox model.
Figure 5. VIMP analysis for the Random Forest Survival Model. (Left) Random forest survival including MELD score. (Right) Random forest survival including the MELD score components. For variable importance, positive values indicate that including that variable in the model decreased the models error whereas negative VIMP values indicate an increase in error.
Figure 6. Brier Score Comparison. The Brier score calculates the error at each time point for the predicted survival compared to the actual survival. The random forest score (blue) and the cox regression score (red) for the models including MELD score are presented. Larger values of the Brier score indicated worse performance, with a score of 0.25 indicated random guessing.
Figure 7. Graphical Abstract.  This study examines 3,782 elective Society of Thoracic Surgery (STS) indexed procedures between 2011 and 2018 at a single institution.  We compared the relationship of MELD score and postoperative outcomes.  We utilized both traditional linear regression techniques as well as random forest machine learning, comparing both the important variables in each model as well as the model’s performance. Overall, there were significant non-linearities in the functional forms of the continuous variables, resulting in MELD score being largely important in the random forest survival model yet having no statistical significance in the cox multivariable regression. Despite this, performance was better in the linear regression models, presumably due to model overfitting.
Supplemental Table 1. Baseline Characteristics and Operative Outcomes of Entire Cohort
Supplemental Table 2. Complete Multivariable Logistic Regression on MELD Score and MELD Components
Supplemental Table 3. Complete Cox Multivariable Regression on MELD Score and MELD Components

Supplemental Figure 1. Subgroup Analysis of the Total Index Procedure Cohort. Groups are split into Elective vs Urgent/Emergent, Ejection Fraction >45% and <45%, and if they have preoperative renal failure. Curves are compared pairwise to look for interaction between the MELD score grouping and the aforementioned variables (95% confidence intervals are represented by corresponding shaded areas in the curves).
Supplemental Figure 2. Martingale Residuals. The residuals are plotted for each continuous variable in the stepped COX regression models. This tests the assumption that these variables have a linear functional form. If the residuals trend linearly then the assumption is valid. For all continuous variables this is not the case.
Supplemental Figure 3. MELD Score Breakdown. The MELD Score is decomposed into the numerical values contributed by total bilirubin, creatinine, and INR.


