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1. introduction

This paper is concerned with the following Hamiltonian elliptic system −∆u+ V (x)u = Gv(x, u, v), x ∈ RN ,
−∆v + V (x)v = Gu(x, u, v), x ∈ RN ,
u(x)→ 0, v(x)→ 0 as |x| → ∞,

(1.1)

where (u, v): RN → R× R, V ∈ C(RN ,R) and G ∈ C1(RN × R2,R), N ≥ 3. Set

z = (u, v), J =

(
0 1
1 0

)
, and A = J (−∆ + V ).

Then (1.1) can be rewritten as Az = Gz(x, z). Systems with a Hamiltonian structure have

been extensively studied in recent years. Many results are known with the aid of variational

methods, such as existence, multiplicity, concentration phenomena, symmetry and so on.

For the related references, we refer the readers to the works by Ding ([36]), Bartsch and

Ding ([1]), Bartsch and Figueiredo ([4]), Yang ([8]), Zhao et.al. ([20]), Shi and Chen ([23]),

and [19, 21, 22, 30] for further references. Since the list is far to be exhaustive, here we just

mention some of them for our purpose.

When V = 0, Bartsch and Figueiredo ([4]) studied the following system{
−∆u = Hv(x, u, v), x ∈ Ω,
−∆v = Hu(x, u, v), x ∈ Ω,

(1.2)

where Ω ⊂ RN is bounded. They obtained the multiplicity of nontrivial solutions, radial

solutions and non-radial solutions. For other results of system (1.2), there are also some

works, and see [2, 7, 11].
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For the whole space RN , Figueiredo and Yang ([3]) considered the elliptic system{
−∆u+ u = g(x, v),
−∆v + v = f(x, u),

(1.3)

with V = 1 for x ∈ RN . They obtained the asymptotic behavior, symmetry properties of

solutions and the existence of ground state solution by variational method. For the case

V = 1, we can also see [8, 9, 10] and the references therein.

When V (x) is periodic in (1.1), a generalized linking theorem for the strongly indefinite

functionals were developed by Kryszewski and Szulkin (cf.[1, 6]). Similarly, Wang, Xu and

Zhang ([14]) studied the system −∆u+ V (x)u = Rv(x, u, v), x ∈ RN ,
−∆v + V (x)v = Ru(x, u, v), x ∈ RN ,
u(x)→ 0 and v(x)→ 0 as |x| → ∞,

(1.4)

where R(x, z) is superquadratic in z as |z| → ∞ with z = (u, v). Here |z| = (|u|2 +

|v|2)
1
2 . Applying the critical point theorem for strongly indefinite functional, they proved

the existence of nontrivial solution for (1.4). Other works for general periodic problem with

Hamiltonian structure, we refer to [12, 13, 14]. For some other patterns of elliptic problems,

we can see [15, 16, 17, 18, 26] and the references therein.

Additionally, Sirakov ([5]) proved the existence of weak radial solution and nontrivial

solution in RN for (1.1) with the superlinear nonlinearities. Nodal solutions were obtained

in [7] and [11] for V (x) = 0 on bounded domains. As far as we know, there are few

work on the existence of sign-changing solutions to (1.1) with superlinear nonlinearity and

periodic potential. Motivated by the above observation, we will consider the existence and

the multiplicity of sign-changing solutions in H1(RN )×H1(RN ) with a prescribed number

of nodes in our paper. More precisely, we assume that

(V1) V (x) ∈ C(RN ,R) is 1−periodic in xi, i = 1, 2, . . . , N , and 0 lies in a gap of the

spectrum of −∆ + V , which is

sup[σ(−∆ + V ) ∩ (−∞, 0)] := Λ < 0 < Λ := inf[σ(−∆ + V ) ∩ (0,+∞)],

and σ(−∆ + V ) is the spectrum of −∆ + V .

(G1) G ∈ C1(RN × R2, [0,∞)) is 1-periodic in xi, i = 1, 2, . . . , N , and Gz(x, z) = o(|z|)
as |z| → 0 uniformly in x ∈ RN , where |z| = (|u|2 + |v|2)

1
2 .

(G2) there exist constants C > 0 and p ∈ (2, 2∗) such that

|Gz(x, z)| ≤ C(1 + |z|p−1), for x ∈ RN .

(G3) there is µ > 2 such that

G̃(x, z) = Gz(x, z)z − µG(x, z) > 0 for all x ∈ RN , z = (u, v) 6= (0, 0);

and there exist constants δ0 ∈ (0, λ0), δ1 > 0 such that G̃(x, z) > 0 if 0 < |z| ≤ δ1, and

G̃(x, z) > δ0 whenever |G̃(x, z)| ≥ (λ0 − δ0)|z|.
(G4) Gz(x, z2)|z1| −Gz(x, z1)|z2| > 0 if u2 > v2, u1 > v1 for zi = (ui, vi) ∈ R2, i = 1, 2.

(G5) lim
|z|→∞

G(x,z)
|z|2 =∞ uniformly in x ∈ RN .
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For a solution z = (u, v) of (1.1), if z > 0, which is u > 0, v > 0, we say z = (u, v) is a

positive solution of (1.1). In the contrary, if z < 0, which is u < 0, v < 0, we say z = (u, v)

is a negative solution of (1.1). We say z < w if z = (u, v) and w = (ϕ,ψ) satisfy u < ϕ and

v < ψ for all x ∈ RN . Here comes our results.

Theorem 1.1. If the assumptions (V1), (G1)− (G5) are satisfied, then the system (1.1) has

at least three nontrivial solutions z1, z2 and z̄ in H1(RN ) ×H1(RN ), where z1 is positive,

z2 is negative and z̄ is sign-changing.

Definition 1.1. A node of a radial solution of (1.1) is a radius ρ > 0 such that z(x) =

(u(x), v(x)) = (0, 0) when |x| = ρ.

Theorem 1.2. If V (x) = V (|x|) and the assumptions (V1), (G1) − (G5) are satisfied for

G(|x|, u, v), then there exists two radial solutions z1,k = (u1,k, v1,k) and z2,k = (u2,k, v2,k)

of (1.1) having exactly k nodes, with the property min{u2,k(0), 0} < 0 < max{u1,k(0), 0},
min{v2,k(0), 0} < 0 < max{v1,k(0), 0}.
Remark 1.3. The following functions satisfy our assumptions.

Ex1. G(x, z) = a(x)(|z|pln|z|+ 3
4 ),

Ex2. G(x, z) = a(x)(|z|θ−2z + (θ − 2)|z|θ−εsin2( |z|
ε

ε )),

where 0 < ε < θ − 2, 2 ≤ θ < 2∗, a(x) > 0 is 1-periodic in x.

In order to obtain our results, we have to establish a proper variational framework since

we face two kind of indefiniteness: one comes from the system itself and the other comes from

the periodic assumptions on V (x). Moreover, because of the lackness of compact Sobolev

embedding H1(RN ,R2) ↪→ Lp(RN ,R2) for p ∈ (2, 2∗), we must introduce the so-called

(C)c-sequence technique.

This paper is organized as follows. In Section 2, we set up the framework in which we

study the variational problem associated to (1.1) and the Linking structure of the functional

will be discussed. Some properties of (C)c sequences will also be showed in this section.

Furthermore, the proof of Theorem 1.1 can be obtained in Section 3. The proof of Theorem

1.2 will be given in the last section.

2. variational setting

In this section we will introduce the variational framework of (1.1). Denote | · |q and

(·, ·)2 as the usual Lq-norm and L2 inner product, respectively. Let X and Y be two

Banach spaces with norms ‖ · ‖X and ‖ · ‖Y , and the equivalent norm on the product space

X × Y is defined as ‖(x, y)‖X×Y = (‖x‖2X + ‖y‖2Y )
1
2 . In particular, if X and Y are two

Hilbert spaces with inner products (·, ·)X and (·, ·)Y , then we choose the inner product

((x, y), (w, z))X×Y = (x,w)X + (y, z)Y on the product space X × Y .

Let A := −∆ + V , and then A is self-adjoint in L2(RN ) with domain τ(A) = H2(RN ).

Denote {E(λ) : −∞ < λ < +∞} as the spectral family of A and |A| as the absolute value of

A and |A| 12 be the square root of |A|. Set U = id− E(0)− E(0−), where E(0) = {E(λ) : 0 ≤
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λ < +∞}, E(0−) = {E(λ) : −∞ < λ < 0}. Then U commutes with A, |A| 12 and |A|. By the

conclusion in [25,Theorem 4.3.3], we know that A = U|A| is the polar decomposition of A.

Since 0 belongs to a spectrum gap of −∆ + V , we can set

Λ := sup[σ(A) ∩ (−∞, 0)] < 0 < Λ := inf[σ(A) ∩ (0,+∞)].

Let Λ0 = min{−Λ,Λ}. Then we have

A =

∫ +∞

−∞
λdE(λ) =

∫ Λ

−∞
λdE(λ) +

∫ +∞

Λ

λdE(λ),

|A| =

∫ +∞

−∞
|λ|dE(λ) =

∫ +∞

Λ0

|λ|d[E(λ)− E(−λ)],

|A|1/2 =

∫ +∞

−∞
|λ|1/2dE(λ) =

∫ +∞

Λ0

|λ|1/2d[E(λ)− E(−λ)],

and τ(|A|1/2) is a Hilbert space endowed with the inner product

(u, v)τ(|A|1/2) = (|A|1/2u, |A|1/2v)L2 , ∀u, v ∈ τ(|A|1/2).

That is

‖u‖2τ(|A|1/2) = ‖|A|1/2u‖2L2 ≥ Λ0‖u‖22, ∀u ∈ τ(|A|1/2),

which implies τ(|A|1/2) = H1(RN ).

For simplicity, we denote

H := τ(|A|1/2), H− := E(0)H, H+ := [id− E(0)]H,

where “id” is the identity operator. For any u ∈ H, it is easy to see that u = u− + u+,

where

u− := E(0)u ∈ H−, u+ = [id− E(0)]u ∈ H+,

and

Au− := −|A|u−, Au+ := |A|u+, ∀u ∈ H ∩ τ(A).

We also denote

(u, v)H = (u, v)τ(|A|1/2), ∀u, v ∈ H,

and ‖u‖H = ‖u‖τ(|A|1/2).

Moreover, H embeds continuously in Lp(RN ) for all 2 ≤ p ≤ 2∗. In addition, one has

the decomposition H = H+ ⊕H− which are orthogonal with respect to (·, ·)L2 and (·, ·)H .

Then there holds∫
RN

(|∇u|2 + V (x)|u|2)dx = ‖u+‖2H − ‖u−‖2H , ∀u = u− + u+ ∈ H.

Set E = H × H. It is easy to check that E is a Hilbert space with the following inner

product

(z1, z2)E = (u1, u2)H + (v1, v2)H , ∀zi = (ui, vi) ∈ E, i = 1, 2.
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We will denote ‖z‖ = ‖u‖H + ‖v‖H as the norm on E. Moreover, the embedding E ↪→
Lp(RN )×Lp(RN ) is continuous and locally compact by the Sobolev embedding theorem for

2 ≤ p < 2∗.

Under the assumptions (V1), (G1) and (G2), we can obtain that the solutions of (1.1) are

critical points of the following functional

J(z) =

∫
RN

(∇u∇v + V (x)uv)dx−
∫
RN
G(x, z)dx, ∀z = (u, v) ∈ E,

and J is of class C1(E,R) with

〈J ′(z), w〉 =

∫
RN

(∇u∇ϕ+ V (x)uϕ)dx+

∫
RN

(∇v∇ψ + V (x)vψ)dx

−
∫
RN

(Gu(x, z)ϕ+Gv(x, z)ψ)dx, ∀z = (u, v), w = (ϕ,ψ) ∈ E.

Let E+ = H+ × H−, E− = H− × H+. Then for any z = (u, v) ∈ E, there holds

z = z+ + z−, where z+ = (u+, v−) ∈ E+, z− = (u−, v+) ∈ E−. Since H+ and H− are

orthogonal with respect to the inner product (·, ·)H , one sees that (z+, z−)E = 0. Thus E−

and E+ are orthogonal in the sense of inner product (·, ·)E . Hence, E = E−⊕E+. Following

the same argument in [19], we define z ∈ E\E− for the subspace

E(z) := E− ⊕ Rz,

and Rz = E+. Moreover, we can define the convex set

Ê(z) := E− ⊕ R+z,

and R+z are the nonnegative elements in E+.

We introduce a change of variable{
ϕ = u+v√

2

ψ = u−v√
2

(2.1)

and set G(x, z) = G(x, u, v) := R(x, u+v√
2
, u−v√

2
), G̃(x, z) = R̃(x, u+v√

2
, u−v√

2
). We write |z| =

(|u|2 + |v|2)
1
2 in the sequel. It is not difficult to verify that the assumptions (G1)−(G5) on G

still hold under the transformation (2.1). For convenience, we still denote the assumptions

on R and R̃ by (G1)− (G5), where the functionals G and G̃ are replaced by R and R̃.

Within (V1), (G1) and (G2), it follows that, for any ε > 0, there exist Cε > 0 and

p ∈ (2, 2∗) such that

|Gz(x, z)| ≤ ε|z|+ Cε|z|p−1, ∀(x, z) ∈ RN × R2. (2.2)

Also, for any z = (u, v) ∈ E and η = (ϕ,ψ) = (u+v√
2
, u−v√

2
), we can obtain∫

RN
(∇ϕ∇ψ + V (x)ϕψ)dx =

1

2

∫
RN

(|∇u|2 + V (x)|u|2 − |∇v|2 + V (x)|v|2)dx

=
1

2
(‖u+‖2H − ‖u−‖2H − ‖v+‖2H + ‖v−‖2H)

=
1

2
(‖z+‖2 − ‖z−‖2).
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Thus, we have an equivalent functional

Φ(z) = Φ(u, v) =
1

2
(‖z+‖2 − ‖z−‖2)−Ψ(z)

and

〈Φ′(z), ζ〉 = (z+, ζ+)E − (z−, ζ−)E − 〈Ψ′(z), ζ〉, ∀z, ζ ∈ E

where

Ψ(z) =

∫
RN
R(x, z)dx, 〈Ψ′(z), ζ〉 =

∫
RN
Rz(x, z)ζdx.

It is easy to see that z = (u, v) ∈ E is a critical point of Φ if and only if (u+v√
2
, u−v√

2
) is

a critical point of J . In what follows, we shall seek for the critical points of Φ under the

assumptions on R instead of G.

If z0 ∈ E is a nontrivial solution of problem (1.1), then z0 ∈ N , where

N = {z ∈ E\E− : 〈Φ′(z), z〉 = 〈Φ′(z), ζ〉 = 0,∀ζ ∈ E−}

The set N , first introduced by Pankov ([28]), is a subset of Nehari manifold

N0 : = {z ∈ E\(0, 0) : 〈Φ′(z), z〉 = 0}.

Next, we will introduce a linking theorem which plays an important role in the proof of

Theorem 1.1. Let X be a Hilbert space with X = X+⊕X−. For a functional J ∈ C1(X,R)

is said to be weakly sequentially lower semi-continuous if, for any un ⇀ u in X, one has

J(u) ≤ lim infn→∞J(un) and J ′ is said to be weakly sequentially continuous in X∗ if

limn→∞〈J ′(un), v〉 = 〈J ′(u), v〉 for each v ∈ X.

Proposition 2.1 ([27, Theorem 4.5]) Let X be a Hilbert space with X = X+ ⊕X− and

J ∈ C1(X,R) of the form

J(u) =
1

2
(‖u+‖2X − ‖u−‖2X)− φ(u), u = u+ + u− ∈ X.

Suppose that the following assumptions are satisfied:

(i) φ ∈ C1(E,R) is bounded from below and weakly sequentially lower semi-continuous;

(ii) φ′ is weakly sequentially continuous;

(iii) there exist r > ρ > 0 and e ∈ X+ with ‖e‖X = 1 such that κ := inf J(Sρ) >

sup J(∂Q), where

Sρ = {u ∈ X+ : ‖u‖X = ρ}, Q = {se+ v : v ∈ X−, s ≥ 0, ‖se+ v‖X ≤ r},

and ∂Q is the boundary of Q. Then, for some c ≥ κ, there exists a sequence {un} ⊂ X

satisfying

J(un)→ c, ‖J ′(un)‖(1 + ‖un‖X)→ 0, as n→∞.

In this paper, we will take X = E, and X+ = E+, X− = E−, J = Φ and φ = Ψ as well.

Lemma 2.1 Suppose that (G1)− (G3) are satisfied. Then Ψ is nonnegative, weakly sequen-

tially lower semicontinuous and Ψ′ is weakly sequentially continuous.
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With the Sobolev embedding theorem, one can check the above lemma easily, so we omit

the proof.

Lemma 2.2 Suppose that (V1) and (G1)− (G4) are satisfied. Then for any z ∈ E, we have

Φ(z)− Φ(sz + ζ) ≥ 1

2
‖ζ‖2 +

1− s2

2
〈Φ′(z), z〉 − s〈Φ′(z), ζ〉

for any ζ ∈ E− and s ≥ 0.

Proof: By (G4), we have Gz(x, z2) > Gz(x, z1)|z2|/|z1| > Gz(x, z1) for u2 > u1, v2 > v1,

which means z2 > z1 with z2 = (u2, v2), z1 = (u1, v1) respectively. We can calculate directly

to get

Φ(z)− Φ(sz + ζ) =
1

2
‖ζ‖2 +

1− s2

2
〈Φ′(z), z〉 − s〈Φ′(z), ζ〉

+

∫
RN

[1− s2

2
Gz(x, z)z − sGz(x, z)ζ −

∫ z

sz+ζ

Gw(x,w)dw
]
dx

From (G4), we have

Gw(x,w) < Gζ(x, ζ), ∀w < ζ; Gw(x,w) > Gζ(x, ζ), ∀w > ζ.

Since Gz(x, z)z ≥ 0, we should consider the following four cases.

Case 1. If 0 ≤ sz + ζ ≤ z or sz + ζ ≤ z ≤ 0, then∫ z

sz+ζ

Gw(x,w)|w|dw ≤ Gz(x, z)
∫ z

sz+ζ

|w|dw ≤
(1− s2

2
z − sζ

)
Gz(x, z)|z|;

Case 2. If sz + ζ ≤ 0 ≤ z, then∫ z

sz+ζ

Gw(x,w)|w|dw ≤
∫ z

0

Gw(x,w)|w|dw ≤ Gz(x, z)

∫ z

0

|w|dw

≤
(1− s2

2
z − sζ

)
Gz(x, z)|z|;

Case 3. If 0 ≤ z ≤ sz + ζ or z ≤ sz + ζ ≤ 0, then∫ sz+ζ

z

Gw(x,w)|w|dw ≥ Gz(x, z)
∫ sz+ζ

z

|w|dw ≥ −
(1− s2

2
z − sζ

)
Gz(x, z)|z|;

Case 4. If z ≤ 0 ≤ sz + ζ, then∫ sz+ζ

z

Gw(x,w)|w|dw ≥
∫ 0

z

Gw(x,w)|w|dw ≥ Gz(x, z)

∫ 0

z

|w|dw

≥ −
(1− s2

2
z − sζ

)
Gz(x, z)|z|;

In each case above mentioned, we all show that

1− s2

2
Gz(x, z)z − sGz(x, z)ζ ≥

∫ z

sz+ζ

Gw(x,w)dw,

which implies our assertion. �

Remark 2.3 From Lemma 2.2, it is easy to infer that

Φ(z) ≥ Φ(sz + ζ),



8 NONTRIVIAL SOLUTIONS FOR A SUPERLINEAR HAMILTONIAN ELLIPTIC SYSTEM ON RN

for any s ≥ 0, ζ ∈ E− and z ∈ N . Moreover, we get

Φ(z) ≥ Φ(sz+) +
s2‖z−‖2

2
+

1− s2

2
〈Φ′(z), z〉+ s2〈Φ′(z), z−〉, (2.3)

for z ∈ E if the assumptions (V1) and (G1)− (G4) hold.

Lemma 2.4 Suppose that (V1), (G1) and (G2) are satisfied. Then we have

(i) there exists ρ > 0 such that c := infNΦ ≥ κ := inf{Φ(z) : z ∈ E+, ‖z‖ = ρ} > 0;

(ii) ‖z+‖ ≥ max{‖z−‖,
√

2c} for all z ∈ N .

Proof: (i) For z ∈ E+, we have Φ(z) = 1
2‖z‖

2−
∫
RNG(x, z)dx and

∫
RNG(x, z)dx = o(‖z‖2)

as |z| → 0 by (2.2). If ρ > 0 is sufficiently small, then inf{Φ(z) : z ∈ E+, ‖z‖ = ρ} > 0. By

Lemma 2.2, we can obtain that c := infNΦ ≥ κ.

(ii) For z ∈ N we have

c ≤ 1

2
(‖z+‖2 − ‖z−‖2)−

∫
RN
G(x, z)dx ≤ 1

2
(‖z+‖2 − ‖z−‖2).

Hence ‖z+‖ ≥ max{‖z−‖,
√

2c}. �

Lemma 2.5 Suppose that (V1), (G1)− (G5) are satisfied. Then there is a constant r0 > ρ

such that sup Φ(∂Q) ≤ 0 for r ≥ r0, e ∈ E+, where Q = {ζ + se : ζ ∈ E−, s ≥ 0, ‖ζ + se‖ ≤
r}.

Proof: We argue by contradiction. Assume that there is {zn} ⊂ Ê(z) such that ‖zn‖ → ∞,

Φ(zn) > 0 as n→∞. Set wn = zn
‖zn‖ = sne+w−n , and then ‖wn‖ = 1. Up to a subsequence,

we may assume that wn ⇀ w in E, and then wn → w almost everywhere on RN for some

w ∈ E, and sn → s as n→∞. Moreover, we have

Φ(zn)

‖zn‖2
=

1

2
s2
n‖e‖2 −

1

2
‖w−n ‖2 −

∫
RN

G(x, zn)

|zn|2
|wn|2dx > 0. (2.4)

If s = 0, we have ‖w−n ‖2 → 0 by (2.4), hence 1 = ‖w−n ‖2 + s2
n → 0, which is impossible.

Therefore, s 6= 0 and w 6= 0. Since ‖zn‖ → ∞ and w(x) 6= 0, it follows that∫
RN

G(x, zn)

|zn|2
|wn|2dx = o(1).

By (G5) and Lebesgue Dominated Convergence Theorem, we get a contradiction. �

Lemma 2.6 If (V1), (G1) − (G5) are satisfied, then there holds N ∩ Ê(z) 6= ∅, i.e., there

exist θ(z) > 0 and w(z) ∈ E− such that θ(z)z + w(z) ∈ N for z ∈ E+.

Proof: By Lemma 2.5 and 2.4, there exists a constant R > 0 such that Φ(ζ) ≤ 0 for

ζ ∈ Ê(z)\BR(0) and Φ(tz) ≥ 0 for small t > 0. It is easy to see that Φ is weakly upper

semicontinuous on Ê(z). Then there exists z0 ∈ Ê(z) such that Φ(z0) = sup Φ(Ê(z)), which

means z0 is a critical point of Φ |Ê(z), i.e.,

〈Φ′(z0), z0〉 = 〈Φ′(z0), ζ〉 = 0, for all ζ ∈ Ê(z).

Consequently, we have z0 ∈ N ∩ Ê(z). �
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The following lemma is crucial to the existence of Nehari-Pankov type solutions to problem

(1.1).

Lemma 2.7 If (V1) and (G1) − (G5) are satisfied, then there exists a constant m∗ ∈
[κ, sup Φ(Q)] and a sequence {zn} ⊂ E satisfying

Φ(zn)→ m∗, ‖Φ′(zn)‖(1 + ‖zn‖)→ 0, as n→∞.

Proof: This lemma is a direct consequence of Proposition 2.1, Lemmas 2.2, 2.4 and 2.5.

Lemma 2.8 If (V1) and (G1) − (G5) are satisfied, then there exists a constant m∗ ∈ [κ, c]

and a sequence {zn} ⊂ E satisfying

Φ(zn)→ m∗, ‖Φ′(zn)‖(1 + ‖zn‖)→ 0, as n→∞. (2.5)

Proof: Choose {wk} ⊂ N such that

c ≤ Φ(wk) < c+
1

k
, k ∈ N.

By Lemma 2.4 and 2.5, we have ‖w+
k ‖ ≥

√
2c > 0. Set ek = w+

k /‖w
+
k ‖, and then ek ∈

E+ and ‖ek‖ = 1. In view of Lemma 2.5, there exists rk > max{ρ, ‖wk‖} such that

sup Φ(∂Qk) ≤ 0, where

Qk = {ζ + sek : ζ ∈ E−, s ≥ 0, ‖ζ + sek‖ ≤ rk}, k ∈ N. (2.6)

By Lemma 2.7, there exist a positive constant mk ∈ [κ, sup Φ(Qk)] and a sequence

{zk,n}n∈N ⊂ E satisfying

Φ(zk,n)→ mk, ‖Φ′(zk,n)‖(1 + ‖zk,n‖)→ 0, as n→∞, k ∈ N. (2.7)

In view of Lemma 2.2,

Φ(wk) ≥ Φ(ζ + swk), ∀s ≥ 0, ζ ∈ E−. (2.8)

Since wk ∈ Qk, it follows from (2.6) and (2.8) that Φ(wk) = sup Φ(Qk). Hence,

mk < Φ(zk,n)→ mk < c+
1

k
, ‖Φ′(zk,n)‖(1 + ‖zk,n‖)→ 0, as n→∞.

Choose a sequence {nk} ⊂ N such that

c− 1

k
< Φ(zk,nk) < c+

1

k
, ‖Φ′(zk,nk)‖(1 + ‖zk,nk‖) <

1

k
, k ∈ N.

Let zn = zk,nk , k ∈ N. Going if necessary to a subsequence (we will denote as {zn}), we

have

Φ(zn)→ m∗ ∈ [κ, c], ‖Φ′(zn)‖(1 + ‖zn‖)→ 0.

Lemma 2.9 If (V1) and (G1) − (G5) are satisfied, then any sequence {zn} ⊂ E with the

property (2.5) is bounded.

Proof: We argue by contradiction. Assume that ‖zn‖ → ∞ as n→∞ and set ωn = zn
‖zn‖ ,

and then ‖ωn‖ = 1. By the Sobolev embedding theorem, there exists a constant C1 > 0

such that |ωn|2 ≤ C1 and it holds

δ = lim
n→∞

sup
y∈RN

∫
B1(y)

|ω+
n |2dx.
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Two cases need to be considered: δ = 0 or δ > 0.

If δ = 0, by Lion’s concentration compactness principle ([29]), we have ω+
n → 0 in

Lploc(RN ) for 2 < p < 2∗. Fix R > [2(1 +m∗)]
1
2 and p ∈ (2, 2∗). Then by virtue of (G1) and

(G2), we get for ε = 1
3(RC1)2 , there exists Cε > 0 such that

|G(x, z)| ≤ ε|z|2 + Cε|z|p, ∀(x, z) ∈ RN × R2.

Therefore, we obtain

lim sup
n→∞

∫
RN
G(x,Rω+

n )dx ≤ ε(RC1)2 +RpCε lim
n→∞

|ω+
n |pp =

1

3
(2.9)

Let τn = R
‖zn‖ . By Lemma 2.2, together with (2.6) and (2.9), we have

m∗ + o(1) = Φ(zn) ≥ τn
2

2
(‖z+

n ‖2 + ‖z−n ‖2)−
∫
RN
G(x, τnz

+
n )dx+

1− τn2

2
〈Φ′(zn), zn〉

+τn
2〈Φ′(zn), z−n 〉

=
R2

2
(‖ω+

n ‖2 + ‖ω−n ‖2)−
∫
RN
G(x,Rω+

n )dx+
1

2
− R2

2‖zn‖2
〈Φ′(zn), zn〉

+
R2

‖zn‖2
〈Φ′(zn), z−n 〉

=
R2

2
−
∫
RN
G(x,Rω+

n )dx+ o(1) ≥ R2

2
− 1

3
+ o(1) > m∗ +

2

3
+ o(1),

which is a contradiction.

If δ > 0, going if necessary to a subsequence, we may assume that there exists a sequence

yn ∈ ZN such that
∫
B1+

√
N (yn)

|ω+
n |2dx > δ

2 . Let ω̃n(x) = ωn(x+ yn), then ‖ω̃n‖ = ‖ωn‖ = 1

and ∫
B1+

√
N (0)

|ω̃+
n |2dx >

δ

2
(2.10)

Up to a subsequence, we have ω̃n ⇀ w̃ in E and ω̃n → w̃ in Lploc(RN ,R2) for 2 ≤ p < 2∗

and ω̃n → w̃ almost everywhere on RN . Thus, (2.10) implies that ω̃+ 6= 0, which implies

ω̃ 6= 0.

Now we define z̃n(x) = zn(x+ yn). Then z̃n/‖zn‖ = ω̃n → ω̃ almost everywhere on RN ,

and ω̃ 6= 0. Set Ω := {y ∈ RN : ω̃(y) 6= 0}. We have lim
n→∞

|z̃n(x)| = ∞ for x ∈ Ω. For any

φ ∈ C∞0 (RN ,R2), denoting φn(x) = φ(x− yn), we have

〈Φ′(zn), φn〉 = (z+
n − z−n , φn)E −

∫
RN
Gz(x, zn)φndx

= ‖zn‖
[
(ω+
n − ω−n , φn)E −

∫
RN

Gz(x, zn)

|zn|
|ωn|φndx

]
= ‖zn‖[(ω̃+

n − ω̃−n , φ)E −
∫
RN

Gz(x+ yn, z̃n)

|z̃n|
|ω̃n|φdx].

Together with (2.5), we get

(ω̃+
n − ω̃−n , φ)E −

∫
RN

Gz(x+ yn, z̃n)

|z̃n|
|ω̃n|φdx = o(1).
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By (G3), it follows that∣∣∣∣∫
RN

Gz(x+ yn, z̃n)

|z̃n|
|ω̃n|φdx

∣∣∣∣ ≤ ∫
RN
|Gz(x+ yn, z̃n)

|z̃n|
||ω̃n − ω̃||φ|dx

+

∫
RN
|Gz(x+ yn, z̃n)

|z̃n|
||ω̃||φ|dx

≤ C2

∫
suppφ

|ω̃n − ω̃||φ|dx+

∫
Ω

|Gz(x+ yn, z̃n)

|z̃n|
||ω̃||φ|dx

= o(1).

Hence we have

(ω̃+ − ω̃−, φ)E = 0, ∀φ = (ξ, η) ∈ C∞0 (RN ,R2). (2.11)

If we denote ω̃ = (u, v), then by (2.11) we have ω̃+ − ω̃− = (u+ − u−, v− − v+) and

(u+ − u−, ξ)E + (v− − v+, η)E = 0. This implies{
−∆u+ V (x)u = 0,
∆v + V (x)v = 0.

Therefore, u is an eigenfunction of operator B1 := −∆ + V and v is an eigenfunction

of operator B2 := −∆ − V , which contradicts with the fact that Bi has only continuous

spectrum for i = 1, 2 since V is periodic. Thus, {zn} is bounded. �

Set BR(z) := {z0 ∈ E : ‖z − z0‖ < R} and SR := ∂BR(0). We have the following

conclusion.

Lemma 2.10 (i) For every finite dimensional subspace W of C∞0 (Ω,R2) ⊂ E+, there holds

sup Φ(W ) <∞.
(ii) Let S be a closed subset in the unit sphere of some finite dimensional subspace W ⊂

E+. Denote C := {tz : t ≥ 0, z ∈ S}. Then there exists a R > 0 such that Φ(z) ≤ −1 for

every z ∈ C \BR(0).

Proof: Since the proof is standard by (G3), we omit it.

3. Proof of Theorem 1.1

In this section we will devote our energy to study the existence of nontrivial solutions of

(1.1) in E+ ⊂ H1(RN ,R2). The functional of (1.1) can be written as

Φ1(z) =
1

2
‖z‖2 −

∫
RN
G(x, z)dx,

for a solution z = (u, v) ∈ E+ of (1.1).

Without loss of generality, we denote Φ(z) instead of Φ1(z) in this section and it is easy

to see that the conclusions in Section 2 still hold for Φ1(z). Then the gradient of Φ has the
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form ∇Φ = id −D : E+ → E+, where D := (−4+ V )−1[Gz(·, z(·))] for z ∈ E+. In other

words, D(z) is uniquely determined by the relation

(D(z), φ)E =

∫
RN
Gz(x, z)φdx (3.1)

for all φ ∈ E+.

Consider two subspace E+
1 := {z+ = (u+, v−) ∈ E+ : u+ ≥ 0, v− ≥ 0} and E+

2 := {z+ =

(u+, v−) ∈ E+ : u+ ≤ 0, v− ≤ 0}. We will denote z+
j as the elements of E+

j , for j = 1, 2,

which in fact are the positive and negative part of z+, respectively.

Set

L+
1,ε := {z ∈ E+ : dist(z, E+

1 ) < ε}, L−2,ε := {z ∈ E+ : dist(z, E+
2 ) < ε},

and we know that L+
1,ε and L−2,ε are open convex subsets of E\E−, whereas Lε := L+

1,ε∪L
−
2,ε

is a closed and symmetric subset of E+. Moreover, E+\Lε only contains sign-changing

functions for ε > 0.

Lemma 3.1 There exists ε0 > 0 such that for 0 < ε < ε0, the following conclusions hold:

(i) D(∂L−2,ε) ⊂ L
−
2,ε and every nontrivial solution z ∈ L−2,ε of (1.1) is negative;

(ii) D(∂L+
1,ε) ⊂ L

+
1,ε and every nontrivial solution z ∈ L+

1,ε of (1.1) is positive.

Proof: (i) Let α := 1
2 inf
x∈RN

V (x) > 0. By (G1) and (G2), we have

|Gz(x, z)| ≤ α|z|+ C(α)|z|p−1, for x ∈ RN , z ∈ R2.

Let ζ = D(z) for z ∈ E+. We observe that

|z+
1 |2 = (

∫
RN

(u+)2 + (v−)2dx)
1
2 = min

w∈E+
2

|z − w|2

≤ 1√
2α

min
w∈E+

2

‖z − w‖

=
1√
2α

dist(z, E+
2 ).

We can also obtain that

|z+
1 |s ≤ Csdist(z, E+

2 )

for every s ∈ [2, 2∗) and Cs > 0. Moreover, we have dist(ζ, L−2,ε) ≤ ‖ζ+‖ and

dist(ζ, E+
2 )‖ζ+‖ ≤ ‖ζ+‖2

= (ζ, ζ+)

=

∫
RN
Gz(x, z)ζ

+dx

≤
∫
RN
Gz(x, z

+)ζ+dx

≤ α|z+
1 |2|ζ+|2 + C(α)|z+

1 |p−1
p |ζ+|p

≤ (
1

2
dist(z, E+

2 ) + C̃dist(z, E+
2 )p−1)‖ζ+‖



NONTRIVIAL SOLUTIONS FOR A SUPERLINEAR HAMILTONIAN ELLIPTIC SYSTEM ON RN 13

by (3.1). Therefore,

dist(D(z), E+
2 ) ≤ 1

2
dist(z, E+

2 ) + C̃dist(z, E+
2 )p−1,

which implies that there exists ε0 > 0 such that dist(D(z), E+
2 ) ≤ 2

3dist(z, E+
2 ) for z ∈ L−2,ε,

0 < ε < ε0. Particularly, we have D(∂L−2,ε) ⊂ L
−
2,ε.

Furthermore, if z ∈ L−2,ε and D(z) = z, then z ∈ L−2,ε. If z 6= 0, we can also know that

z < 0 for all x by the maximum principle.

The proof of (ii) can be obtained in an analogous way. �

Next, we will introduce the pseudogradient vector field and its properties.

Denote E+
0 = {z ∈ E+ | Φ′(z) 6= 0}. Recall that a continuous map V : E+ → E+ is said

to be a pseudogradient vector field for Φ if V |E+
0

: E+
0 → E+ is locally Lipschitz continuous

and satisfy the following two conditions:

(i) 〈Φ′(z),V(z)〉 ≥ 1
2‖Φ

′(z)‖2 for all z ∈ E+;

(ii) ‖V(z)‖ ≤ 2‖Φ′(z)‖ for all z ∈ E+.

If V is a pseudogradient vector field for Φ, we can obtain a flow ψ : L → E+ which

satisfies {
d
dtψ(t, z) = −V(ψ(t, z)), t ≥ 0
ψ(0, z) = z,

for all (t, z) ∈ L := {(t, z) : z ∈ E+, 0 ≤ t < T (z)}, where T (z) ∈ (0,∞] is the maximal

existence time for the trajectory ψ(t, z). We call ψ the descending flow associated with V.

We say that Ξ is a positive invariant subset of E+ for the flow ψ if ψ(t, z) ∈ Ξ(⊂ E+),

where z ∈ Ξ(⊂ E+) and t ∈ [0, T (z)). If Ξ is a positive invariant subset of E+, we also

consider

D(Ξ) := {z ∈ E+ : ψ(t, z) ∈ Ξ for some t ∈ [0, T (z))}.

In addition, let D0 := {z ∈ E+ : ψ(t, z)→ 0 as t→ T (z)} and we know that D0 is open

since 0 is a stable solution of (1.1). The following proposition can be obtained from Lemma

3.1 and Lemma 3.2 in [33].

Proposition 3.2 There exists a pseudogradient vector field V for Φ such that L+
1,ε and

L−2,ε are positive invariant subsets for the associated descending flow. Moveover, we have

∂L+
1,ε ⊂ D(L+

1,ε) and ∂L−2,ε ⊂ D(L−2,ε), where 0 < ε < ε0.

Lemma 3.3 We have L+
1,ε ∩ L

−
2,ε ⊂ D0 and Φ(z) > 0 for any z ∈ L+

1,ε ∩ L
−
2,ε\{0, 0}, where

0 < ε < ε0.

Proof: By (G1)− (G3), we have

Φ(z) ≥ −
∫
RN
G(x, z)dx

≥ −1

2

∫
RN
Gz(x, z)z(x)dx

≥ − c
2

(|z|22 + |z|pp).
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For z ∈ L+
1,ε ∩ L

−
2,ε, there holds

|z+
1 |s ≤ Csdist(z, E+

2 ) ≤ Csε0, and |z+
2 |s ≤ Csdist(z, E+

1 ) ≤ Csε0,

which implies that

inf
z∈L+

1,ε∩L
−
2,ε

Φ(z) > −∞.

Recall the conclusion in Lemma 3.1 that L+
1,ε ∩L

−
2,ε contains no nontrivial critical points

of Φ. Combining with the positive invariance of z ∈ L+
1,ε ∩ L

−
2,ε, we know that

ψ(t, z)→ 0 as t→ T (z)

for z ∈ L+
1,ε ∩ L

−
2,ε, where 0 < ε < ε0. �

Now we give the proof of Theorem 1.1.

Proof of Theorem 1.1: We will separate the proof into several steps.

Step 1: Define the following set

M0 := {z ∈ E\E− : z+
1 6= 0, z+

2 6= 0, 〈Φ′(z), z+
1 〉 = 〈Φ′(z), z+

2 〉 = 〈Φ′(z), w〉 = 0, ∀w ∈ E−},

where z+
1 ≥ 0, z+

2 ≤ 0 and z+
1 , z+

2 are the positive and negative part of z ∈ E\E−. It is

easy to see that M0 ⊂ N , and it contains all sign-changing solutions of (1.1).

Now set c := inf
z∈M0

Φ(z) and let (ζn)n be a minimizing sequence in M0 for c. We want to

show that

Φ(ζ±n ) = max
0≤t<+∞

Φ(tζ±n ), (3.2)

where ζ+
n = {max{u+

n , 0},max{v−n , 0}}, ζ−n = {min{u+
n , 0},min{v−n , 0}}. For this reason,

we consider the function h±(t) := Φ(tζ±n ) for t ∈ [0,∞). Since

(h±)′(t) = Φ′(tζ±n )ζ±n

= t(‖ζ±n ‖2 −
∫

Ω

Gz(|x|, tζ±n )

tζ±n
(ζ±n )2dx),

by (G4), we know that t 7→ (h±)′(t)
t is decreasing on (0,+∞) and the set S := {t > 0 |

(h±)′(t) = 0} is a closed subinterval of (0,+∞) which contains t = 1.

Moreover, h± is increasing on (0,minS) and decreasing on (maxS,+∞), and thus we get

max
t≥0

h±(t) = max
t∈S

h±(t) = h±(1),

which implies (3.2).

Setting Cn := {tζ+
n + sζ−n : t ≥ 0, s ≥ 0}, n ∈ N, we obtain

sup Φ(Cn) = max
t≥0

Φ(tζ+
n ) + max

t≥0
Φ(sζ−n ) = Φ(ζ+

n ) + Φ(ζ−n ).

By Lemma 2.10, there is Rn > 0 such that

Φ(z) ≤ −1, for z ∈ Cn\BRn(0).
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Define the path

hn : [0, 1]→ E+, hn(t) = t
2Rn

‖ζ+
n ‖

ζ+
n + (1− t) 2Rn

‖ζ−n ‖
ζ−n ,

and connect hn(0) ∈ Cn ∩ L−2,ε and hn(1) ∈ Cn ∩ L+
1,ε in Cn\BRn(0). We then obtain the

existence of z+
1 = (u+

1 , v
−
1 ) ∈ L+

1,ε\L
−
2,ε and z+

2 = (u+
2 , v

−
2 ) ∈ L−2,ε\L

+
1,ε by [33,Theorem 3.2].

These points may depend on n but we only need the existence of one pair z+
1 = (u+

1 , v
−
1 )

and z+
2 = (u+

2 , v
−
2 ).

Step 2: Next, we show that

z+
1 (x) > 0 > z+

2 (x), for all x ∈ RN , (3.3)

which means u+
1 > 0, v−1 > 0 and u+

2 < 0, v−2 < 0, separately.

From Lemma 2.8 and 2.9, we obtain that there exists a bounded sequence {zn} ⊂ E

satisfying

Φ(zn)→ m∗ ∈ [κ, c], ‖Φ′(zn)‖(1 + ‖zn‖)→ 0, as n→∞. (3.4)

By Lemma 2.1, there is a constant C0 > 0 such that |zn|22 + |zn|pp ≤ C0. If

δ := lim
n→∞

sup
y∈RN

∫
B1(y)

|zn|dx = 0,

then by Lion’s concentration compactness principle, we have zn → 0 in Lp(RN ,R2) as

n→∞ for 2 < p < 2∗. Since

Φ(z) = Φ(u, v) =
1

2
‖z+‖2 −Ψ(z),

and

〈Φ′(z), ζ〉 = (z+, ζ+)E − 〈Ψ′(z), ζ〉, ∀z, ζ ∈ E,

where Ψ(z) =
∫
RNG(x, z)dx and 〈Ψ′(z), ζ〉 =

∫
RNGz(x, z)ζdx, we have

2m∗ + o(1) = ‖z+
n ‖2 − 2

∫
RN
G(x, zn)dx

≤ ‖z+
n ‖2 = 〈Φ′(zn), z+

n 〉+

∫
RN
Gz(x, zn)z+

n dx

≤ ε|zn|2|z+
n |2 + Cε|zn|p−1

p |z+
n |p + o(1)

≤ εC0 + o(1).

This is a contradiction since ε > 0 is arbitrary. Thus δ > 0.

Going if necessary to a subsequence, we may assume that there exists a sequence yn ∈ ZN

such that ∫
B1+

√
N (yn)

|zn|2dx >
δ

2
.

Set wn(x) = zn(x+ yn), then ∫
B1+

√
N (0)

|wn|2dx >
δ

2
. (3.5)



16 NONTRIVIAL SOLUTIONS FOR A SUPERLINEAR HAMILTONIAN ELLIPTIC SYSTEM ON RN

Since V (x), G(x, z) are periodic in x, together with (3.4), we have ‖wn‖ = ‖zn‖ and

Φ(wn)→ m∗ ∈ [κ, c], ‖Φ′(wn)‖(1 + ‖wn‖)→ 0, as n→∞. (3.6)

By Lemma 2.9, we have {wn} is bounded in E. Up to a subsequence, we have wn ⇀

w0 = (u0, v0) in E, wn → w0 in Lploc(RN ,R2) for 2 ≤ p < 2∗ and wn → w0 a.e. on RN . By

(3.5) and (3.6), it holds Φ′(w0) = 0 and w0 6= 0, which implies that w0 ∈M0 ⊂ N , and thus

Φ(w0) ≥ c. On the other hand, by (G2), (3.4)− (3.6), Remark 2.3 and Fatou’s Lemma, we

have

c ≥ m∗ = lim
n→∞

[
Φ(wn)− 1

2
〈Φ′(wn), wn〉

]
= lim

n→∞

∫
RN
Ĝ(x,wn)dx ≥

∫
RN

lim inf
n→∞

Ĝ(x,wn)dx

=

∫
RN
Ĝ(x,w0)dx = Φ(w0)− 1

2
〈Φ′(w0), w0〉

= Φ(w0).

It means Φ(w0) ≤ c, and thus Φ(w0) = c = infM0Φ ≥ κ > 0 by Lemma 2.4 (i).

By Lemma 3.1 and strong maximum principle, we know that (3.3) holds.

Step 3: We now show the existence of z, where z is a sign-changing solution of (1.1).

Consider the map

Λn : Π := [0, 1]× [0, 1]→ E+, Λn(t, s) = shn(t)

and the set

On := Λ−1
n (D0), O+

n := Λ−1
n (D(L+

1,ε)), O−n := Λ−1
n (D(L−2,ε)).

If s = 0, it holds Λn(t)→ 0 for t→ 1. Vice versa, we have Λn(t) 9 0 for t→ 1 if s = 1,

which implies that
{

(t, 0) : 0 ≤ t ≤ 1
}
⊂ On and

{
(t, 1) : 0 ≤ t ≤ 1

}
∩ On = ∅, On and O±n

are open subsets of Π.

Hence, there exists a connected component Γn of ∂ΠOn which intersects both
{

(0, s) :

0 ≤ s ≤ 1
}
⊂ O−n and

{
(1, s) : 0 ≤ s ≤ 1

}
⊂ O+

n by Lemma 3.1 in [33]. We have

Γn ∩ O+
n ∩ O−n = ∅.

Since D(L+
1,ε) ∩ D(L−2,ε) ⊂ D0, we can find that ∂D0\(D(L+

1,ε) ∪ D(L−2,ε)) 6= ∅ by the

connectedness of ∂D0. Choose ω∗n ∈ ∂D0\(D(L+
1,ε) ∪ D(L−2,ε)), and there is an increasing

sequence {tn}∞1 with tn → T (ω∗n) such that the limit of {ω(t, ω∗n)} is a critical point by

[33, Theorem 3.1]. For this reason, we can choose (tn, sn) ∈ Γn\(O+
n ∪ O−n ) and ω∗n :=

Λn(tn, sn) suitable. Thus, Φ(ψ(t, ω∗n)) stays positive and bounded away from zero.

It follows that the half orbit {ψ(t, ω∗n) : 0 ≤ t < T (ω∗n)} is relatively compact by the (C)c

condition and every zn ∈ ω(ω∗n) ⊂ ∂D0\(D(L+
1,ε) ∪ D(L−2,ε)) is a sign-changing solution,

where ω(ω∗n) =
⋂

0≤t≤T (ω∗n)

Θ and Θ is the closure of
⋃

t≤s≤T (ω∗n)

ψ(s, ω∗n).
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Now we will prove the existence of a minimizer z of Φ on M0 as a limit of these zn. It is

easy to see that

Φ(zn) ≤ Φ(ω∗n)

≤ sup
0≤t≤1,s≥0

Φ(s(t
ζ+
n

‖ζ+
n ‖

+ (1− t) ζ−n
‖ζ−n ‖

))

≤ sup Φ(Cn)

= Φ(ζ+
n ) + Φ(ζ−n )

= Φ(ζn)→ c, as n→∞,

which implies {zn}n is a (C)c sequence in M0. By Proposition 2.1, there exists a subsequence

of {zn}n which converges to a critical point z and z ∈ ∂D0\(D(L+
1,ε) ∪ D(L−2,ε)). Then this

implies that z is a sign-changing solution of (1.1). Therefore, z ∈M0 is a minimizer of Φ on

M0.

4. proof of theorem 1.2

In this section, we will consider the existence of positive radial solution and the multi-

plicity of solution with nodal characterization for Equation (1.1). For that purpose, we will

assume V (x) = V (|x|). Moreover, the assumptions (G1) − (G5) still holds for G(|x|, u, v),

which implies the conclusions in the previous parts are reasonable in this section.

For a solution z = (u, v) of (1.1), we denote the associated functional as

J0(z) =
1

2
(‖z+‖2 − ‖z−‖2)−

∫
RN
G(|x|, z)dx.

It is evident that z ∈ E is a critical point of J0 if 〈J0
′(z), z〉 = 0. Therefore, we can define

the following Nehari-Pankov set

P := {z ∈ X\E− : 〈J0
′(z), z〉 = 〈J0

′(z), w〉 = 0,∀w ∈ E−},

where X := {z ∈ E : z(x) = z(|x|)} = X+ ⊕X− by the analysis in Section 2.

Fix ρ and δ for the rest of this section and write

Ω(ρ, δ) := int{x ∈ RN : ρ ≤ |x| ≤ δ},

Xρ,δ := {z ∈ E |Ω(ρ,δ) : z(x) = z(|x|)},

Pρ,δ = {z ∈ Xρ,δ\E−(ρ, δ) : 〈J ′0(z), z〉 = 〈J ′0(z), w〉 = 0,∀w ∈ E−(ρ, δ)},

where E |Ω(ρ,δ) = E+(ρ, δ) ⊕ E−(ρ, δ), E+(ρ, δ) = {z+ = (u+, v−) ∈ E+, ρ ≤ |x| ≤ δ} and

E−(ρ, δ) = {z+ = (u−, v+) ∈ E+, ρ ≤ |x| ≤ δ}. Then for any z = (u, v) ∈ E |Ω(ρ,δ), there

holds z = z+ + z−, where z+ ∈ E+(ρ, δ), z− ∈ E−(ρ, δ) for ρ ≤ |x| ≤ δ.
Define z(x) = 0 for x /∈ Ω(ρ, δ). It is obvious that Xρ,δ ⊂ X and Pρ,δ ⊂ P ⊂ N . We can

define the set

P+
k = {z ∈ X : there exist 0 = ρ0 < ρ1 < · · · < ρk < ρk+1 =∞, such that

(−1)jz |Ω(ρj ,ρj+1)≥ 0 and z |Ω(ρj ,ρj+1)∈ Pρj ,ρj+1 , for j = 0, . . . , k}

for fixed k ∈ N.
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In the following, we want to find a positive and a negative solution of the following

system  −∆u+ V (|x|)u = Gv(|x|, u, v), x ∈ Ω(ρ, δ),
−∆v + V (|x|)v = Gu(|x|, u, v), x ∈ Ω(ρ, δ),
u(x)→ 0, v(x)→ 0 as |x| → ∂Ω(ρ, δ).

(4.1)

In order to obtain a positive solution of (4.1) we replace Gz by the odd continuous function

q+ : (0,∞)×R2 → R2 as follows,

q+(r, z) =

{
Gz(r, z), if z ≥ 0;
−Gz(r,−z), if z ≤ 0.

Here z ≥ 0 means u ≥ 0, v ≥ 0 simultaneously, and z ≤ 0 means u ≤ 0, v ≤ 0 simultaneously.

For simplicity, we drop the + and write q for q+, and similarly, we write Q instead of Q+

for the even primitive of q = q+. A negative solution of (4.1) is obtained by an analogous

argument which we will indicate later.

Positive solutions of −∆u+ V (|x|)u = Qv(|x|, u, v), x ∈ Ω(ρ, δ)
−∆v + V (|x|)v = Qu(|x|, u, v), x ∈ Ω(ρ, δ)
u(x)→ 0, v(x)→ 0 as |x| → ∂Ω(ρ, δ),

(4.2)

are clearly solutions of (4.1). The assumptions (G1) − (G5) still hold for q instead of Gz.

The solutions of (4.2) are critical points of the functional J+
ρ,δ(z):

J+
ρ,δ(z) :=

1

2
(‖z+‖2 − ‖z−‖2)−

∫
Ω(ρ,δ)

Q(|x|, z)dx.

In the case of no confusion, we shall briefly denote J+
ρ,δ as J+ in the following pages. We

assert that

λ+(ρ, σ) = inf
Pρ,δ

J+(z)

is a critical value of J+ with a corresponding positive critical point.

Meanwhile, we observe that a positive radial solution for (4.2) can be obtained in an

analogous way as the existence of a positive radial solution for (1.1). Therefore we can

define c+(ρ, σ) = inf
z∈Xρ,δ\(0,0)

J+(z) similarly. The following results are necessary to prove

Theorem 1.2.

Lemma 4.1 There exists a unique t(z) > 0 such that t(z)z ∈ P for any z ∈ X+\(0, 0). The

maximum of J+(tz) for t ∈ [0,∞) exists and is achieved at t = t(z). The function z 7→ t(z):

X+\(0, 0)→ (0,∞) is continuous.

Proof: Consider the function h(t) := J+(tz), t ∈ [0,∞). Clearly tz ∈ P if and only if

h′(t) = 0. Since

h′(t) = 〈(J+)
′
(tz), z〉 = t‖z‖2 −

∫
Ω

Qz(|x|, tz)zdx, (4.3)

we get h′(t) = 0 if and only if

‖z‖2 =
1

t

∫
Ω

Qz(|x|, tz)zdx. (4.4)
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By (G4), the right-hand side of (4.4) is an increasing function of t.

Moreover, by Proposition 2.1 we have h(0) = 0, h(t) > 0 for small t > 0 and h(t) < 0 for

large t > 0, and then the maximum of h(t) is achieved at a unique t = t(z). Therefore we

get h′(t(z)) = 0, which means t(z)z ∈ P.

For the continuity of t(z), we may assume that zn → z in X+\(0, 0) as n → ∞. With

the help of (G1)-(G3) we can easily verify that the sequence t(zn) is bounded. Up to a

subsequence, if t(zn) converges to t0, it follows from (4.3) that t0 = t(z), which implies

t(zn)→ t(z). �

By Lemma 4.1, we define

d+(ρ, σ) := inf
z∈X+

ρ,δ\(0,0)
max
t≥0

J+(tz).

Lemma 4.2 We have λ+(ρ, σ) = c+(ρ, σ) = d+(ρ, σ).

Proof: Lemma 4.1 tells us λ+ = d+. Moreover, for any z ∈ E+(ρ, δ)\(0, 0) ⊂ E+\(0, 0) and

t > 0 large, we have J+(tz) < 0 by Lemma 2.4, which implies c+ ≤ d+. Finally, c+ ≥ λ+.

In fact, it follows from the fact that Pρ,δ separates E+(ρ, δ) into two components by Lemma

2.6. One of these two components contains the origin and a small ball around the origin.

Moreover, J+(z) ≥ 0 for all z around the origin since 〈(J+)′(tz), z〉 ≥ 0 for all t ≤ t(z). �

Lemma 4.3 If z = (u, v) ∈ P and J+(z) = λ+ > 0, then z is a critical point of J+.

Proof: We argue it by contradiction. By Lemma 4.1, there is s > 0 such that J+(sz) =

max
t>0

J+(tz) and (G4) implies that max
t>0

J+(tz) is achieved at only one point t = s. It is also

the unique one such that 〈(J+)′(tz), z〉 = 0.

Next we claim that sz is a critical point of J+. Without loss of generality, we assume

s = 1. If z is not a critical point of J+, there is ω ∈ C∞0 (Ω(ρ, δ)) such that 〈(J+)′(z), ω〉 < 0,

then there exists ε0 > 0 such that |t− 1|+ |ε| ≤ ε0, 〈(J+)′(tz + εω), ω〉 ≤ −1. If tε is small,

let tε > 0 be the unique number such that max J+(tz + sω) = J+(tεz + εω) for ε > 0 small

enough, and then tε → 1 as ε→ 0.

If ε satisfies |tε−1|+ε ≤ ε0, then J+(tεz+εω) ≥ c. However, since 〈(J+)′(tz+εω), ω〉 ≤ −1,

we get

J+(tεz + εω) = J+(tεz) +

∫ 1

0

〈(J+)
′
(tεz + εsω), εsω〉ds ≤ c− ε < c,

This is a contradiction. �

Let z ∈ Pρ,δ be a critical point with critical value λ+. Since q(r, z) is odd and Q(r, z) is

even in z, we see that w(x) = |z(x)| satisfies

J+(z) = J+(w) = λ+, 〈(J+)′(z), z〉 = 〈(J+)′(w), w〉 = 0.

Hence, z ∈ E+(ρ, δ) is a nonnegative solution of (4.2) by Lemma 4.3. By the maximum

principle, z is positive. Therefore, it also satisfies (4.1) since q(r, z) = Gz(r, z) for z ≥ 0.
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The negative solution of (4.1) can also be obtained in an analogous manner by working

with q− : [0,∞]×R2 → R2,

q−(r, z) =

{
−Gz(r,−z) if z ≥ 0;
Gz(r, z) if z ≤ 0;

instead of q = q+.

We can get the corresponding functional J−ρ,δ : E → R (later denote J− for brevity), the

Nehari-Pankov set Pρ,δ and the critical value λ−(ρ, δ) := inf
Pρ,δ

J−ρ,δ, respectively.

Now, we can give the proof of Theorem 1.2.

Proof of Theorem 1.2: The positive solution and negative solution are obtained in above

claim. In fact, by Lemma 4.3, the infimum

c+(ρ, δ) := inf
Pρ,δ

J+ and c−(ρ, δ) := inf
Pρ,δ

J−

can be achieved and the critical points are the corresponding positive solution and negative

solution of (4.1), respectively.

Define c+k := inf
z∈P+

k

J0(z). Let {zn} ⊂ P+
k be a minimizing sequence of c+k . We can obtain

that {zn} is bounded by the same argument as in the proof of Lemma 2.1. Since zn ∈ P+
k ,

there exist 0 = ρn0 < ρn1 < · · · < ρnk < ρnk+1 = ∞ such that (−1)jzn |Ω(ρnj ,ρ
n
j+1)≥ 0 and

zn |Ω(ρnj ,ρ
n
j+1)∈ Pρnj ,ρnj+1

for j = 0, 1, . . . , k.

We can also obtain that

‖zn |Ω(ρnj ,ρ
n
j+1) ‖ =

∫
Ω(ρnj ,ρ

n
j+1)

znQzn(r, zn)dx (4.5)

≤ C1

∫
Ω(ρnj ,ρ

n
j+1)

(|zn|2 + C2|zn|p)dx

for zn |Ω(ρnj ,ρ
n
j+1)∈ Pρnj ,ρnj+1

, p ∈ (2, 2∗) and any ε > 0. By (G1) − (G3) and (4.5), with an

analogous argument in [35], we know that {ρnk+1}n is bounded away from ∞, {ρnj+1 − ρnj }n
is bounded away from 0 for each j and there are 0 = ρ0 < ρ1 < · · · < ρk < ρk+1 =∞ such

that ρnj → ρj as n→∞, for j = 1, 2, . . . , k.

Going if necessary to a subsequence of {zn}, we may assume

zn |Ω(ρnj ,ρ
n
j+1)⇀ z |Ω(ρnj ,ρ

n
j+1) in X (4.6)

because of the compactness of embedding in Lp(X) for p ∈ [2, 2∗). We then have

zn |Ω(ρnj ,ρ
n
j+1)→ z |Ω(ρnj ,ρ

n
j+1) and (−1)jz |Ω(ρj ,ρj+1)≥ 0. (4.7)

We can also obtain that z |Ω(ρj ,ρj+1) 6= 0 as n→∞ in (4.7) by (G2) and (G4).

Choosing an tj > 0 such that tjz |Ω(ρj ,ρj+1)∈ Pρnj ,ρnj+1
for j = 1, . . . , k, we define

z+
k :=

k∑
j=0

tjz |Ω(ρj ,ρj+1) .

It is easy to see that z+
k ∈ P

+
k by the definition of z+

k .

Next, we want to show the following three claims which imply the assertion.
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Claim 1. c+k is archived by some z+
k , i.e., J0(z+

k ) = c+k ,

Claim 2. z+
k is a radial function having nodes 0 < ρ±1 < · · · < ρ±k <∞;

Claim 3. z+
k is a solution of (4.1).

We first prove Claim 1. By (4.6) and (4.7), we have

c+k ≤ J0(z+
k ) =

k∑
j=0

J0(tjz |Ω(ρj ,ρj+1)) ≤
k∑
j=0

lim inf
n→∞

J0(tjzn |Ω(ρnj ,ρ
n
j+1)), (4.8)

k∑
j=0

lim inf
n→∞

J0(zn |Ω(ρnj ,ρ
n
j+1)) = lim inf

n→∞
J0(zn) = c+k

and thus J0(z+
k ) = c+k .

Now, we show Claim 2. The inequality in (4.8) implies that

tjz |Ω(ρnj ,ρ
n
j+1)=

{ inf
Pρn
j
,ρn
j+1
∩P+

J+, if j is even,

inf
Pρn
j
,ρn
j+1
∩P−

J−, if j is odd,

is the positive radial solution or negative radial solution (4.1) for its corresponding j with

P± := {z ∈ X : ±z ≥ 0}. We can also obtain that z+
k (0) > 0 and (−1)jz+

k (x) > 0 by (G4)

for ρj < |x| < ρj+1, (j = 0, 1, . . . , k), and

(−1)j lim
|x|↑ρj

∂z+
k (x)

∂x
> 0, (−1)j lim

|x|↓ρj

∂z+
k (x)

∂x
> 0, for j = 1, . . . , k.

Therefore z+
k has exactly k nodes. Claim 2 is proved.

Finally, we prove Claim 3. Let tj = 1 for all j. If z+
k is not a critical point of J0, then

there exists φ ∈ C∞0 (RN ) × C∞0 (RN ) such that 〈J ′0(z+
k ), φ〉 = −2. Observe that there is a

α > 0 such that

g(s, ε) :=

k∑
j=0

sjz |Ω(ρj ,ρj+1) +εφ

where |sj−1| ≤ α, 0 ≤ ε ≤ α, s = (s1, · · · , sk), s0 = 0. It is easy to check g(s, ε) has k nodes,

i.e., 0 < ρ1(s, ε) < · · · < ρk(s, ε) <∞, where each ρj(s, ε) is continuous in (s, ε) ∈ D× [0, α].

Here D = {(s1, · · · , sk) ∈ Rk, |sj − 1| ≤ α}.
Now let s ∈ D and η(s) ∈ D([0, 1]) such that

η(s1, · · · , sk) =

{
1, if |sj − 1| ≤ α

3 for all j,
0, if |sj − 1| ≥ α

2 for at least one j

and g1(s) :=
k∑
i=0

siz |Ω(ρj ,ρj+1) +εη(s)φ ∈ C(D,X) with k nodes.

Set

wj(s) = 〈J ′0(g1(s)) |Ω(ρj(s),ρj+1(s)), g1(s) |Ω(ρj(s),ρj+1(s))〉.
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Then w(s) = (w1(s), · · · , wk(s)) : D → Rk is a continuous map. For fixed j, we have

η(s) = 0 and ρj(s) = ρj if |sj − 1| = α, j = 1, · · · , k. Moreover,

wj(s) = 〈J ′0(g1(s)) |Ω(ρj(s),ρj+1(s)), g1(s) |Ω(ρj(s),ρj+1(s))〉

=

{
> 0, if sj = 1− α,
< 0, if sj = 1 + α.

Then we get deg(w, int(D), 0) = (−1)k, which implies that there exists a s ∈ int(D) such

that w(s) = 0. In other words, g1(s) ∈ P+
k and J0(g1(s)) ≥ c+k . If |sj − 1| ≤ α

2 for each j,

then we have

J0(g1(s)) < J0(

k∑
j=0

sjz |Ω(ρj ,ρj+1)) ≤
k∑
j=0

J0(z |Ω(ρj ,ρj+1)) = c+k . (4.9)

To the contrary, if |sj − 1| > α
2 for at least one j, then

J0(g1(s)) ≤ J0(

k∑
j=0

sjz |Ω(ρj ,ρj+1)) <

k∑
j=0

J0(z |Ω(ρj ,ρj+1)) = c+k . (4.10)

Both (4.9) and (4.10) contradicts with the fact that J0(g1(s)) ≥ c+k . �
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