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Key Points:5

• Antarctic weak vortex events feature anomalous stratospheric heating via ozone6

increase.7

• This heating forces a positive southern annular mode in the troposphere via8

dynamical feedbacks.9

• The dynamical feedbacks are tied to increased stratospheric static stability.10
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Abstract11

In 2019 southern hemisphere spring, a strong stratospheric warming event was pre-12

dicted to force the southern annular mode (SAM) into a negative phase and adversely13

impact surface weather and Australian bushfire season for several months. Even14

though the negative SAM materialized towards late spring and summer, it was de-15

layed by more than a month compared to model forecasts. Instead, the immediate16

surface response was a positive SAM through September and much of October. Here17

we show that the immediate surface response was a result of circulation changes forced18

by anomalously high ozone concentrations which occur during stratospheric warming19

events. The longer term tropospheric response was well predicted and is due to a dif-20

ferent process acting on longer time scales. Capturing this coupling between dynamics21

and radiation in models is only possible with the inclusion of interactive ozone, which22

explains why most seasonal forecasting systems failed to capture it.23

Plain Language Summary24

In September of 2019, a rare event in the upper atmosphere was predicted to25

influence surface weather and worsen Australian bushfire season for several months.26

Even though that surface impact eventually appeared, it was delayed by more than a27

month compared to forecasts. Instead, the immediate surface response was opposite to28

what was expected through September and much of October. Here we show that the29

immediate surface response was a result of the unusually high ozone concentrations30

which occur during such stratospheric events with a very small ozone hole. Current31

forecasting systems do not include the role of stratospheric ozone, which explains why32

they were unable to predict the worsening of the drought and severe fire weather in33

2019 spring.34

1 Introduction35

The spring 2019 stratospheric warming event (SWE, Methods) in the Southern36

Hemisphere (SH) was accompanied by a vertical dipole in polar cap (60-90◦S) geopo-37

tential height throughout September and much of October, with positive anomalies in38

the stratosphere and negative anomalies in the troposphere (Fig. 1a)). As the event39

evolved in time, the stratospheric positive anomalies started to descend, and by late40

October the tropospheric anomalies switched signs to become positive as well. Posi-41

tive polar cap geopotential height anomalies correspond to the negative phase of the42

Northern and Southern Annular Modes (NAM/SAM, Methods) (Gerber et al., 2010)43

and have long been associated with SWEs (Baldwin & Dunkerton, 2001). SWEs have44

attracted interest for their potential to improve seasonal forecasting in both hemi-45

spheres (Sigmond et al., 2013; Domeisen et al., 2020; Lim et al., 2019). Specifically,46

the negative phase of the SAM is associated with warmer and drier than usual con-47

ditions over much of Australia and South Africa, and the inverse for southern South48

America and New Zealand (Gillett et al., 2006).49

However, the observation of a prominent and persistent positive phase of the tro-50

pospheric SAM during the SWE of 2019 was surprising (Fig. 1b)), and most forecasting51

systems predicted a much faster transition from neutral to negative SAM during 201952

spring (Rao et al., 2020). While the classic El Niño Southern Oscillation indices were53

neutral during 2019, there was a Central Pacific El Niño, which has been linked to the54

negative SAM during late spring and summer (Lim et al., 2021). There was also a55

strong positive Indian Ocean Dipole (IOD) during the spring of 2019, but the corre-56

lation between IOD and SAM in Austral spring is smaller than 0.1 (Supplementary),57

meaning that while the IOD may be important for South Eastern Australia rainfall58

(Ummenhofer et al., 2009), it is not a major driver of the (global) SAM during the59

season of interest here.60
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(a) Standardized polar cap geopotential height anomalies (shading) and total col-

umn ozone anomalies (line). Due to the relation between geopotential height and the

southern annular mode, blue shading corresponds to positive SAM and red shading to

negative SAM.
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(b) S2S model forecasts from second half of August 2019. Shown is anomaly of 30-

60S minus 60-90S geopotential height. Here positive values correspond to positive

SAM. Each line corresponds to one ensemble mean forecast from one model. Shading

denotes the forecast range across members for each forecast and model.

Figure 1. Spring 2019 anomalies in (a) ERA5 and (b) S2S seasonal forecasts. In (a), the ver-

tical dipole during September and the first half of October, and the close relation between the

geopotential height and ozone anomalies are clearly visible. In (b), most forecasts produce the

negative SAM in response to the SSW, but fail to include the extended period of positive SAM in

September and early October.
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2 The role of stratospheric ozone61

There is a close relationship between ozone and geopotential height anomalies in62

the stratosphere (compare shading and line in Fig. 1a)). This can be explained by the63

dynamically forced stratospheric circulation and the associated increase in poleward64

stratospheric ozone transport and diabatic heating due to downwelling at higher lati-65

tudes (Randel & Cobb, 1994). A warmer and weaker stratospheric polar vortex natu-66

rally exhibits higher geopotential heights, and limits ozone-reducing chemical reactions,67

which together with the increased meridional transport of ozone rich air from the trop-68

ics are responsible for the anomalously high stratospheric ozone concentrations (Plumb,69

2002; Safieddine et al., 2020). The impact on the troposphere, however, is not trivial,70

and we will now show that the radiative impact of lower stratospheric ozone anomalies71

can explain the simultaneous negative tropospheric geopotential height anomalies.72

Studies of tropospheric effects of stratospheric ozone anomalies have been con-73

ducted in the context of the forming and recovery of the ozone hole, and have consis-74

tently found that a positive tropospheric SAM is associated with a decrease in strato-75

spheric ozone (Arblaster & Meehl, 2006; D. W. J. Thompson et al., 2011; Arblaster et76

al., 2011; McLandress et al., 2011) (i.e. the forming of the ozone hole), which for the77

case of a SWE (i.e. increased ozone) translates into a negative SAM and is again con-78

sistent with earlier work (D. W. J. Thompson et al., 2005; Lim et al., 2019). However,79

most of these studies focus on surface impacts in summer (December-February, DJF),80

and not in spring, which–at least in 2019–showed the inverse behavior of a positive81

SAM in the troposphere associated with a SWE. While there is sparse evidence of82

inverse surface impact of ozone depletion during Austral spring compared to summer83

(Hurrel & Van Loon, 1994), this hasn’t attracted much attention until now and the84

dynamical processes responsible for this behavior are largely unknown.85

3 Process studies86

We designed custom numerical experiments to test how the full 3D ozone anoma-87

lies during the 2019 SWE may affect the tropospheric circulation (Methods), as lower88

stratospheric heating has been shown to have an influence on tropospheric dynamics89

(Simpson et al., 2009). Briefly, we conducted two experiments to make the results90

more robust, one with a full atmospheric General Circulation Model (Community At-91

mosphere Model, CAM4, Neale et al. (2010)) and one with an idealized moist model92

(Model of an idealized Moist Atmosphere, MiMA, Jucker and Gerber (2017)), both93

with fixed sea surface temperatures (SSTs). We then analysed the differences between94

simulations with 2005-2015 climatological ozone and a hybrid ozone concentration95

with 2019 spring ozone but climatological ozone during the other seasons (Methods).96

A major difference between the model simulations and 2019 observations is that the97

models are not forced into producing an actual SWE, as radiative forcing from anoma-98

lous ozone is the only forcing in our experiments and without additional dynamical99

forcing this is too weak to produce a 2019-like warming. Two important distinctions100

between the two model setups is that while CAM4 is a comprehensive atmospheric101

model, MiMA is used here without seasonal cycle, and it does not include clouds. The102

comparisons between CAM4 and MiMA therefore allow for additional assessments of103

the relative importance of cloud feedbacks (Grise et al., 2013) and seasonal cycle. In104

addition, having fixed surface temperatures in both models precludes any influence of105

longwave radiative effects on surface temperatures (Grise et al., 2009).106

Despite their differences, both CAM4 and MiMA produce the vertical dipole107

in polar cap geopotential height anomalies during spring, which gradually changes108

into the familiar positive anomalies throughout the vertical column at longer time109

scales (Figs. 2a), 2b)). In latitude-pressure space, these springtime geopotential height110

anomalies correspond to the negative phase of the SAM in the stratosphere and the111
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positive phase in the troposphere (Gerber & Vallis, 2009) in both models and reanal-112

ysis (Fig. 2c), shading). In the troposphere, there is a clockwise anomalous circula-113

tion (solid contours) centred around 50-70◦S, which explains the negative geopotential114

height anomalies at high latitudes and positive anomalies in midlatitudes. At the same115

time, the models show anomalously weak upward and stronger than usual equatorward116

Eliassen-Palm (EP) flux propagation in the upper troposphere around the same lati-117

tudes (arrows). We note that in reanalysis, the SWE is forced by stronger than usual118

upward EP fluxes, but in high latitudes in the troposphere a similar picture emerges119

as in the model simulations without SWE (Fig. 2c), right).120

The equatorward deflection of otherwise upward propagating EP fluxes causes121

an anomalous divergence in the upper troposphere/lower stratosphere (Fig. 2d), solid122

contours). This in turn forces a local clockwise circulation via downward control123

(Methods). The reason why EP fluxes are deflected equatorward instead of propagat-124

ing into the high latitude stratosphere is an increase in lower stratospheric stability125

due to anomalous ozone heating (Fig. 2d), shading).126

At the same time, a slower response occurs which resembles the ‘canonical’ evo-127

lution of SWEs (Baldwin & Dunkerton, 2001; Charlton & Polvani, 2007; Jucker, 2016)128

(Fig. 3): After an initial fast dynamical response to stratospheric heating which takes129

place mostly in the troposphere as described above, the weakened polar vortex and130

decreased stability in the upper stratosphere locally favors anomalous upward EP131

flux, negative divergence and therefore a clockwise circulation with downwelling at132

high latitudes in the upper stratosphere (left panels in Figs. 3a),3b)). This causes the133

stratospheric perturbation to propagate downwards and by early summer the tropo-134

sphere also switches to a negative SAM (right panels in Figs. 3a),3b)). We note that in135

the perpetual September simulation (top row if Fig. 3) the downward propagation is136

less pronounced, indicating that the seasonal cycle also plays a role at this stage, but137

the switch from positive to negative tropospheric SAM still occurs due to an inversion138

of EP flux divergence around the midlatitude tropopause (Fig. 3b), top right).139

To check the sensitivity to the seasonal cycle, we ran two additional experiments140

with MiMA where the solar forcing corresponds to 30 days earlier in the year (i.e. Au-141

gust) and 30 days later (i.e. October). Surface temperatures, ozone concentrations142

and initial conditions remained unchanged. We find that the same ozone perturbation143

in late winter does not produce a consistent positive tropospheric SAM (Fig. S2(a)),144

which we attribute to the missing ozone heating when incoming sunlight is much145

weaker. Later in spring the stratospheric negative SAM propagates downward into146

the troposphere more quickly due to the weaker polar vortex base state (Fig. S2(b)).147

4 Increased lower stratospheric stability leads to positive tropospheric148

SAM149

The emerging picture of the mechanisms can be summarized as follows (Fig. 4):150

As a SWE is triggered, stratospheric ozone is transported from low to high latitudes.151

At the same time, the stratospheric polar vortex is both warmer and less isolated,152

inhibiting the formation of the ozone hole (Safieddine et al., 2020). Ozone concentra-153

tions increase most in the lower stratosphere and–if the event happens in the spring154

when enough sunlight is available–result in localized anomalous heating close to the155

tropopause. The heating of the lower stratosphere in turn increases the troposphere-156

stratosphere contrast in static stability, causing perturbations from the troposphere157

to travel horizontally within the upper troposphere rather than vertically into the158

stratosphere (Chen & Robinson, 1992). The deflection of EP fluxes creates anoma-159

lous divergence, which in turn forces a localised clockwise tropospheric circulation via160

downward control. That circulation includes anomalous upwelling over the polar cap161

and downwelling at lower latitudes, which strongly projects onto the positive phase162
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(a) September-December evolution of polar cap

geopotential height anomalies in CAM4.

(b) 90-day evolution of polar cap geopoten-

tial height anomalies in perpetual September

simulations in MiMA.
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(c) Geopotential height (shading), streamfunction (contours) and EP flux anomalies (arrows).
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Figure 2. Response to 2019 ozone heating compared to 2005-2015 climatology (Methods).In

(c,d) the left panel shows results from MiMA perpetual simulations, the middle panel CAM4

mean October, and the right panel mean September anomalies. For both models we focus on

time periods where the tropospheric response in (a,b) is negative and significant. Geopotential

height is shown in meters, streamfunction in multiples of 1e9 kg/s, EP flux divergence in multi-

ples of 0.5 ms�1d�1. EP flux arrow scale (Jucker, 2021b) is shown in each panel.
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(a) As in Fig. 2(c) but for later lags.
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Figure 3. Longer term evolution for both models and reanalysis. All show qualitatively simi-

lar behaviour, with CAM4 remarkably close to reanalysis. Streamfunction and EP flux divergence

was removed from ERA5 panels (bottom) due to low signal to noise ratio.

of the Southern Annular Mode. This anomalous circulation is synchronous with the163

amplitude of stratospheric ozone anomalies and the stratospheric warming. We note164

that similar vertical dipoles co-occurring with peaks of polar stratospheric ozone can165

be observed in other years in reanalysis (Supplementary, Fig. S1). Also, an early166

study focusing on the e↵ects of ozone depletion (i.e. inverse sign from this study)167

briefly reports a sea surface pressure anomaly similar to the negative SAM during168

September-October (Hurrel & Van Loon, 1994).169

On slightly longer time scales, the continuous stratospheric heating due to in-170

creased ozone concentrations (and during a SWE dynamical heating) both weakens171

the polar vortex and decreases static stability in the upper stratosphere. With time,172

this allows more EP fluxes to propagate into the upper stratosphere and cause locally173

increased convergence, forcing a clockwise circulation in the stratosphere. This signal174

then propagates downward similar to SWEs (Plumb & Semeniuk, 2003), and eventu-175

ally forces an anomalous clockwise circulation in the troposphere as well, resulting in a176

negative tropospheric SAM in summer. We note that while the real evolution in 2019177

includes the full e↵ect of the sudden stratospheric warming, our model simulations178

only include the anomalous ozone heating. Even so, our model simulations are able to179

reproduce the initially positive tropospheric SAM and the switch to negative SAM by180

early summer, albeit somewhat weaker and slower.181

While many seasonal forecasting systems still use zonally averaged ozone con-182

centrations, previous work reported improvements in model simulations when using183

fully three-dimensional ozone rather than zonally averaged ozone (Rae et al., 2019).184

We have extended our analysis to model runs with zonal mean ozone (but otherwise185

identical to the simulations reported here), and found that the impact of perturbed186

ozone was weaker, but qualitatively similar (not shown). We conclude that while zon-187

ally asymmetric ozone seems to be important to reproduce circulation anomalies of188

similar amplitude, including dynamically driven perturbations (even if zonally aver-189
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Figure 4. Schematic of the physical processes. The thick black line denotes the tropopause in

all panels. The fast response (top) forced the positive SAM in September/October 2019, whereas

the slow response (bottom) corresponds to the more conventional ‘downward propagation’ of the

stratospheric signal which then influences the SAM on the longer timescale (negative phase). See

text for more details.

similar amplitude, including dynamically driven perturbations (even if zonally aver-189

aged) seems to be the more important development step (Hendon et al., 2020). But190

in contrast to earlier studies, we find that including ozone perturbations in forecasting191

systems would improve model performance not only during Austral summer (Rae et192

al., 2019; Hendon et al., 2020) but also during spring.193
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Methods388

Stratospheric Warming Events (SWE)389

For the purposes of this study, we define an SWE very loosely as a dynamically390

driven event where the stratospheric polar cap geopotential height and stratospheric391

ozone concentration become anomalously high within a few weeks in Austral spring.392

It is not the purpose of this work to apply any specific definition, such as a sudden393

stratospheric warming (SSW). Rather, we study the 2019 spring evolution and make394

more general statements based on our idealised model simulations (see below).395

Reanalysis data396

We use data from ERA5 reanalysis (Hersbach et al., 2020) both as representation397

of the atmosphere in spring 2019 and to force our model simulations. The climatologies398

are constructed with data from 2005-2015, which is long enough for our purposes, and399

avoids the ozone hole formation, long-term greenhouse induced climate change, the400

2002 and 2019 sudden stratospheric warmings as well as the 2016 Antarctic sea ice401

decline.402

Ozone perturbations403

Ozone perturbation files were created for forcing the models described below. All404

data was downloaded from ERA5 as described above. In order to only include per-405

turbations related to the 2019 SWE, we use climatological ozone corresponding to the406

years 2005-2015 from day of year 150 (June 1) to 230 (August 18) and 2019/2020 ozone407

from day 250 (September 7) to 130 (May 10), with a linear transition from 2019/2020408

to climatology between May 10 and June 1 and from climatology to 2019/2020 between409

August 18 and September 7. As an example, Fig. 5 shows polar cap averaged total410

column ozone for climatology and perturbation runs. These values are then averaged411

by calendar month to be used as model input (dashed lines).412

Community Atmosphere Model (CAM4)413

We use the National Center for Atmospheric Research (NCAR) Community At-414

mosphere Model Version 4 (CAM4 (Neale et al., 2010)) which is coupled to the Com-415

munity Land Model Version 4 (CLM4 (Oleson et al., 2010)). CAM4 is run with a416

1.875 × 2.5 degree finite volume grid with 26 hybrid sigma levels. CAM4 is forced417

with monthly climatological SSTs and sea-ice relative to 1850. Two simulations are418

carried out in a pre-industrial control setup with only difference being the ozone fields419

used in the simulations. The control and perturbation simulations use different ozone420

concentrations as described above. Both simulations are run for 50 years and the last421

30 years are used for the analysis presented in this study.422

Seasonal forecasting data423

We use data from the ECMWF S2S database (Vitart et al., 2017) from the424

models labeled in Fig. 1 with forecast initialization between August 16 and 31 2019.425

Since the authors didn’t have model climatologies available to compute anomaly fields,426

Fig. 1(b) shows the cosine latitude weighted average of 30-60◦S minus 60-90◦S 500 hPa427

geopotential height, which is then compared to the same data from ERA5 (Hersbach428

et al., 2020).429
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Figure 5. Climatological and perturbation polar cap (60-90◦S) mean total column ozone.

Dashed lines show monthly means as used in the model simulations.

Model of an idealized Moist Atmosphere (MiMA)430

MiMA (Jucker & Gerber, 2017) was run in a configuration similar to when it was431

first introduced, but with surface temperature fixed to ERA5 September skin temper-432

ature climatology (as described above), and solar forcing was fixed to the equivalent433

of mid-September. The model solves the fully nonlinear primitive equations on the434

sphere and includes full radiative transfer calculations including fixed 3D ozone and435

interactive water vapor, but there are no clouds and a relatively simple convection436

scheme. As surface temperature is fixed there is no interaction with the surface mixed437

layer ocean other than evaporation and surface drag. All simulations shown here were438

run with a T42 (approx. 2.5 degree) resolution and 40 vertical levels extending up439

to 0.15 hPa and realistic orography. Atmospheric initial conditions were taken from440

ERA5 September climatology, and an initial spinup of 1000 days was performed. Start-441

ing from common spinup, two 30-member ensembles were run, where each ensemble442

was created by randomly perturbing the initial temperature field by a maximum of443

0.1 K throughout the atmosphere. The control ensemble used climatological Septem-444

ber mean ozone and the perturbation ensemble used September mean ozone from the445

year 2019 as described above.446

Southern Annular Mode447

The Southern Annular Mode (SAM) has multiple definitions which are equivalent448

for most purposes. One of the most widely used definitions by both oceanographers449

and atmospheric scientists is the ‘Marshall Index’ (Marshall, 2003) which is based on450

station data and defines the SAM as the means sea level pressure difference between451
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six stations located around 37-47◦S and six stations located around 65-71◦S. However,452

SAM’s attractiveness is that it identifies the main mode of variability of the hemisphere,453

and therefore another widely used definition is the first empirical orthogonal function454

(EOF) of certain large scale atmospheric variables (usually zonal wind or geopotential455

height). One advantage of this method is that the EOF can be calculated at every456

pressure level throughout the atmosphere, resulting in a SAM value at each pressure457

level and point in time (D. W. Thompson & Wallace, 1998; Baldwin & Dunkerton,458

1999; Gerber et al., 2010). Throughout the atmosphere, the first EOF of geopotential459

height is a dipole between low and high latitudes (Gerber et al., 2010) (Fig. S3), such460

that it can be approximated by simply calculating the polar cap geopotential height461

anomaly at each pressure level. This has the advantage that we don’t need a long462

timeseries of data to compute the first EOF (nor to standardize with variance), which463

is important for our seasonal forecasting as well as the short ensemble simulations with464

MiMA.465

Eliassen-Palm fluxes466

Eliassen-Palm (EP) flux is an important tool to diagnose wave-mean flow interac-467

tion, as its direction indicates the propagation of wave activity flux and its divergence468

is directly related to the residual overturning circulation (Eliassen & Palm, 1960; An-469

drews & McIntyre, 1978). In pressure coordinates, the components are (Andrews et470

al., 1983):471

fφ = −u′v′, (1)

fp =

(
f − 1

a cosφ

∂(ū cosφ)

∂φ

)
v′θ′

θ̄p
, (2)

and472

F ≡ (Fφ, Fp) = a cosφ(fφ, fp). (3)

Here, u, v are the zonal and meridional wind, θ potential temperature, a Earth’s radius473

and φ latitude. Overline (·) denotes zonal mean and prime (′) deviation from zonal474

mean. We used the recently derived scaling of Jucker (2021b), which was calculated475

and plotted using aostools (Jucker, 2021a).476

Downward control477

Downward control refers to the findings from wave-mean flow interaction theory478

that the residual mean meridional overturning circulation is proportional to the vertical479

integral of wave activity flux above any given level (Andrews et al., 1987; Haynes et480

al., 1991):481

ψ
∗
(φ, z) =

∫ ∞
z

ρ0a∇ · F cos2 φ

mφ

∣∣∣∣
φ=φ(z′)

, (4)

where ψ∗ is the residual streamfunction in the latitude-height plane, ρ0 is the density482

of air, a Earth’s radius, φ latitude, z height and mφ the angular momentum per unit483

mass. ∇ · F is Eliassen-Palm flux divergence and represents the zonal force per unit484

mass (Andrews & McIntyre, 1976). Overline (·) denotes zonal mean. The integral is485

taken along constant angular momentum mφ, but in practice is done along constant486

latitude as contours of angular momentum are at nearly constant latitude (Haynes et487

al., 1991).488
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