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Key Points:6

• Antarctic weak vortex events can force a positive tropospheric Southern Annular7

Mode via radiative forcing due to high ozone concentration.8

• This heating increases lower stratospheric static stability, causing a wave-driven9

overturning circulation to develop in the troposphere.10

• This mechanism is instantaneous and opposite the slower response of negative11

SAM associated with ozone hole and weak vortex dynamics.12
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Abstract13

In 2019 Southern Hemisphere spring, a strong stratospheric warming event was pre-14

dicted to force the Southern Annular Mode (SAM) into a negative phase and ad-15

versely impact surface weather and Australian bushfire season for several months.16

Even though the negative SAM materialized towards late spring and summer, it was17

delayed by more than a month compared to model forecasts. Instead, the immediate18

surface response was a positive SAM through September to early October. Here we19

show that the immediate surface response was a result of circulation changes forced20

by anomalously high ozone concentrations which occur during Antarctic stratospheric21

warming events. The longer term tropospheric response was well predicted and is due22

to a di↵erent process acting on longer time scales. Capturing the instant coupling23

between dynamics and radiation in models is only possible with the inclusion of inter-24

active ozone, which explains why most seasonal forecasting systems failed to capture25

it.26

Plain Language Summary27

In September of 2019, a rare event in the upper atmosphere was predicted to28

influence surface weather and worsen Australian bushfire season for several months.29

Even though that surface impact eventually appeared, it was delayed by more than a30

month compared to forecasts. Instead, the immediate surface response was opposite31

to what was expected through September to early October. Here we show that the32

immediate surface response was a result of the unusually high ozone concentrations33

(anomalously small ozone hole) which occur during such stratospheric events. This34

points to a potential for better seasonal forecasts as current forecasting systems do not35

include the role of stratospheric ozone.36

1 Introduction37

The spring 2019 stratospheric warming event (SWE) in the Southern Hemisphere38

(SH) was accompanied by a vertical dipole in polar cap (60-90�S) geopotential height39

throughout September and early October, with positive anomalies in the stratosphere40

and negative anomalies in the troposphere (Fig. 1a). As the event evolved in time,41

the stratospheric positive anomalies started to descend, and by late October the tro-42

pospheric anomalies switched signs to become positive as well. Positive polar cap43

geopotential height anomalies correspond to the negative phase of the Northern and44

Southern Annular Modes (NAM/SAM) (Gerber et al., 2010) and have long been as-45

sociated with SWEs (Baldwin & Dunkerton, 2001). SWEs have attracted interest for46

their potential to improve seasonal forecasting in both hemispheres (Sigmond et al.,47

2013; Domeisen et al., 2020; Lim et al., 2019). Specifically, the negative phase of the48

SAM is associated with warmer and drier than usual conditions over much of Aus-49

tralia and South Africa, and the inverse for southern South America and New Zealand50

(Gillett et al., 2006).51

However, the observation of a prominent and persistent positive phase of the52

tropospheric SAM in the spring of 2019 was surprising (Fig. 1b), and in particular53

its persistence (⇠5 weeks) made it extraordinary: Based on reanalysis data (ERA5,54

see Methods), this happened only six times since 1979, with the last time more than55

25 years ago in 1995. In contrast, most forecasting systems predicted a neutral SAM56

with a much faster transition to the negative phase during 2019 spring (Fig. 1; Rao et57

al., 2020). While the classic El Niño Southern Oscillation indices were neutral during58

2019, there was a Central Pacific El Niño, which has been linked to the negative SAM59

during late spring and summer (Lim, Hendon, Butler, et al., 2021). There was also60

a strong positive Indian Ocean Dipole (IOD) during the spring of 2019 which can61

impact the wave structure in the Southern Hemisphere (Ummenhofer et al., 2009;62
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Lim, Hendon, Shi, et al., 2021), but its influence on the zonal mean is much smaller.63

In addition, the IOD was only ramping up during September and the correlation64

between IOD and SAM in Austral spring is weakly negative (⇠ -0.1, Supplementary),65

meaning that while the IOD may be important for South Eastern Australia rainfall66

(Ummenhofer et al., 2009), it is not a major driver of the zonally symmetric SAM67

during the season of interest here. While motivated by events in 2019, we will propose68

a more general mechanism whereby enhanced static stability just above the tropopause69

induces a local anomalous circulation which then forces a positive tropospheric SAM,70

and that using the increased ozone concentrations associated with the SWE in a general71

circulation model is su�cient to produce a response similar to that observed in 2019.72

2 Data and methods73

2.1 Data and model74

We use four di↵erent datasets for our analysis: Daily instantaneous pressure level75

data from ERA5 reanalysis (Hersbach et al., 2020), the sub-seasonal to seasonal (S2S)76

prediction dataset (Vitart et al., 2017) downloaded from the European Centre for77

Medium-Range Weather Forecasts (ECMWF), and two sets of simulations performed78

with the Community Atmosphere Model, Version 4 (CAM4; Neale et al., 2010), which79

is coupled to the Community Land Model Version 4 (CLM4; Oleson et al., 2010) and80

run with a 1.875 ⇥ 2.5 degree finite volume grid with 26 hybrid sigma levels. CAM481

is forced with fixed monthly climatological SSTs and sea-ice relative to 1850 and82

three-dimensional monthly mean ozone from ERA5. In the first set of simulations,83

we run a full seasonal cycle in a pre-industrial control setup, once with 2005-201584

monthly mean ozone concentrations (CTRL-S), and once with 2019 monthly mean85

ozone concentrations (PERT-S). The 2005-2015 period has been chosen for the CTRL86

ozone to avoid strong trends due to ozone hole formation. Both simulations are run87

for 50 years and the last 30 years are used for the analysis presented in this study. The88

second model setup uses the same setup as the CTRL-S simulation but we spin o↵89

30 pairs of perpetual September simulations (fixed ozone, SST, and solar parameters)90

from September 1 of each year. Again, the only di↵erence between members for each91

initialization is 2005-2015 mean (CTRL-P) versus 2019 ozone (PERT-P). See Fig. S392

for an illustration of the ozone setup and di↵erence in short wave forcing. The two93

di↵erent setups with and without seasonal cycle are designed to separate the e↵ects94

of the seasonal cycle (where the polar vortex breaks down eventually) and the ozone95

forcing alone. This still leaves further work to be done on e↵ects which are included96

in both setups, such as the role of cloud feedbacks (Grise et al., 2013), and those97

which are not included in either, such as any influence of radiative e↵ects on surface98

temperatures (Grise et al., 2009) (recall that SSTs are fixed to pre-industrial control99

climatology). Also note that by using monthly means for ozone, we miss the strong100

but short-lived peak in ozone concentration (i.e. the perturbation is weaker), but we101

gain in signal-to-noise ratio thanks to a smoother ozone field and longer periods of102

anomalous heating.103

2.2 Methods104

The main diagnostic is the Southern Annular Mode (SAM), which we define as105

the standardized area-weighted polar cap (south of 60S) geopotential height anomaly106

at each pressure level. While the standardized first principle component of zonal mean107

geopotential height in the southern extratropics is often used (e.g. D. W. Thompson108

& Wallace, 1998; Baldwin & Dunkerton, 1999; Gerber et al., 2010), the first Em-109

pirical Orthogonal Function of geopotential height is a dipole between low and high110

latitudes (Gerber et al., 2010) (Fig. S2). Thus using polar cap averaged geopoten-111

tial height, henceforth denoted ZPC, allows direct comparison between our di↵erent112
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datasets without having to compute principle components. Fig. 1 shows the ensemble-113

mean di↵erences of PERT minus CTRL ZPC with panel b) for seasonal and c) for114

perpetual simulations.115

While these panels show the vertical ZPC dipole at the center of this study, we do116

not rely on simple ensemble means for our analysis. Instead, for each PERT member,117

we define ZPC anomalies as the polar cap geopotential heights minus ensemble-mean118

ZPC from CTRL, and normalize by the cross-member ZCP standard deviation at each119

time step and pressure level. This allows use of the same method for both CAM4 per-120

petual and seasonal simulations as well as ERA5. For reanalysis, the PERT members121

are the years 1979, 1988, 2002 and 2019 (Fig. S1, whereas the years 1981-2010 are122

used to compute CTRL mean and standard deviation. Finally, we composite all days123

across PERT members based on the single condition that ZPC(500 hPa) < 0, i.e. we124

do not impose a vertical dipole nor do we impose particular days of the year, as long125

as it occurs during September-October-November (SON).126

While the S2S dataset is not part of our dynamical analysis, it is still instructive127

to assess the predictions of state-of-the-art seasonal forecasting systems. We did not128

have access to model climatologies, nor is there a control simulation, which is why129

we compare the di↵erences between 30-50S and 70-90S 500 hPa geopotential height130

at each level and day of the year in Fig. 1. The details of how we define the SAM131

are of secondary importance for our analysis, as our proposed physical mechanism is132

ultimately based on various other dynamical variables.133

We will use Eliassen-Palm fluxes (Eliassen & Palm, 1960; Andrews et al., 1983),134

downward control (Andrews et al., 1987; Haynes et al., 1991), the transformed Eulerian135

mean streamfunction (Andrews & McIntyre, 1978), and the static stability for our136

analysis. Eliassen-Palm fluxes are computed and scaled following (Jucker, 2021) and137

read138

f� = �u0v0, (1)

fp =

✓
f � 1

a cos�

@(ū cos�)

@�

◆
v0✓0

✓̄p
, (2)

and139

F ⌘ (F�, Fp) = a cos�(f�, fp). (3)

Here, u, v are the zonal and meridional wind, ✓ potential temperature, a Earth’s radius140

and � latitude. Overline (·) denotes zonal mean and prime (0) deviation from zonal141

mean. ‘Downward control’ refers to the findings from wave-mean flow interaction142

theory that the residual mean meridional overturning circulation is proportional to143

the vertical integral of wave activity flux above any given level (Andrews et al., 1987;144

Haynes et al., 1991):145

 
⇤
(�, z) =

Z 1

z

⇢0ar · F cos2 �

m�

����
�=�(z0)

dz0, (4)

where  ⇤ is the residual streamfunction in the latitude-height plane, ⇢0 is the density of146

air, z height and m� the angular momentum per unit mass. r · F is Eliassen-Palm flux147

divergence and represents the zonal force per unit mass exerted on the zonal flow by148

atmospheric waves (Andrews & McIntyre, 1976). The integral is taken along constant149

angular momentum m�, but in practice is done along constant latitude as contours150

of angular momentum are at nearly constant latitude (Haynes et al., 1991). Static151

stability is represented by the Brunt-Väisälä frequency N2 = gd ln ✓/dz, and we will152

refer to ‘polar cap average’ as the cosine-latitude weighted zonal and meridional mean153

south of 60S. Finally, to assure the statistical significance of our results, we conducted154

two-tailed t-tests of our anomalies against the null hypothesis of zero mean, and only155

plot data which is significant at the 5% level in Figs. 2 and 3.156
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3 The role of stratospheric ozone157

A warmer and weaker stratospheric polar vortex during SWEs exhibits higher158

geopotential heights, and limits ozone-reducing chemical reactions, which together with159

the increased meridional transport of ozone rich air from the tropics are responsible for160

anomalously high stratospheric ozone concentrations (Randel & Cobb, 1994; Plumb,161

2002; de la Cámara et al., 2018; Safieddine et al., 2020, and blue dashed line in162

Fig. 1d). The impact on the troposphere, however, is not trivial, and we will show163

that the radiative impact of ozone anomalies in the lower stratosphere can explain the164

simultaneous negative tropospheric geopotential height anomalies (positive SAM).165

Studies of tropospheric e↵ects of stratospheric ozone anomalies have been con-166

ducted in the context of the forming and recovery of the ozone hole, and have consis-167

tently found that a positive tropospheric SAM is associated with the forming of the168

ozone hole and therefore a decrease in stratospheric ozone (Arblaster & Meehl, 2006;169

D. W. J. Thompson et al., 2011; Arblaster et al., 2011; McLandress et al., 2011), which170

for the case of a SWE (i.e. increased ozone) translates into a negative SAM. This is171

consistent with earlier work (D. W. J. Thompson et al., 2005; Lim et al., 2019) but172

exactly opposite the September 2019 observations. It is important to note that most173

studies focus on surface impacts in summer (December-February, DJF). While there174

is sparse evidence of inverse surface impact of ozone depletion during Austral spring175

compared to summer (Hurrel & Van Loon, 1994), his hasn’t attracted much atten-176

tion until now and the dynamical processes responsible for this behavior are largely177

unknown.178

4 Process studies179

As described above, we designed custom numerical experiments to test how180

stratospheric ozone anomalies may a↵ect the tropospheric circulation, as lower strato-181

spheric heating has been shown to have an influence on tropospheric dynamics (Simpson182

et al., 2009). A major di↵erence between the model simulations and 2019 observations183

is that the models are not forced into producing an actual SWE, as radiative forcing184

from anomalous ozone is the only forcing in our experiments. While the polar vor-185

tex weakens in response to the heating, the latter is too weak to produce a 2019-like186

warming (Fig. S4). This approach allows us to distinguish the e↵ects of the lower187

stratospheric heating associated with ozone from the dynamical heating involved in188

the lifecycle of an SWE. We note that to some extent the inverse experiment–i.e. dy-189

namical heating without ozone anomalies–is represented by the S2S dataset, as those190

models produced an SWE but do not include interactive ozone, and failed to predict191

the positive SAM (Rao et al., 2020). In contrast, our model simulations show results192

which are similar in structure and even magnitude as seen in reanalysis, strengthening193

our confidence in our approach (see Figs. 1b),c) and 2).194

The simulations with seasonal cycle show a vertical dipole of the correct sign195

starting from September, with a slowly downward propagating negative SAM (Fig. 1b).196

The downward propagation is what we will call the ‘slow response’ and corresponds to197

an early breakup of the polar vortex due to the additional ozone heating in PERT-S.198

However, recall that instead of averaging by day of year, we concentrate on instances199

of negative ZPC anomalies and analyze the instantaneous dynamics behind it, as de-200

scribed in Sec. 2.2, and refer to this as the ‘fast response’ (Fig. 2).201

During the fast response, all three datasets show the familiar vertical dipole in202

geopotential height anomalies with comparable tropospheric values but larger values203

for the stratosphere in ERA5, which is due to the additional dynamical warming which204

is not included in the simulations (Fig. 2 left). In latitude-pressure space, these spring-205

time geopotential height anomalies correspond to the negative phase of the SAM in206
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Figure 1. (a) Time-pressure plot of ZCP for Spring 2019 (red/blue meaning negative/positive

SAM) in ERA5. (b) 30-year average of CAM4 September-December ZPC di↵erence PERT-S mi-

nus CTRL-S. Hatching denotes regions where more than 20 years show same sign at the same day

of the year. (c) Same as (b), but for PERT-P minus CTRL-P (i.e. perpetual simulations). (d)

Same as (a), but for selected pressure levels. The vertical lines show the time of interest where

tropospheric SAM is positive (negative ZPC anomalies). (e) S2S forecasts for all model initializa-

tions between 16 and 31 August (gray box). Shown is the 500 hPa geopotential height di↵erence

between 30-50S and 70-90S (positive meaning positive SAM) for 2019 in ERA5 (black line) and

S2S models (colored continuous) as well as multi-model mean (red dashed). Model data was bias

corrected for same mean as ERA5 within the gray box. Black dashed line shows ERA5 2005-2015

climatology and gray shading one standard deviation during the same period.
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the stratosphere and the positive phase in the troposphere (Gerber & Vallis, 2009) in207

both models and reanalysis (Fig. 2 center column, shading). In the troposphere, there208

is a clockwise anomalous circulation (panels b,e,h, solid contours) centered around 50-209

70�S, which explains the negative geopotential height anomalies at high latitudes and210

positive anomalies in midlatitudes via upwelling at high latitudes and downwelling at211

lower latitudes. At the same time, there is anomalous equatorward and downward212

Eliassen-Palm (EP) flux propagation in the upper troposphere around the same lat-213

itudes (arrows), creating positive EP flux divergence around the tropopause (right214

column, solid contours). The EP flux divergence explains the clockwise circulation215

via downward control (Eq. 4) and thus the positive SAM. Finally, the reason why EP216

fluxes are deflected near the tropopause instead of propagating into the stratosphere217

is an increase in lower stratospheric stability due to anomalous ozone heating (Fig. 2218

right, shading).219

This is similar to, but distinct from, a mechanism proposed earlier by Harnik220

and Lindzen (2001); Perlwitz and Harnik (2003, 2004) where time-lagged correlations221

were used to describe the reflection of waves in the upper stratosphere and a subse-222

quent propagation back into the troposphere. These reflected waves then influence223

tropospheric wave structure on a time scale of about 12 days while wave-mean flow224

interactions influence the zonal mean tropospheric state on the long term. In this225

context, we note that the EP flux arrows in Fig. 2 also indicate anomalous upward226

propagation into the stratosphere south of 60S and anomalous downward propagation227

north of 60S, which might indicate reflection in the stratosphere. While the zonal228

wind geometry is susceptible for stratospheric wave reflection in our spring datasets in229

accordance with (Shaw et al., 2010), this is true for both CTRL and PERT, and the230

di↵erence between the two (which is what we analyze here) does not show the time-231

lagged correlations described in that work. Furthermore, total EP fluxes (as opposed232

to anomalies) for both all waves and wave-1 are upward at all times (not shown), and233

Perlwitz and Harnik (2004) found that wave reflection did not influence the annular234

mode, which is the focus of our study. More importantly, Fig. 2 suggests that the235

important feature here is EP flux divergence near the tropopause, invoking downward236

control and therefore wave-mean flow rather than wave-wave interactions. Even so,237

it will be interesting to further study the relative roles of wave-wave and wave-mean238

flow interactions in this new context, even though separating the two might be more239

challenging given the important region is at the tropopause rather than high in the240

stratosphere, meaning any time lags due to vertical wave propagation would be very241

short.242

At the same time as the fast response discussed above, a slower response devel-243

ops which resembles the ‘canonical’ evolution of SWEs (Baldwin & Dunkerton, 2001;244

Charlton & Polvani, 2007; Jucker, 2016) (Fig. 3): After an initial fast dynamical re-245

sponse to stratospheric heating which takes place mostly in the troposphere, the polar246

vortex starts to weaken due to the dynamical heating associated with the SWE (in247

ERA5 only), but also the heating due to increased ozone and the seasonal cycle of solar248

radiation. As a result, the stability barrier in the lower stratosphere starts to erode,249

leading to more upward EP flux at midlatitudes, a negative EP flux divergence in the250

stratosphere, and weakened EP flux divergence near the tropopause. The result is a251

weakening of the anomalous tropospheric circulation and the associated positive SAM252

signal in the troposphere and the emergence of an anti-clockwise circulation in the253

stratosphere (Figs. 3a,b). At even longer timescales, the polar vortex starts to break254

down, resulting in less upward EP flux throughout the atmosphere, and downward255

propagation of the negative SAM signature into the troposphere (panels c,d). We note256

that in our model simulations with seasonal cycle, this behavior corresponds to an257

early breakdown of the seasonal cycle rather than a sudden warming (Fig. S4).258
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Figure 2. Composites of all days with negative ZPC at 500 hPa for (top) ERA5, (middle)

PERT-S minus CTRL-S, and (bottom) PERT-P minus CTRL-P. (left–a,d,g) Vertical profiles of

ZPC. (center–b,e,h) Geopotential height anomalies (shading), anomalous residual streamfunction

(contours) and anomalous EP fluxes (arrows). (right–c,f,i) Anomalous static stability (shad-

ing), EP flux divergence (contours) and EP fluxes (arrows). Geopotential height is standardized,

streamfunction is conoured in steps of 2e9 kg/s, EP flux divergence in multiples of 0.5ms�1d�1.

Note di↵erence in scales between ERA5 and CAM due to the dynamical contribution of SWEs

in ERA5. Only anomalies significantly di↵erent form zero are plotted according to a threshold of

5% with a two-tailed t-test, and EP fluxes plotted following Jucker (2021)

.

Figure 3. Longer term evolution for our simulations with seasonal cycle for (a,b) November

and (c,d) December. For each month, left panels are similar to Fig. 2e) (ZCP,  
⇤
, EP flux) and

right panels to Fig. 2f) (N2, rF and EP flux). Rather than compositing we here show monthly

means over calendar months.
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5 Summary and Discussion259

The emerging picture of the mechanisms can be summarized as follows (Fig. 4):260

As a SWE is triggered, stratospheric ozone is transported from low to high latitudes.261

At the same time, the stratospheric polar vortex is both warmer and less isolated,262

inhibiting the formation of the ozone hole (Safieddine et al., 2020). Ozone concentra-263

tions increase most in the lower stratosphere and–if the event happens in the spring264

when enough sunlight is available–result in localized anomalous heating close to the265

tropopause. The heating of the lower stratosphere in turn increases the troposphere-266

stratosphere contrast in static stability, causing perturbations from the troposphere to267

travel horizontally within the upper troposphere or be reflected downward rather than268

continuing vertically into the stratosphere (Chen & Robinson, 1992; Weinberger et al.,269

2021). Crucially, the deflection of EP fluxes creates anomalous divergence, which in270

turn forces a localized clockwise tropospheric circulation via downward control. That271

circulation includes anomalous upwelling over the polar cap and downwelling at lower272

latitudes, which strongly projects onto the positive phase of the Southern Annular273

Mode.274

While we studied this mechanism in relation to weak vortex events and their275

associated strong ozone anomalies, it does not have to be limited to such events and276

can be expected to be relevant whenever lower stratospheric static stability increases.277

Indeed, when we select days which have negative polar cap anomalies in both the278

troposphere and the stratosphere from our model runs, the anomalous tropospheric279

circulation is still very similar to the one shown in Fig. 2, as long as there is a region280

of increased static stability close to the tropopause (Fig. S5). Thus, one direction281

for future work will be to analyze other occurrences of strong inversions above the282

tropopause. It is also interesting to note that while ozone concentrations do not vary283

as much in the Northern Hemisphere even during sudden stratospheric warmings,284

recent work by White et al. (2020) reported short periods of positive NAM when285

artificially forcing sudden warmings with an idealised model. Likewise, as discussed286

in this paper, the S2S forecasting systems failed to produce the positive SAM even287

though most predicted the strong weakening of the polar vortex. These indicate that288

the exact form of the heating (meridional and vertical position) matters, and presents289

another direction of future work.290

On longer time scales, the continuous stratospheric heating due to increased291

ozone concentrations (and during a SWE dynamical heating) as well as the seasonal292

increase of insolation over high latitudes both weakens the polar vortex and decreases293

static stability in the upper stratosphere. With time, this allows more EP fluxes to294

propagate into the upper stratosphere and cause locally increased convergence, forcing295

an anti-clockwise circulation in the stratosphere. This signal then propagates down-296

ward similar to SWEs (Plumb & Semeniuk, 2003), and eventually forces an anomalous297

anti-clockwise circulation in the troposphere as well, resulting in a negative tropo-298

spheric SAM in summer. We note that while the real evolution in 2019 includes the299

full e↵ect of the sudden stratospheric warming, our model simulations only include the300

anomalous ozone heating. Even so, our model simulations are able to reproduce the301

initially positive tropospheric SAM and the switch to negative SAM by early summer,302

albeit somewhat weaker and slower.303

While many seasonal forecasting systems are forced with zonally averaged ozone304

concentrations, previous work reported improvements in model simulations when using305

fully three-dimensional ozone rather than zonally averaged ozone (Rae et al., 2019).306

We have conducted further model experiments with zonal mean ozone (but otherwise307

identical to the simulations reported here), and found that the impact of perturbed308

ozone was weaker, but qualitatively similar (not shown). We conclude that while zon-309

ally asymmetric ozone helps to quantitatively reproduce observed circulation anoma-310

lies, including dynamically driven perturbations (even if zonally averaged) seems to311
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Figure 4. Schematic of the physical processes. The thick black line represents the tropopause

in all panels. The fast response (top) forced the positive SAM in September/October 2019,

whereas the slow response (bottom) corresponds to the more conventional ‘downward propaga-

tion’ of the stratospheric signal which then influences the SAM on the longer timescale (negative

phase). See text for more details.

be the more important development step (Hendon et al., 2020). But in contrast to312

earlier studies, we find that including interactive ozone in forecasting systems should313

be expected to improve model performance not only during Austral summer (Rae et314

al., 2019; Hendon et al., 2020) but also during spring.315
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