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Abstract16

The origins of river and floodplain waters (groundwater, rainfall, and snowmelt) and their17

extent during overbank flow events strongly impact ecological processes such as denitri-18

fication and vegetation development. However, the long-term sensitivity of floodplain19

water signatures to climate change remains elusive. We examined how the integrated hy-20

drological model HydroGeoSphere and the Hydraulic Mixing-Cell method could help us21

understand the long-term impact of climate change on water signatures and their spa-22

tial distribution in the protected Biebrza River Catchment in northeastern Poland. Our23

model relied on 20th century Reanalysis Data from 1881 to 2015 and an ensemble of EURO-24

CORDEX simulations for representative concentration pathways (RCP) 2.6, 4.5, and 8.525

from 2006 to 2099. The historical component of the simulations was subjected to exten-26

sive multiple-variable validation from 1881 to 2019. The results show that the extents27

of water sources were rather stable in the floodplain in the 1881-2015 period. The pro-28

jected future impacts were variable with each analyzed RCP, but in all cases, different29

significant trends were present for the spatial distribution of water sources and for the30

river-floodplain mixing. However, the total volume of water from different sources was31

less sensitive to climate change than the dominant sources and spatial distribution of wa-32

ter. The simulation results highlight the impact of climate change on the extent of wa-33

ter sources in temperate zone wetlands with significant implications for ecological pro-34

cesses and management. These results also underscore the urgent need to leverage such35

modeling studies to inform protective and preservation strategies of floodplain wetlands.36

Plain Language Summary37

In this study, we used a hydrological model that was capable to simulate volumes38

of water from rain, snowmelt, groundwater discharge, and river flooding to investigate39

how these volumes will vary with the climatic conditions. For the study site, we selected40

the Biebrza River wetland floodplain, where former research highlighted the presence of41

these water sources in inundation during flooding. It was also known that the water sources42

have different chemical (e.g. nutrients) and physical (e.g. sediments) compositions and43

they correlate with the vegetation in the wetland. Hence, any change in the extent of44

these water sources (driven e.g. by climate change) may affect vegetation. Our research45

indicated that indeed the spatial extent of water sources will strongly vary with the fu-46

ture climate projection while the less detailed floodplain-wise volume of the water sources47

will not vary that much. We also showed that the direction of change in the water sources’48

extent will be different given the analyzed climate scenario. These results should be taken49

into account especially by the natural conservation managers to prepare for the changes.50
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1 Introduction51

Mixing of river and floodplain water during floods, also known as perirheic mix-52

ing (Mertes, 1997), has great significance for ecological and hydrochemical processes. This53

significance in floodplain ecology is reflected by the floodplain vegetation zonation, which54

is related to the differences in the chemical or sediment composition of water from river55

and groundwater, rain and snowmelt inundation in the floodplain (Chormański et al.,56

2011; Keizer et al., 2014). Similar relations are present in the Amazon floodplain, where57

the mixing of sediment-rich and sediment-poor water near the confluences is related to58

vegetation (Park & Latrubesse, 2015), and avifauna (Laranjeiras et al., 2021). Also, in59

the Amazon floodplain, the river-floodplain water frontier is controlling the crevasse splays60

occurrence (Aalto et al., 2003). The hydrochemical significance of water mixing is mainly61

due to nitrate removal by denitrification. This process occurs in the flow-through wet-62

lands, where nitrate- and oxygen-rich water from a river mixes with the oxygen-poor flood-63

plain water. Although this effect was reported in several floodplains, including Atchafalaya64

(Jones et al., 2014; Scott et al., 2014), Po (Racchetti et al., 2011), and Wisconsin (Forshay65

& Stanley, 2005), to achieve considerable nitrate removal a significant floodplain area66

has be connected to the river (Natho et al., 2020). As we have shown previously for a67

natural temperate zone wetland floodplain - Biebrza River, the river-floodplain water68

mixing, or the active perirheic zone, is very dynamic in space and time (Berezowski et69

al., 2019). In that study, we used state-of-the-art modeling tools for a single flood event70

study, hence we were not able to assess the active perirheic zone’s long-term variability71

and the role of the changing climate.72

Hydrological impact models of climate change predict a shift of the highest and low-73

est discharges at the end of the twenty-first century for several regions of the world (Prudhomme74

et al., 2013; Giuntoli et al., 2015; Arnell & Gosling, 2016). These regions include the ma-75

jor floodplain and wetlands, where the shift in flooding pattern may influence ecologi-76

cal processes such as vegetation development (Murray-Hudson et al., 2006; Garris et al.,77

2014; Zulkafli et al., 2016; Thompson et al., 2016). The hydrological shifts in the future78

will also lead to changes in floodplain connectivity in unregulated floodplains. This may79

result in increased nitrate removal by denitrification, as simulated for the Lower Missouri80

River (Jacobson et al., 2022). Nitrate removal varies in floodplain habitats with differ-81

ent contact with river water (Scaroni et al., 2011). Since, the zonation of water sources82

within the flooding extent is relevant for vegetation development and denitrification, more83

precise quantification of these ecological processes in the scope of climate change could84

be achieved by analyzing water sources’ zonation. This remains a gap in the literature.85
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Modeling of climate change impact on floodplain inundation is usually done using86

either 1D or 2D hydrodynamic models in which the surface water in the floodplain lacks87

or has limited feedback with parts of the catchment that are not represented by the hy-88

drodynamic model. These feedbacks are important in the proper modeling of floodplain89

inundation, as those minor water sources produce the inundation in remote parts of the90

floodplain and determine the river-floodplain water frontier (Berezowski et al., 2019) and91

groundwater mixing zone (Nogueira et al., 2022). Therefore, to achieve full feedback be-92

tween all water sources integrated hydrological models (IHMs) are required (Sebben et93

al., 2013). The computational complexity of these models often requires some simplifi-94

cations or limiting the simulation area (Barthel & Banzhaf, 2015) to achieve feasible run95

times. Also, the application of IHMs to climate change impact research is limited in sce-96

narios and analysis periods lengths (e.g. Ferguson and Maxwell (2010);Sulis et al. (2011);97

Erler et al. (2019)). On the other hand, using a general circulation models (GCM) en-98

semble reduces uncertainty related to future climate projections impact on hydrology Kundzewicz99

et al. (2018). Currently, this research area remains relatively unexplored, as only a few100

studies run IHMs with long-term forcing data from GCMs ensembles, such as the Inter-101

governmental Panel on Climate Change (IPCC) emission scenarios (Goderniaux et al.,102

2009; Sulis et al., 2012; Perra et al., 2018; Boko et al., 2020; Ramteke et al., 2020; Yuan103

et al., 2021) and no IHMs have analyzed the extent of water from different sources.104

To examine the impact of climate change on spatiotemporal water signatures dur-105

ing flooding in a natural temperate zone wetlands, this research aims to employ a robust106

IHM for the Bierbza catchment to investigate the long-term variability of the extent and107

mixing of water from different sources during flooding. The model for the Biebrza will108

be run for a historical period using 20th Century Reanalysis data and a GCM ensem-109

ble for representative concentration pathways (RCP, which describe climate scenarios110

based on emission levels) 2.6, 4.5, and 8.5 scenarios for the future. With this model, the111

aims of the research are:112

• To determine if the past climate and future climates under RCPs 2.6, 4.5 and 8.5113

will drive any significant changes in the spatial distribution and dominance of wa-114

ter sources in the Biebrza floodplain.115

• To determine if the volume of water in the floodplain will significantly change un-116

der past climate and possible future climates with RCPs 2.6, 4.5 and 8.5.117

Finally, we highlight the implications for ecological processes, modeling, and manage-118

ment strategies under climate change.119
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Figure 1. The floodplain area and the measurement points (right panel). Location of the
study area in Poland (left panel) with the major rivers (blue lines), Biebrza river catchment
(black outline), and the floodplain (black patch). The legend concern only the right panel.

2 Methods120

2.1 Study area121

The Biebrza catchment (22.7◦ E, 53.7◦N) is of medium size, 7091 km 2 and the lower122

Biebrza valley (hereinafter referred to as floodplain), where we focus our analysis com-123

prises 297 km2 (Figure 1).124

The major river engineering work was conducted in the area in the first half of the125

19th century to establish a waterway between Biebrza and Neman Rivers. Next, in the126

middle of the 19th century parts of the wetlands located in the lower and middle parts127

of the valley were meliorated. Since then, human impact in the floodplain area was low,128

although some melioration work was conducted in the upstream parts of the catchment129

(Banaszuk, 2004). Currently, the anthropogenic pressure is low, as the population den-130

sity in the region where the Biebrza River catchment is located is the lowest in Poland131
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(58 people per km2) (Statistics Poland, 2021). The future population projections for this132

region predict a 32% decline between 2020 and 2100 (Eurostat, 2019). The Biebrza val-133

ley was grazed and mowed in the past and aquatic vegetation in the river was occasion-134

ally removed (Berezowski et al., 2018). Since the establishment of the Biebrza National135

Park in 1993 mowing and grazing is continued as an active protection measure (Kotowski136

et al., 2013). Currently, the Biebrza National Park is one of the largest active protec-137

tion areas in Europe (59223 ha), with the Biebrza Wetlands listed as Ramsar and Natura138

2000 sites.139

Long-term average daily discharge in Biebrza River for the Burzyn gauging station140

(Figure 1) has been 38.1 m3s−1 (1970-2005), with a minimum of 4.33 m3s−1, maximum141

of 517 m3s−1, and 99th percentile of 173 m3s−1. Daily water level ranges from 99.84 to142

103.81 m amsl with the 99th percentile of 102.54 m amsl and the bankfull level of 101.31143

m amsl. The river flooding area reaches up to 52.5 km2 and inundation can last on av-144

erage between 121 to 193 days per year depending on location (Grygoruk et al., 2021),145

which is considerably longer than for typical temperate zone rivers. The total flooding146

extent due to all water sources was not assessed by modelling for longer time periods,147

however, the field observations show that almost the entire area of the floodplain is in-148

undated with shallow water from rain, snowmelt, or groundwater (Chormański et al.,149

2011). Model simulation carried out for the one-year period shows, that river and flood-150

plain water interact after the river water levels are above bankfull (which corresponds151

to about 33 m3s−1), but the zone strongly varies during flood development (Berezowski152

et al., 2019). The average annual precipitation over the period 1970-2005 in the catch-153

ment has been 672 mm (DJF=126mm, MAM=143mm, JJA=236mm, SON=167mm),154

of which 88 mm was snow, the mean daily temperature was 7◦C (DJF=-2.7◦C, MAM=6.8◦C,155

JJA=16.6◦C, SON=7.2◦C), and the yearly potential evapotranspiration (PET) was 621156

mm.157

The hydrogeology of the catchment was considered in the Quaternary deposits, which158

are 130-212 m deep and the majority consist of glacial till with minor sand layers deposited159

during the Riss glaciation. Middle and lower parts of the Biebrza valley have a sand layer160

deposited during the Weichselian glaciation on top of which the Holocene sand and peat161

layers are present (Banaszuk, 2004). In an about 900m band along the river channel, nu-162

merous paleochannels are present (Figure 1). These are cut-off river meanders developed163

in the Holocene, that are currently either oxbow lakes or local depressions inundated only164

during high water levels. The connectivity of the oxbow lakes to the main river affects165

the microorganisms and fish ecology (Grabowska et al., 2014; Glińska-Lewczuk et al.,166

2016; Lew et al., 2016).167
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Wetland vegetation in the floodplain exhibits zonation related to flooding (Pałczyński,168

1984). The reeds (Phragmition) belt is located around the river up to about 500-900 m,169

further away up to 2500 m from the river, high sedges (Magnocaricion) vegetation is present,170

and further again, sedge-moss (or fen) vegetation, such as Calamagrostion neglectae, Cari-171

cion diandrae, or Caricion demissae is located up to the valley margin.172

The vegetation pattern in the floodplain is an interesting feature that was recently173

analyzed not only in the scope of inundation frequency but also in the scope of the flood-174

ing water source (Chormański et al., 2011) and related to the sedimentation pattern (Keizer175

et al., 2018). Relationship between water sources in inundation with ecological processes176

have been reported in several world floodplains (e.g. Racchetti et al. (2011); Jones et al.177

(2014); Park and Latrubesse (2015); Laranjeiras et al. (2021)). Biebrza Floodplain is a178

suitable site to investigate the impact of climate on water mixing, not only due to its nat-179

ural character and low human impact but also because it is considered a reference site180

for similar fen wetlands (Wassen et al., 2006). Therefore, the results of this study will181

highlight potential climate impacts in similar sites.182

2.2 Forcing data183

Hydrological simulations for over two hundred years period required several sources184

of forcing data for the IHM, that included air temperature, rain and snow precipitation,185

and potential evapotranspitarion (Table S1). The criteria for selecting a data source were186

daily (or higher) temporal resolution and availability of the required forcing variables.187

The historical and future climate data biases were corrected using the quantile mapping188

(Gudmundsson et al., 2012) method. The details of forcing data processing, bias correc-189

tion application, their results and discussion are presented in Section S1.190

For the historical 1880-2015 period we used the 20th century climate reanalysis (20CR)191

data in 1◦ x 1◦ resolution (Slivinski et al., 2019). We used ensemble mean (80-member192

ensemble) from this data set as our analysis showed that int matched the meteorolog-193

ical observations for the same period.194

For the future period, we used the EURO-CORDEX data (Jacob et al., 2014) from195

ten simulations using different GCMs (Table S1). Each simulation used the SMHI-RCA4196

regional climate model (RCM). We selected all available simulations from the EURO-197

CORDEX archive that had the required forcing data for the hydrological model. Only198

five out of ten simulations had the required forcing data for RCP 2.6. To investigate the199

effect of greenhouse gases emission scenarios on water sources mixing in the floodplain200

we used the following RCPs: RCP 2.6, which aims to limit the increase in global mean201
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temperature to 2 K by a CO2 emission decline since 2020, RCP 4.5 which is an inter-202

mediate scenario, where the emissions start to decline after 2040, and RCP 8.5 which203

is a highest emission scenario in which emissions continue to rise during the entire 21st204

century.205

For the 2015-2019 period (for which the 20CR data was not available), when the206

hydrochemical validation took place we used the gridded precipitation and temperature207

data-set (Piniewski et al., 2021) and snowfall and snow depth data from the Biebrza-Pieńczykówek208

meteorological station managed by the Institute of Meteorology and Water Management209

- National Research Institute (IMGW-PIB).210

To decrease the data storage from multiple RCPs, EURO-CORDEX models and211

historical observations in the 219 years period in daily resolution we calculated the daily212

average value of forcing data variable over all grid cells in the Biebrza catchment and213

used this data to force the hydrological simulations. This was also justified by the fact214

that within the floodplain sub area (~30x15 km) we did not expect daily precipitation215

variability that could affect the the inundation patterns analyzed in this study.216

2.3 Hydrological model217

We simulated the transient water fluxes in the Biebrza River catchment using Hy-218

droGeoSphere (Brunner & Simmons, 2012; Hwang et al., 2014) IHM. The 3D ground-219

water flow was solved using Richard’s equation in prism elements and the 2D surface wa-220

ter flow was solved using the diffusion wave approximation of the Saint-Venant equations221

in triangular elements. The surface-subsurface flow coupling was realized using the first-222

order exchange. Evapotranspiration flux was simulated using the Kristensen and Jensen223

(1975) conceptual model, which takes into account interception storage, time-variable224

leaf area index (LAI), pounding, and soil saturation. Snowmelt and rainfall fluxes were225

provided as forcing data boundary conditions. The conceptual schematic of the IHM used226

in this study is presented in Figure 2.227

We simulated water mixing using the hydraulic mixing-cell (HMC) method (Partington228

et al., 2011). In our case the mixing was simulated only for the surface flow domain, how-229

ever, simulations in groundwater are also possible (Nogueira et al., 2022). The HMC method230

accounts for water fluxes from various boundary conditions and groundwater discharge231

effectively producing a fraction of each water source in a model node. Water sources were232

differentiated spatially. To calculate the river water fractions we summed all fractions233

upstream of the floodplain area. Whereas in the floodplain area, original fractions of rain-234

fall, snowmelt, and groundwater were used to represent the inundation components gen-235
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Figure 2. The conceptual representation of the IHM used in this study for the Biebrza catch-
ment.

erated therein. In the first time step, the fractions are initialized using an artificial ini-236

tial fraction, equal to one.237

The HydroGeoSphere model uses LAI during the estimation of evapotranspiration.238

Since LAI was not available in any data set covering the simulation period we used a degree-239

day model to simulate LAI for each meteorological data set used in this study (Section240

S2).241

2.4 Model grid242

To prepare the model grid we processed the relevant geographical information as243

detailed in Section S3. To conduct the IHM simulations for the 7000 km2 catchment we244

simplified the geometry of the rivers by limiting the minimum node distance to 125 m245

along the river course for major rivers and 500 m for minor rivers. For the major rivers,246

the banks were limited to a 60 m buffer around the river. This forced the perpendicu-247

lar river cross-section to be trapezoidal. For minor rivers, no buffer was created and the248

perpendicular cross-section was triangular.249

The river nodes, wells locations, lakes, oxbow lakes, and the catchment boundary250

were used to generate a Delaunay triangular grid with the “triangle” software (Shewchuk,251

1996). We refined the grid fourfold in the floodplain area and relaxed the nodes using252

an algorithm provided by Kaser et al. (2014). The grid refinement allowed to simulate253

better the hydrodynamics of the floodplain, preserve lager oxbow lakes, and preserve mor-254

phology of larger river features. The triangular grid consisted of 19297 nodes and 38081255

elements of which 10436 were in the floodplain. The overland flow materials were dis-256

tributed spatially according to the Corine Land Cover map (Commission of the Euro-257
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pean Communities, 2013) and the surface elevation was set based on the Digital Eleva-258

tion Model (DEM) of Poland in the resolution of 1m (Figure S4).259

Vertically the grid consisted of six layers with three porous media materials: glacial260

till, sand, and peat (Figure S5) distributed according to geological cross-sections (Banaszuk,261

2004) and bore profiles (Polish Geological Institute, 2014). In total, the 3D grid consisted262

of 135079 nodes and 228486 prism elements.263

2.5 Error metrics264

In this study, we use the same error metrics for a number of different simulated quan-265

tities, such as water levels, discharge, water source fractions, and area. We present the266

general form of the equations below. Whenever a given error metric is used in the text267

it is specified based on which quantities it was calculated for and, if applicable, to which268

quantity it was normalized.269

The Kling-Gupta efficiency [-]:

KGE =
√

(r − 1)2 + (α− 1)2 + (β − 1)2 (1)

where r [-] is the correlation coefficient between simulated and observed quantities, α [-270

] and β [-] are ratios of simulated to observed quantities mean and standard deviation271

respectively. The KGE ranges between −∞ and 1 and the higher the value the better272

fit to the observation is achieved by the model.273

The root mean square error [units the same as input data]:

RMSE =

√√√√√ N∑
i=1

(
ĥi − hi

)2

N
(2)

where hi and ĥi are observed and simulated quantities respectively for a data record (e.g.274

time step) i out of N . The RMSE represents the magnitude of error between the obser-275

vations and simulations and ranges between 0 and ∞.276

The systematic error, or bias [units the same as input data]:

b =
N∑

i=1
ĥi − hi (3)

where the symbols are the same as in Eq. 2. The bias shows whether the simulated quan-277

tities overestimate (positive b) or underestimate (negative b) the observed quantities and278

b = 0 indicate no bias.279
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The linear correlation between two variables was quantified using Pearson’s cor-280

relation coefficient (r) [-] and the fraction of variance explained between the two vari-281

ables was quantified using the coefficient of determination (r2). If two variables are time-282

dependent the linear correlation can be interpreted in terms of the temporal variability283

agreement between them.284

2.6 Model calibration285

We used a screening approach to find an optimal parameter set for the hydrolog-286

ical model. For this purpose, we randomly sampled 800 random parameter sets using the287

latin hypercube algorithm using the “tgp” R package (Gramacy & Taddy, 2010). Each288

set consisted of 26 unique parameters, which were fuhrer transformed to produced cor-289

related parameters (e.g. different water-retention parameters) as explained in Table S5-290

S7). The calibration period was two years and ten months (2004-01-01 to 2006-10-31)291

followed by a one and half year warm-up period (2002-06-01 to 2003-12-31). This period292

was chosen because it represented well the historical variability of hydrological condi-293

tions. The initial conditions for each calibration run were transferred from a steady-state294

simulation using parameters from our previous model version (Berezowski et al., 2019).295

We choose the best model base on KGE for two discharge stations and RMSE [m]296

for five groundwater wells heads. The locations of discharge stations were chosen at the297

inlet and outlet of the floodplain (Osowiec and Burzyn) and the location of the wells were298

chosen two in the floodplain, one in the middle and upper parts of the valley. The re-299

lation between average KGE and average RMSE for all stations forms a Pareto front with300

a group of the best parameter sets from which the final model was selected manually by301

reviewing the simulated hydrographs.302

2.7 Model validation303

2.7.1 Hydrological validation304

We used several contemporary and archival data sources with varied temporal cov-305

erage for the validation of simulated river flow and groundwater heads (Table S4). We306

used the same error metrics as for calibration and the RMSE was normalized by the data307

range for each station or well.308

The most of the river water level records before 1950 (Table S4) contained only the309

relative water level in reference to the gauge zero level. For these records we calculated310

the absolute water level, i.e. in meters AMSL, using a relation between the mean value311

of absolute and relative water levels for the remaining records for a particular gauge. The312
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disadvantage of this approach is that the temporal trend is not preserved and the RMSE313

and systematic error are biased.314

Some of the groundwater heads data were missing the absolute readings, i.e. depth315

instead of elevation was measured. Calculation of the absolute levels was done by using316

a 1x1 m digital elevation model values in the well location as the zero depth. Few ground-317

water wells showed a clear step in the records, which could have been due to the displace-318

ment of the reference point. We removed records with the step from the database.319

2.7.2 Remote sensing validation320

We validated the simulated water extent using a multi-temporal remote sensing data-321

set (Berezowski et al., 2020). In that data-set 161 water extent maps were developed for322

the 2014-2019 period using the Sentinel-1 synthetic aperture radar (SAR) for the flood-323

plain. The average water level error of the SAR flood extent maps was 0.21 m. The ma-324

jor drawback of this data-set was that in densely vegetated areas the flood extent was325

obscured and effectively these areas are labeled as not flooded even if the water level was326

high. Further, the data-set was not sensitive to shallow water, which limits its applica-327

bility only to an indication of deeper river water within the Biebrza flooding extent. De-328

spite the drawbacks, the remote sensing data-set was a good indicator of the temporal329

dynamics of the flooding extent, especially for the river water zone. From this data-set,330

we selected 134 flood maps with the lowest error and used them along with the hydro-331

logical model output to calculate validation metrics.332

The remote sensing validation in the floodplain was calculated using the total flood-333

ing area due to simulated high (above 5 cm) water depth ah [m2] (Eq. S1) and the flood-334

ing area due to river water fraction presence (fractions above 0.1) ariver [m2] (Eq. S2).335

The values of ah and ariver are calculated for each time step and used to calculate the336

correlation coefficient with the flooded area from the remote sensing data-set. Further,337

we calculated the fraction of area that is indicated as flooded on the intersection remote338

sensing data-set and water depths above 5 cm (ih, Eq. S3) and river water fractions above339

0.1 (iriver, Eq. S4).340

2.7.3 Hydrochemical validation341

To investigate whether the different water sources presence is related to the sim-342

ulated water source fractions we measured the electrical conductivity (EC) [µS cm−1]343

of 133 samples in the floodplain during winter (24-25 January 2019) and spring (27-29344

March 2019). The HI991300 portable EC meter was used and the location was recorded345

using a handheld GNSS receiver. We chose EC because prior research by (Chormański346
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et al., 2011) indicated that EC is effective at discriminating between river water and other347

sources. We used random 50% of the measurement points to establish a linear regres-348

sion model explaining the EC by the river, rain, snowmelt, and groundwater fractions349

in the model nodes on the measurement days. The remaining 50% of the data was used350

for validation of the linear regression model using RMSE [µS cm−1] and bias [µS cm−1].351

All measurement points were used to calculate the correlation coefficients between the352

water source fractions and EC.353

2.8 Changes of water sources fraction in the floodplain for the past and354

future climate355

Next to the simulated water sources fractions, we analyzed the mixing degree [-]

(Berezowski et al., 2019), which quantifies the mixing between river and floodplain (sum

of snow, rainfall, and groundwater) water fractions:

d = 1− | friver − ffloodplain |
1− finitial

(4)

The changes in water sources fraction and mixing degree were assessed by calculating

a length [days] of a period during which they were greater than 0.75 and the water depth

was greater than 1 cm, in a hydrological year for each model node m in the floodplain:

lms =
Y∑

y=1

1 wy,m
s > 0.75 ∧ hy,m > 0.01

0 otherwise
(5)

where wy,m
s is a value of s water source fraction (river, snow, rainfall, or groundwater)

or the mixing degree d during a day y of a all days Y in a hydrological year, and hy,m

is water depth [m]. The total annual volume of surface water in the floodplain weighted

by the water sources fractions and the mixing degree in a hydrological year was calcu-

lated by performing a weighted integration using the following equation:

vs =
Y∑

y=1

M∑
m=1

h
y,mamwy,m

s hy,m > 0.01

0 otherwise
(6)

The mean surface water depth (h̄) [m] and the length of a period with water depth greater356

than 1 cm (lh) [days] was calculated for each model node in each hydrological year. We357

chose the 1 cm depth threshold arbitrarily because the IHM simulates continuous (usu-358

ally very low) surface water depth. This thresholding includes days in all periods with359

a depth greater than 1 cm, not only during the spring flood event, because inundation360
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in different parts of the floodplain may occur multiple times or start and finish earlier361

or later than river flooding.362

For future climate simulations, we calculated the above metrics for each EURO-363

CORDEX simulation and calculated the ensemble mean for each RCP scenario. Next,364

we used the ensemble means and historical simulations forced using 20CR data to cal-365

culate trends using the slope of the regression line, where the independent variable is the366

hydrological year. Finally, we used the t-test to investigate whether the trend estimate367

is significantly (p<0.05) different from zero.368

3 Results369

3.1 Model calibration370

The hydrological model calibration results formed a clear Pareto front with a min-371

imum RMSE of 0.19 m and maximum KGE of 0.86 (Figure S3). Out of these models372

we choose one with an RMSE of 0.24 m and a KGE of 0.69 as the best performing and373

used it for further simulations. The parameter search space was relatively wide for all374

material types, yet the saturated hydraulic conductivity presented an expected pattern375

with greater values for sands than for glacial till and relatively low value for peat (Ta-376

ble S8). As expected, the Manning roughness coefficient was calibrated to lower values377

in rivers with straighter course, located outside floodplain, than for Biebrza River.378

3.2 Hydrological validation379

Simulated water levels and surface water discharge matched the observations well380

(Figure 3). Daily discharge at the Osowiec and Burzyn stations, which are located at381

the inlet and outlet of the floodplain were only slightly overestimated with an absolute382

error that was 5% of the data range (Table 1). Similar simulated discharge errors were383

also present for Czachy, which is a major inlet into the floodplain, and Sztabin, which384

is located in the upper part of the catchment. Overall fit to observations expressed by385

KGE for discharge and water levels showed that Burzyn and Osowiec performed better386

than smaller stations Czachy and Sztabin. The high values of the correlation coefficient387

and the visual comparison shows that within-year and multi-year (Figure 3) variability388

of water levels was simulated correctly. The water levels RMSE were more attributed389

to high flows in Osowiec and low flows in Burzyn.390
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Table 1. Error metrics for all available observations for river gauges. Where applicable, the

values were calculated separately for the period before (values in brackets) and after 1950. RMSE

and bias are in the same units as indicated in the table, remaining metrics are dimensionless.

H and Q are water levels and discharge respectively, RMSE / d.r. and bias / d.r. are RMSE

and bias normalized to the observations data range (d.r.) in the analyzed period, corr. is the

correlation coefficient.

Station Units Period with

observations

RMSE RMSE /

d.r.

bias bias /

d.r.

Corr. KGE

H Burzyn m 1930-1935,

1946-2017

0.37

(0.39)

9%

(13%)

0.12

(0.09)

3%

(3%)

0.84

(0.74)

0.69

(0.58)

H Osowiec m 1881-1911,

1921-1923,

1925-1935,

1946-2017

0.36

(0.39)

11%

(11%)

-0.17

(-0.11)

-7%

(-3%)

0.83

(0.71)

0.70

(0.61)

Q Burzyn m3 s−1 1951-2017 25.88 5% 5.14 1% 0.69 0.64

Q Czachy m3 s−1 1957-2017 2.33 4% -0.73 -1% 0.63 0.50

Q Osowiec m3 s−1 1951-2017 17.02 5% 2.79 1% 0.69 0.63

Q Sztabin m3 s−1 1951-2017 4.73 5% 0.84 1% 0.60 0.53
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Figure 3. Simulated (red lines) and observed (black and grey lines) water levels (H) [m

AMSL] and discharges (Q) [m3s−1] for river gauges. The location of river gauges in presented

in Figure 1 except for Sztabin, which is located in the upper part of Biebrza River. The yearly

mean aggregation is presented in Figure S6.
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At the catchment scale, the model simulated groundwater levels very well, with the391

r2=0.99 (Figure 4). Clear deviation of simulated groundwater levels was observed for the392

household wells located in the upland. Individual well’s performance varied with the lo-393

cation in the model grid. In the floodplain, where the grid was finer than in the remain-394

ing parts of the model, the mean RMSE for nine wells was 23% of the data range with395

a 9% underestimation (Table S9). Outside the floodplain, i.e. in the middle and upper396

parts of the Biebrza valley, the mean RMSE was 36% and 34% respectively (Table S10).397

In these parts of the catchment simulated groundwater levels performed worse for cer-398

tain wells with RMSE up to 76% of the observed data range, although all wells preserved399

the temporal variability as in the observed data (Table S10 and Figures S7-S10).400

y = − 1.93 + 1.02 x, R2 = 0.99
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Figure 4. Validation of the simulated groundwater levels using daily observations (usually in

ten days resolution) in 43 wells in the period 1994-2019 (N=18032). Solid line - regression line,

dashed line - 1:1 line.

3.3 Remote sensing validation401

The temporal variability of the SAR water extent correlated better to the flood-402

ing extent derived from the river water fractions (ariver, r=0.75) than to total extent es-403

timated from the water depth (ah, r=0.64) (Figure 5A). Both ariver and ah water ex-404

tents overestimated the SAR flooding extent maps for the periods of the lowest water405
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levels when the Biebrza River was not flooding. In these periods the remote sensing data-406

set was not indicating surface water extent (including between the river banks, Figure407

6), while the total area of open water in Biebrza River and oxbow lakes in the floodplain408

is 2.97 km2.409

The higher correlation of SAR flooding extent maps with river water than with wa-410

ter depth was also visible spatially (Figure 5B). Along the river, the SAR data-set cor-411

related stronger with the water depth than for the river water fractions. In the areas of412

dense vegetation, the correlation was low for both river water and water depth.413
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Figure 5. The total area of flooding extent from the remote sensing data-set (SAR), was

calculated for simulated water depths > 5 cm (ah) using Eq. S1, and calculated for river water

fractions > 0.1 (ariver) using Eq. S2 (A). Spatial correlation between time series SAR flooding

extent maps and simulated water depth (left panel) and simulated river fractions (central panel)

in the 2014-2019 period (B). The right panel shows in which places of the floodplain the correla-

tion with river fractions was higher than with the water depth. The gray background indicates

no valid correlation due to SAR flooding extent equal to zero (left panel), or river water fractions

equal to zero over the entire period (central panel).
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The Biebrza River and its tributaries were always visible in the hydrological model414

output what was not the case for the SAR data-set (Figure 6). The hydrological model415

predicted a summer flood in 2017 that was not visible in the SAR data (Figure 5). Also,416

one summer flood in 2015 visible in SAR data was not simulated by the hydrological model.417

There was a good agreement in the intersection of the true positive flooding extent from418

the remote sensing data-set with simulated water depth ih=0.77 and with simulated river419

fractions iriver=0.78. The lowest agreement occurred during low flow (below bankfull)420

periods with ih=0.19 and iriver=0.16, while during higher flows (above bankfull) the agree-421

ment was higher ih=0.82 and iriver=0.83.422
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Figure 6. Flooding extent from remote sensing data-set (SAR), simulated HGS surface water

depth, and HMC river water fractions for 11 increasing outlet water levels (H). Water depths > 1

m were plotted as equal to 1 m in this plot to have consistency in the color scale.
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3.4 Hydrochemical validation423

The correlation with EC measurements was strongly negative for snow fractions424

(-0.62) and moderately positive for the river fractions (0.48). A very weak correlation425

was observed for rainfall (-0.07) and groundwater (0.00). The linear regression model,426

which explained the EC measurements with the water source fraction predictors, showed427

that all fractions were significant (Table S11). The validation metrics for the regression428

model (Figure 7) were r2=0.58, RMSE=91µS cm−1 (18% of data range), and bias b=12429

µS cm−1 (2% of data range). The highest underestimation visible in the validation of430

the EC regression model was for measurements located next to an asphalt road located431

in a central part of the floodplain (~8.5 km from the Biebrza river, Figure 8).432

y = 65.5 + 0.84 x, r2 = 0.58
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Figure 7. Validation of the EC measurements regression model in the period 2019-2021

(N=64). Solid line - regression line, dashed line - 1:1 line.
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Figure 8. Errors of the EC model for individual sampling points in the floodplain. The black

square shows overestimated points in the proximity of an asphalt road. Both training and valida-

tion points are presented in this figure.

3.5 Changes of water sources fraction in the floodplain for the past and433

future climate434

The simulated daily mean volume of water from different sources did not show sig-435

nificant trends for the past climate forced with the 20CR data (Figure 9). In the sim-436

ulations forced by the EURO-CORDEX data for future climate positive trends were ob-437

served for the river, rainfall, groundwater, and river-floodplain mixed water volumes in438

RCP 2.6 and RCP 4.5. In the RCP 8.5 significant trends were observed only for rain-439

fall and snowmelt volume. For all RCP snowmelt volume trends were negative, however,440

the trend was not significant for RCP 2.6. The snowmelt water was characterized by the441

lowest volume in the floodplain area and was subjected to the highest relative changes442

in the RCPs 4.5 and 8.5.443

Length of a period in which water source fractions were dominant, the river-floodplain444

mixing degree was high, or water depth was greater than 1 cm was stable before 1950445

with only a few nodes showing a slight increase for lrainfall (Figure 10). A similar situ-446
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ation was observed in the simulations for the 1950-2015 period. Therein, however, lh and447

lriver increased in proximity to the Biebrza River. Also, lrainfall showed a more distinc-448

tive patch of increased vales when compared to the latter period.449

The trends for the ensemble mean in RCP 2.6 and 4.5 showed a similar pattern of450

increased lh and lriver in the proximity of the Biebrza River and increased lrainfall in the451

central part of the floodplain (Figure 10). The increase of lh and lriver was the greatest452

in RCP 2.6 out of all analyzed RCP scenarios and past climate periods. The increase453

of lgroundwater was observed in RCP 2.6 near the valley margin, which was not visible for454

RCP 4.5. Unlike RCP 2.6, RCP 4.5 showed a decrease of lgroundwater and lsnowmelt in the455

central part of the floodplain.456

The RCP 8.5 simulations showed that lh and lriver was small and clearly smaller457

than in RCP 2.6 and 4.5 while the change of lsnowmelt was similar as in RCP 4.5 (Fig-458

ure 10. The decrease of lgroundwater was the highest in RCP 8.5 and was visible in the459

central part of the floodplain (especially in the ditches), near the valley margin (north-460

ern part), and in the Biebrza River bed. Also, the increase of lrainfall was the highest in461

RCP 8.5 and was present in almost the entire floodplain.462

In all simulations the length of the high river-floodplain mixing period, ld, increased463

with increasing lriver, yet, the trend in ld was smaller than the increase of lriver. An ex-464

ception of this was in the central part of the floodplain in all RCP scenarios, where lriver465

did not show a significant trend, but ld showed an increase. Therein lrainfall increased466

the most along with the lgroundwater increase in RCP 4.5 and the lgroundwater decrease in467

RCP 8.5. The ld did not change nearest to the river in the RCP scenarios, whereas the468

lriver changed the most. In this area, ld was high due to mixing at the beginning of the469

flood. The ld also increased in the 1950-2015 period in the central part of the floodplain,470

west to the river.471

The trend of surface water depth above 1 cm period, lh, resembles that of lriver in472

the area where both trends were significant, i.e. in the proximity of the river. The lh,473

unlike lriver, increased also in the central part of the floodplain, especially in the ditches,474

and next to the valley margin in all RCP scenarios and a few nodes in the 1950-2015 pe-475

riod. The highest lh increase in these areas was observed in the RCP 2.6, although the476

change in lsnowmelt, lgroundwater, and especially in lrainfall was the smallest in this scenario477

among all RCPs. Overall, the magnitude of lh change was the highest in RCP 2.6 (ac-478

companied by the highest magnitude of lriver change) although the area of significant changes479

was greater in remaining RCPs. Notably, in the areas where ld increased, but lriver trend480
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was not significant the lh also showed an increase. Still, lh increased in areas further away481

from the river where neither ld nor lriver increased.482

Significant trends in mean daily water depth, h̄, were observed spatially only in the483

RCP scenarios for the future climate (Figure 11). The trends were the greatest in the484

proximity of the river, reaching some river nodes up to 6.3 mm year−1 in RCP 2.6, 4.0485

mm year−1 in RCP 4.5, and 0.7 mm year−1 in RCP 8.5 (Figure 11). The RCP 4.5 and486

8.5 scenarios predict a very small positive trend across the majority if the floodplain, whereas487

RCP 2.6 predicts such a trend only in remote parts of the floodplain and in ditches.488

4 Discussion489

4.1 Model validation and performance490

The multi-site validation presented in this study showed overall good performance491

of dynamic hydrological processes simulated in the model. However, a model performance492

degradation, such as increased RMSE for groundwater heads and decreased KGE for dis-493

charge, was observed outside the floodplain area (in the middle basin, upper basin, and494

upland). This was primarily a result of using a finer grid in the floodplain and a coarser495

grid elsewhere. A fraction of the error may be attributed to errors in the elevation of the496

groundwater wells or the DEM used for the model. More discussion on the model de-497

velopment and calibration is presented in Section S3.1.498

From the flooding perspective, the model satisfactorily predicted the above bank-499

full flow conditions and the majority of high flow events. However, the model was un-500

able to correctly simulate five large flood events (or 7.6% of floods in the 1951-2017 pe-501

riod) with the highest discharge peaks (above 250 m3s−1). We hypothesize that the in-502

ability to simulate the highest peak discharges is primarily due to the coarse resolution503

(1◦x1◦) of the 20CR forcing data and limitations of bias correction. Notably, 30% of RMSE504

reported for the Burzyn station water levels was attributed to the bias that occurred dur-505

ing low flow conditions and was not relevant for the flooding analysis. If only the above506

bankfull conditions were taken into the error calculation the RMSE would decrease to507

0.26 m, i.e., 6.5% of the observed water levels. Therefore, our model has demonstrated508

the capacity to predict normal hydrological behavior including flood events with return509

periods below 13 years.510

The model performance before 1950 was evaluated based on water levels in Burzyn511

and Osowiec stations, where the absolute water levels were estimated from the relative512

records. Because of that only the correlation coefficient, which does not account for the513

absolute values, is a model performance quantifier that can be used for comparison be-514
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Figure 10. Changes of the period’s length when water depth, h, is greater than 1 cm (lh),
river water (lriver) or floodplain water (lgroundwater, lrainfall, and lsnowmelt) fractions are greater
than 0.75, and the river-floodplain mixing degree, d, is greater than 0.75 (ld) annually. Only
model nodes with significant trends (p<0.05) are shown. The grey polygon is the floodplain area,
the blue line is the Biebrza River; tributaries and ditches are not shown for clarity, please refer to
Figure 1 to identify their course. –27–



manuscript submitted to Water Resources Research

20CR 1881−1949 20CR 1950−2015 RCP2.6 RCP4.5 RCP8.5

h

730 740 730 740 730 740 730 740 730 740

60
0

61
0

62
0

63
0

Easting [km]

N
or

th
in

g 
[k

m
]

−1.0 −0.5 0.0 0.5 1.0
Trend [mm year−1]

Figure 11. Changes in the annual mean daily water depth, h̄. Only model nodes with sig-
nificant trends (p<0.05) are shown. The color scale is clipped to the <-1, 1> mm year−1 range,
and the values outside this range are colored as equal to -1, or 1 mm year−1; the clipping affected
15% of the data in RCP 4.5 and 30% of the data in RCP 2.6 located in the proximity of the
river. The Grey polygon is the floodplain area, the blue line is the Biebrza River; tributaries and
ditches are not shown for clarity, please refer to Figure 1 to identify their course.

tween the pre-1950 and post-1950 periods. Nonetheless, the correlation was lower in the515

pre-1950 period than in the post-1950 period. This could be due to higher errors related516

to a lower number of atmospheric pressure observations in the 20CR forcing data-set (Slivinski517

et al., 2019). Another explanation could be that the morphology of the river changed518

between 2012 (the year of the river cross-section measurements) and the 1881-1949 pe-519

riod. We had no reliable data source for historical or for future periods hence we were520

not able to include the river morphology change in the model. Still, the model is suit-521

able for analysis of long historical and future periods for the floodplain inundation com-522

position. This is because the floodplain area has not changed considerably since 1881523

and is expected not to change in the future due to historical and future-projected low524

human impact, conservation practices, and the fact that all melioration works were car-525

ried out before 1881.526

To summarize, the validation of the model for the pre-1950 and post-1950 periods527

in the floodplain did not show a considerable decrease in performance. Therefore, the528

fact that we used a very short calibration period in reference to validation, and simu-529

lation periods shows the skill of the model to predict hydrological conditions for the pe-530

riods (past or future) with some morphological changes in the river. If we would increase531

the calibration period, the errors in the pre-1950 period could possibly be lower because532

the parameters would account for the morphological changes. This would, however, re-533
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sult in a less physical meaning of the parameters, the simulation errors not being quan-534

titative for the future RCP periods, and a less representative simulation of the future535

RCP periods (due fit of the model to historical morphology).536

The SAR flooding area correlated more strongly with the river water than with the537

total (due to water depth) flooding extent. Spatially, the correlation between the SAR538

data-set and river water was generally higher than with the water depth. An exception539

to this was the belt around the river, where the water depths varied the most and river540

fractions were always close to one. The reason for this was that the SAR data-set was541

unable to detect water below vegetation, that is in the areas where water depths were542

noticeable, but low. Since river water fractions are also lower in these areas than in the543

river proximity they are in agreement with the SAR data-set which indicated no flood-544

ing. This shows that the SAR data-set in the densely vegetated Biebrza floodplain shows545

only the river water extent rather than the total inundation. Hence the SAR data-set546

can be used to track mostly the extent of river water flooding. Nonetheless, good tem-547

poral correlations of the total flooding area, and flooding area due to river water with548

the SAR data-set flooding area, show that the flood dynamics simulated with the IHM549

and HMC agree with the observed phenomenon.550

The EC of water was another, next to the SAR data-set, spatial and temporal val-551

idation data source. Unlike the remaining validations, the EC was used as an indicator552

of the water source. The model based on the HMC water source fractions predicted EC553

spatially with low errors except for the area located in the proximity of an asphalt road.554

The errors were present in the direction of water flow from the road, which offers an ex-555

planation to the reason for the errors as likely being the pollution due to car traffic. Our556

results show that EC correlated positively with river water fractions and negatively with557

snowmelt water fractions. This is because EC has higher values in the river than in flood-558

plain water (Chormański et al., 2011). Further, the hydrochemical validation shows that559

all water source fractions are significant predictors of surface water EC and that the RMSE560

for EC validation was low, which indicates that the simulated fractions agree spatially561

and temporarily with the true water source. This is in line with our previous study (Berezowski562

et al., 2019) conducted for a single flooding event on a coarser grid showed that the sim-563

ulated fractions agree with water sources derived from a multi-parameter hydrochem-564

ical analysis.565

Our model passed the the comprehensive (Krysanova et al., 2018; Gelfan et al., 2020),566

multi-source and long-term validation. Such validation was required because the sim-567

ulation of water mixing, which is a product of interaction between climate, groundwa-568
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ter, and river flooding, requires more confidence in the modeling results than just agree-569

ment with observed water levels or discharge.570

A limitation of the future climate simulation performed in this study is that we used571

fewer EURO-CORDEX models in the RCP 2.6 ensemble than in RCP 4.5 and 8.5 en-572

sembles. The IHM and HMC water mixing results were calculated as the ensemble mean573

from simulations forced by each EURO-CORDEX model in each RCP. Therefore, in the574

five-model ensemble for RCP 2.6, the influence of individual EURO-CORDEX model on575

the results is greater than in ten model ensembles in RCP 4.5 and 8.5. Effectively the576

uncertainty of the results of this study in the RCP 2.6 is greater than in RCP 4.5 and577

8.5. Due to a lack of data, we were not able to use more models in RCP 2.6, however,578

we tested the sensitivity of the results to a decreased number of models in ensembles for579

RCP 4.5 and 8.5. Our analysis showed that when the same five models were used in RCP580

4.5 and 8.5 as in RCP 2.6 the trends in water sources fractions and water levels in the581

floodplain (Figures S11 and S12) are very alike as in the original ten model ensembles582

(Figure 10 and 11). The difference, however, was in the number of significant trend lo-583

cations, which was greater in the ten-model ensemble. This means that in both cases the584

same pattern of trends in visible in the results, while the ten-model ensemble shows the585

same direction of change in the IHM results over a greater floodplain area than the five-586

model ensemble.587

4.2 Changes of water sources fraction in the floodplain for the past and588

future climate589

Water source fractions were stable in the 1881-2015 period in terms of the lumped590

volumes of water. This situation was expected, because the 20CR forcing data also did591

not had any trends in this period. On the other hand, the spatial trends in the water592

sources fractions persistence showed trend for some spots for rainfall in the 1881-1949593

period and, more interestingly, for all fractions and water depth in the second part of594

the 20th century. These trends (except for groundwater) coincided with the spots where595

the trends were present in future periods RCPs.596

In the RCP 2.6 lumped volume of river and rainfall water significantly increased597

during the 2005-2099 period. An increase in rainfall with a significant, but eight-fold smaller598

decrease in snowfall, and no change in PET resulted in overall wetter conditions. This599

translated not only to increased river discharge, and high river fraction persistence but600

also to longer-lasting high groundwater fractions and surface water depth. Effectively,601

the period of river-floodplain water mixing was longer in the proximity of the river by602

forming a clear belt and resulting in a significantly increased volume of mixing water.603
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A similar situation was observed in RCP 4.5, but due to a two-fold higher decrease604

of snowfall and similar magnitude of rainfall trend as in RCP 2.6 period of high snowmelt605

fractions shortened during the 2005-2099 period. In addition to that, a greater decrease606

in PET in RCP 4.5 than in RCP 2.6 resulted in less wet conditions. As a result, a lesser607

trend of river discharge and water levels was observed. Since groundwater discharge is608

more related to overall drier or wetter conditions rather than to instantaneous fluxes of609

water the decrease in snowmelt water resulted in longer dominance of groundwater frac-610

tions in the river proximity in RCP 4.5. Despite drier conditions in RCP 4.5, the longer611

periods of groundwater, rainfall, and river fractions in this area affected in the river-floodplain612

mixing zone last longer in greater areas than in RCP 2.6.613

A different situation was observed in RCP 8.5, where snowfall nearly ceased and614

the increase of rainfall was in great part balanced by the increase of PET resulting in615

no trends observed in discharge or water levels in the 2005-2099 period. The stability616

of discharges was not accompanied by the stability of the lumped volume of water from617

different sources, as rainfall volume increased and snowmelt volume decreased. Spatially,618

the most distinctive pattern of high groundwater fractions persistence decrease was ob-619

served in RCP 8.5. Such a big groundwater fraction decrease is an indicator of drought620

conditions locally in the central part of the floodplain. This was however balanced by621

longer persistence in the northern part of the floodplain and near the valley margin, re-622

sulting in no significant trend in the lumped volume of groundwater.623

The spatial trends in mean water depth and inundation period length did not align624

with the trends of water source fractions. Overall, the trends of mean water depth were625

rather small except in the river proximity. Also the spatial trends of water source frac-626

tions also did not aligned with the trends of water levels and discharge at the catchment627

outlet, which, if significant were all positive for the past and future climate forcing data628

(Section S5). This shows that the variability of floodplain water composition and wa-629

ter depth is governed spatially not by river flooding directly, but by local precipitation,630

snowmelt, and groundwater discharge patterns.631

The trends in the forcing data, lumped volumes, and spatial persistence of water632

source fractions often showed not aligned direction, or were not significant when not an-633

alyzed spatially. This indicates that processes leading to a dominant presence of water634

source in the inundation cannot be directly concluded from the forcing data. Moreover,635

the lumped analysis of water volumes, which would be available from simpler hydrolog-636

ical models than the IHM used in this study, fails to depict spatial contrast in trends,637

and due to averaging often shows no climate change impact. An exception to this was638

the snowmelt water which only showed significant decreasing spatial trends, which was639
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in line with decreasing snowfall and decreasing lumped snowmelt volume in RCPs 4.5640

and 8.5 and with the forcing data. To summarize, a physical model, which simulates in-641

teractions in the water cycle spatially and integrates different climatic forcing, like the642

IHM used here, is required to fully understand the impact of climate change on the com-643

plex process of water mixing in the floodplain.644

4.3 Implications for modeling645

As illustrated in our study, the period of inundation with water depth above 1 cm,646

was also influenced by climate outside the river water flooding zone. Moreover, the trend647

of this period was not correlated to the distance from the river, as it increased near the648

river, then decreased, and increased again in the central part of the floodplain (RCP 4.5649

and 8.5), or it increased in the entire floodplain (RCP 2.6). The trend in water depth650

change was correlated to the distance from the river, however, significant positive trends651

were observed both in areas dominated by the river and floodplain water. Furthermore,652

water depth trends in RCP 2.6 showed that large areas of the floodplain did not have653

any trends, while the most remote parts of the floodplain had a significant positive trend.654

This depicts important advantage of IHMs, which is the representation of water depths655

in the floodplain. Hydrodynamic models for 2D surface water routing perform very well656

in simulating river water flooding extent, whereas, are unable to simulate inundation from657

other sources, such as groundwater, without coupling with different models (Appledorn658

et al., 2019). Still, some studies use a surface-water-only model to analyze long-term flood-659

plain inundation changes (Veijalainen et al., 2010; Wen et al., 2013). While in some ar-660

eas a lack of groundwater coupling may not influence the results, in other areas it may661

be a source of bias in simulated inundation extent.662

4.4 Implications for ecological processes663

Mixing of water from different sources creates biogeochemical hot spots and hot664

moments, such as denitrification (McClain et al., 2003). Several studies have analyzed665

denitrification spatially in inundated floodplains to reveal that it is strongly affected by666

connectivity with river water (Forshay & Stanley, 2005; Racchetti et al., 2011; Jones et667

al., 2014; Scott et al., 2014). The connectivity enables shift from oxic conditions in a nitrate-668

rich river water to hypoxic conditions in the floodplain water. In such conditions den-669

itrification bacteria reduce nitrate to molecular nitrogen. Our study shows that the river-670

floodplain water mixing volume, extent, and persistence varies with climate change, there-671

fore denitrification patterns in Biebrza and similar floodplains can also be affected. For672

example, a shift in precipitation patterns for the Atchafalaya River (Jones et al., 2014)673
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could lead to decreased groundwater discharge and rainfall pounding in the backwater674

wetlands, which would effectively decrease the denitrification of river water. This vari-675

ability was visible much better in the spatial pattern than in the lumped, water volumes.676

Therefore, improvement in denitrification modeling at floodplain (Hallberg et al., 2022)677

or catchment (Adame et al., 2019) scale or in the use of scaling relationships (O’Connor678

et al., 2006; Tomasek et al., 2017) could be achieved by introducing additional variables679

related to groundwater discharge, precipitation water, or the river-floodplain mixing ex-680

tents.681

In the Biebrza floodplain the river-floodplain water mixing volume increased the682

most in the RCP 2.6 and 4.5. Spatial analysis showed that in each RCP scenario high683

mixing degree will persist longer in a broad belt around the Biebrza River, which cor-684

responds to the area intersection of longer persistence of river fractions and floodplain685

water sources.Bacteria from Gammaproteobacteria taxonomic group, of which some species686

are known to perform denitrification (Baker et al., 2015) were found in oxbow lakes in687

the floodplain (Lew et al., 2016).Therefore, the mixing of river water subsequently with688

the oxbow lakes and inundation in the Biebrza floodplain may promote conditions suit-689

able for denitrification over larger area and in greater volume in the future climate RCP690

2.6 and 4.5 than currently and in the past. A study on denitrification bacteria for the691

Garonne River wetlands shows that their pattern is dependent on flooding and water chem-692

istry (Iribar et al., 2015). Hence, alteration of water source extents during floods may693

also lead to a change of denitrification bacteria composition in other study areas than694

Biebrza.695

Another process, that is related to the extent of water from different sources is veg-696

etation development (Keizer et al., 2014; Park & Latrubesse, 2015). Modeling of veg-697

etation development under climate change may be hampered because studies using the698

process-based model (Politti et al., 2014), a statistical approach (Mosner et al., 2015)699

do not include hydrodynamic feedback between water from different sources while fo-700

cusing only on the river, or groundwater levels. As shown by (Gattringer et al., 2019)701

predictors from an IHM improve habitat modeling in comparison to groundwater, or surface-702

water-only predictors scenarios. Our results indicated that in some scenarios the trends703

were not present in water levels, or discharges while they were present in the persistence704

of dominant water sources. Therefore, we believe, that the inclusion of water source ex-705

tents predictors could improve vegetation models further. We are not aware of any study706

that used IHM-simulated water sources to model vegetation development or distribution.707

Interactions between water sources influence the surface water velocity field in the708

floodplain in reference to a situation when river water is the sole inundation source. The709
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velocity field affects the sedimentation pattern in the floodplain due to the settling ve-710

locity parameter of the suspended particles. The lower the settling velocity the more time711

is required for sedimentation on the floodplain. Therefore, the mixing degree, which shows712

where river and floodplain water with different momentum mix, and the river water ex-713

tent, which shows the overall area of sedimentation from river water, can indicate hot714

spots of sedimentation. A recent study conducted in the Biebrza floodplain revealed that715

the vegetation productivity was associated with the zone of nutrient rich sediment de-716

position (which is a part of the river water zone located close to the river) rather than717

by the total inundation extent (Keizer et al., 2018). Thus the mixing zone and the river718

water zone are candidates for high-productivity vegetation zone predictors in temper-719

ate floodplains and can possibly be used to model climate impact on floodplain vegeta-720

tion.721

Our results show that the period of high river-floodplain water mixing increased722

the persistence in the central part of the floodplain in the 1950-2015 period. Notably a723

vegetation shift was observed in that area from high sedges in 1980 to Caricion demis-724

sae in 2000 (Berezowski et al., 2018). However, in other areas where this vegetation shift725

was observed, we did not observe trends in the period of high river-floodplain water mix-726

ing. We also observed a clear pattern of increased persistence of river water around Biebrza727

River which corresponds spatially to the vegetation shift from high sedges in 1980 to reeds728

in 2000 (Berezowski et al., 2018). Reeds have higher biomass than high sedges and this729

parameter was positively correlated with the nutrient deposition from river sediments730

in the Biebrza floodplain (Keizer et al., 2018). Our results also show that the ground-731

water zone will decrease in RCP 8.5. This can result in the loss of the sedge-moss veg-732

etation, which is related to the groundwater dilution zone in the floodplain (van Loon733

et al., 2009). During the same periods, the water level trend was not present in the flood-734

plain. This shows that the spatial identification of water sources we performed in this735

study can be linked to ecological processes that occur in the floodplain. This also shows736

that vegetation modelling can be an application of the water source fractions simulated737

by HMC, while water levels, which are often used to model vegetation distribution, do738

not show spatial or temporal change. Yet, to identify the relationships between the wa-739

ter source fractions and vegetation a spatial model would be required, which was not in740

the scope of this study.741

The floodplain features many paleochannels and oxbow lakes with various levels742

of connectivity to the main river. In Biebrza River the water chemistry in the oxbow lakes743

is related to bacteria, zooplankton, and fish population and can be an effect of contact744

with different water sources (Grabowska et al., 2014; Glińska-Lewczuk et al., 2016; Lew745
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et al., 2016). The ecological functioning of oxbow lakes was not assessed directly in the746

scope of water sources except for speculations that snowmelt water can dilute nutrients747

in the oxbow lakes and affect the bacteria division rate Lew et al. (2016). Our results748

suggest that the effect of different water sources present in the inundation can be broader749

than dilution, as in general, groundwater not only dilutes river water but also is char-750

acterized by lower oxygen concentration and higher concentration of minerals than in751

the river water. In this scope, the oxbow lakes in the floodplain will be the most affected752

by the elongated persistence of high river water fractions in RCP 2.6 and 4.5 in the area753

along the river. Based on the former research this could directly lead to an increase in754

bacteria richness (Lew et al., 2016), alteration of zooplankton species (Grabowska et al.,755

2014), and in increase in fish abundance (Glińska-Lewczuk et al., 2016) due to increased756

longer periods of increased nutrients and oxygen concentration.757

Climate change in Europe during Holocene resulted in increased stream power and758

sediment load, which affected in creation of meanders or the transition between mean-759

dering and anastomosing rivers (Słowik, 2022). In case of the analyzed floodplain the760

current meanders and paleochannels in the fluvial terrace are relatively new and were761

developed along with increasing peat deposition during younger Holocene which now cov-762

ers the effects of river activity during older Holocene and Pleistocene (Banaszuk & Mi-763

cun, 2009). Climate-driven changes in river discharge can have a substantial impact on764

channel morphology and consequently on floodplain inundation and sedimentation (Slater765

& Singer, 2013; Slater et al., 2019). Yet, there is not much evidence on how the variabil-766

ity of remaining water sources due to climate change could directly affect the geomor-767

phological features of floodplains except for different forms of erosion (Aalto et al., 2003;768

Shellberg et al., 2013). To assess the effect of water sources on the floodplain morphol-769

ogy a hydromorphological model would be required, what was outside the scope of this770

study.771

4.5 Implications for management772

The Biebrza floodplain, as part of a national park, has been subjected to active pro-773

tection measures. An increase in water levels through the construction of dams, or veg-774

etation removal by mowing, allowed, to some extent, to diminish the potential effect of775

climate change in this area (Berezowski et al., 2018). Our results together with other ex-776

periments discussed herein show that the analysis of water sources and their mixing may777

have a considerable ecological effect. However, at this point, more models are needed to778

asses this effect more precisely spatially and temporarily. Therefore, the current local779

management strategy could be to increase the resilience of the wetland ecosystem and780
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implementation of adaptive management (Lawler, 2009). Except that, the local man-781

agement strategies may be somewhat challenging, as tools for preserving the shape and782

duration of water sources’ zones are limited. On the other hand, our results have shown783

that the spatially distributed trends in water source fractions were driven solely by cli-784

mate change, as our model neglected other divers (water use, land-use change, etc.). There-785

fore, global actions limiting climate change impact on wetlands driven by national and786

international policies (Moomaw et al., 2018) seem to be an appropriate measure to limit787

the shift in the extent of water from different sources.788

4.6 Note on hardware requirements789

The simulations were run on the Tryton cluster, which has 3215 Intel Xeon Pro-790

cessors (E5 v3, 2.3 GHz, 12-core) with 128 GB RAM, resulting in a total of 1.792 PFLOPS.791

We split the simulations into 978 smaller tasks (a three-year simulation period with a792

two-year warm-up period), to use the resources in parallel and to fit into 72h wall time793

for a single simulation. The cluster resources were shared with other users therefore it794

took about five months to finish all computations. The total output data produced by795

the models accounted for about 20TB.796

5 Summary and conclusions797

Simulations of surface water source fractions in a natural wetland floodplain over798

a two-century period reveal that by 2099 the projected future climate change will sig-799

nificantly alter the patterns that were relatively stable in the 1881-2015 period. Our re-800

sults show that analysis of the lumped output of the model was less sensitive to depict801

the climate change effect that was visible when the trends were analyzed spatially in the802

floodplain. Different future climate scenarios showed very variable impacts on water source803

fractions, which were often counterintuitive. In the RCP 2.6, which projected the least804

climate change in the study area, we observed the highest magnitude of changes related805

to the increase in river discharges, water levels, and river water fractions. In the RCP806

8.5 scenario, which projected the greatest increase in PET and rainfall accompanied by807

the greatest decrease in snowfall, these trends were less significant, while only this sce-808

nario projected dry conditions exhibited by a decrease of groundwater fractions in the809

inundation. The trends in water source fractions had different spatial patterns and showed810

greater sensitivity to climate change than trends in water depth and inundation dura-811

tion.812

This complex hydrological impact was simulated by the IHM, which allowed us to813

model interactions between groundwater and surface water and limit the assumptions814
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about hydrological fluxes in the top layer of the model to the meteorological forcing. This815

is the first study that simulated the climate impact on water source fractions in the in-816

undation and the longest application of IHM in terms of the simulation period. Hydro-817

logical impact studies are always related to uncertainty, which we limited here by multi-818

variable verification and projection of future impact using an ensemble of 10 EURO-CORDEX819

simulations (only 5 in RCP 2.6).820

We showed that the water source fractions are sensitive to the climate in a natu-821

ral temperate zone wetland floodplain. This fact has several implications for other mod-822

eling studies, ecological processes, and management in similar wetlands. Modeling prob-823

lems should be carried out using IHMs to depict proper inundation or sedimentation pat-824

terns spatially, because, even if the water sources fractions are not explicitly simulated825

using HMC, IHMs capture the interactions between water from different sources which826

produce inundation outside the river water zone and changes the velocity field. Since eco-827

logical processes, such as denitrification, microorganisms and fish abundance, or vege-828

tation development, are in part related to water sources’ zonation and their mixing, these829

variables should be taken into account in models, especially in climate change impact830

studies. Finally, the managers have limited tools in shaping the surface water zonation831

and extent, therefore except for increasing the wetlands resilience, and adaptive man-832

agement using an IHM output, global actions aimed at decreasing climate change im-833

pact should be the main priority.834
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