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[bookmark: introduction]Introduction
Imagine that a researcher can tell you with over 95 percent accuracy what is the likelihood that a person might re-offend, carry a weapon, commit a crime or desist from committing crime, given a set of individual characteristics and environmental variables. As an ordinary person,  you can now have a probability -based on real world data- as a reference to understand and navigate the world. For a criminal justice official, say a police officer, prosecutor, public defender, or judge, this information is crucial and necessary to make informed decisions when interacting with individuals involved with the criminal justice system. Officials can use this information to allocate scarce public resources to competing  public safety strategies. Computational statistical learning  can provide such answers.
In fact, questions related to probabilistic assessment of crime, recidivism, gun violence, or an individual’s sentence compliance are typical classification problems for which supervised learning techniques have effective solutions. 


Footnote: Generally speaking, big data is considered to have three attributes (the three V’s) Volume, Velocity, and Variety and has in the scope of hundred of millions of observations. Fat or wide data is a term used to refer to a dataset with several predictors. In social sciences big data is increasingly used in combination with machine learning to tackle a wide extent of issues, from medical to service consumption patterns.

In criminal justice and other areas of policy, supervised and unsupervised statistical learning algorithms have provided a way to tackle prediction questions and implement solutions where traditional statistical techniques, such as ordinary least squares regression have failed. Some popular examples from public health, include emergency room triage (Almeida et al. 2014), cancer diagnosis22Miles Wernick known for his work on prostate cancer detection is also the leading researcher of the predictive policing program of the Chicago Police Department and the National Institute of Justice.(Ozer et al. 2010; Kourou et al. 2015), and prevention of childhood lead poisoning (Potash et al. 2015). Additionally, targeted learning, the use of machine learning algorithms within a causal inference framework, offers alternatives to improve over the current methods of causality in observational studies.(Petersen, Sinisi, and van der Laan 2006; Van der Laan and Rose 2011)
In criminology, there is a considerable body of empirical research focusing on different criminal justice issues from a predictive perspective.  Core functions of police offices, prosecutorial institutions, public defenders’ offices, probation departments, courts, and prisons, have been analyzed through the lenses of statistical learning.

The work on policing strategies and racial discrimination of (Goel, Rao, and Shroff 2016) and (Berk and Bleich 2014) on courts and sentencing and forecasting criminal behavior, as well as in risk of criminal behavior of parolees and probationers  (Berk et al. 2009; Monahan and Skeem 2015) are cases in which statistical learning has been a crucial tool in providing robust solutions to improve the performance of criminal justice institutions. This approach to criminal justice, sometimes called actuarial, has had several critiques from practitioners and academics For example, former US Attorney General Eric Holder has opposed to this view arguing that statistical learning tools use immutable individual traits over which persons do not have control and cannot possible change in the short run to assess criminal behavior; in his view, those features such as education, socioeconomic status and neighborhood, when included in designing . algorithms will only deepen the existing disparities affecting the poor(Holder 2015).
Furthermore, the discussion has not explored applications of machine learning methods for causal inference. The limitations of parametric models can, in many instances, be offset by computational statistical learning. Targeted learning, a technique that allows to estimate a single parameter of interest with machine learning methods has been successfully applied to estimate the effect of different policies at the individual level. 


In this paper, I focus on  the question of the extent to which machine learning is a tool to better understand data related to criminal justice policy . To this end, I organize this paper as follows.  The first section provides working definitions of machine and statistical learning, and presents common statistical algorithms used in the field of criminology.  Then, in the second section, I discuss a set of cases of criminology problems analyzed through the lenses of machine learning methods. These cases were selected to illustrate the practical application of machine learning to criminal justice and provide insight into the debate about the role of computational statistical techniques in  dealing with real world policy issues. 

Then,  in the third section of this paper I review the case of assessment of risk of recidivism and violent behavior in order to illustrate the two poles of an undergoing debate about machine learning and criminal justice.  At the center of the such debate is the guiding question of this article:  are such statistical methods suitable to understand criminal behavior and design strategies to promote public safety?

The choice of risk assessment tools used in sentencing to analyze the  usefulness of using machine learning in the field of criminology serves two purposes. One is to present the discussion in a practical fashion and not only in mathematical terms.  Decision making processes such as sentencing are a practical  and relevant for society as a whole, as it affects the lives of individuals and impacts public safety. The other objective is to exhibit the common misunderstandings and pitfalls that occur when academics and public officials communicate. Risk assessment in sentencing meets both aims.  In the fourth section of this paper, I conclude by answering the guiding question and identifying ways to make the use of machine learning productive for criminal justice policy.




[bookmark: what-is-machine-learning]What is Machine Learning?
Machine learning is a sub-field of computer science based on the study of pattern recognition using computational tools (software and hardware) in order to identify mathematical rules. Such mathematical rules  allow to predict future outcomes from existing data. Machine learning can be broken down into three actions, namely, defining an algorithm, training the algorithm on data, and collecting an expected outcome using using a computer  and specialized software.  The mediation of computers  to learn from data explains the use of the term computational statistical learning as a synonym of machine learning.  

Thus, the characteristic feature of machine learning is the use of computational tools understood as  powerful computer hardware and statistical software, both needed to handle large datasets. Aside from this characteristic, the elements of machine learning are essentially the same than those of the statistical methods used in the last century in criminal justice.  Some examples of such statistical methods of estimation include expert’s forecast of criminal behavior in a neighborhood, a linear projection of crime relative to a set of sociodemographic variables,  an ordinary least squares regression procedure to establish crime incidence or the computation of a score of risk of violent behavior on the basis of a test designed by professionals with clinical expertise. 

In social sciences, including criminology, research involving statistical analysis has shown a growing reliance on specialized software first developed in the 1960s. Below a table shows the most widely known specialized computer programs used in social sciences, including criminology, particularly in subfields such as quantitative criminology.

TABLE HERE

SPSS, Stata and R are arguably the most widely used programs to conduct statistical analysis in criminology studies using quantitative data. SPSS and Stata are paid programs, while R is an open source software accessible free of charge and crowd-sourced, as any individual can contribute with a library or package containing algorithms to perform computations and implement statistical model.  A relevant caveat to examining the trend in use of these three programs is the fact that only R supports the implementation of machine learning algorithms and unlike Stata and SPSS is increasingly improving packages to efficiently conduct complex and recursive computations using big data. It is only in the past few years that Stata researchers have placed growing attention to the development of implementations of popular machine learning techniques such as random forest and support vector machine.

Thus data availability paired with computational power allow for the use of elaborated mathematical formulas, as opposed to simple linear ones, and a more frequent use of wide and big data to answers policy question (billions of observations of multiple variables in different formats), as opposed to small data (imaginable number of observations of a few defined variables). 

DISTINGUISHING STATISTICAL METHODS

Methods for 

Machine Learning and other methods 

Machine Learning of Actuarial, Clinical
Using as reference the working definition of machine learning provided above, we can distinguish these methods from those called actuarial or clinical. The term actuarial 

With the previous definition of machine learning 
Many of the critiques of statistical prediction methods are vague in terms of the specific methods that are employed by researchers.
The terms actuarial approaches, statistical learning and prediction are used liberally when scholars and practitioners blame the black box as the cause of bias, particularly of racial biases, when it comes to the potential dangers of using machine learning to support criminal justice decisions.
This type of argumentation that targets the messenger rather than the message fits the definition of a logical fallacy where the undesirable results of the implementation of an algorithm are mistaken for the algorithm itself. In this sense, I argue that statistical methods are sometimes the red herring for unexpected results of policy design and implementation. 33For example, Bernard Harcourt in his article The Shaping of Chance: Actuarial Models and Criminal Profiling at the Turn of the Twenty-First Century, critiques actuarial models in criminal justice and nowhere in the text defines the term. It is a nice touch to quote Jean-Luc Godard as a sign of the philosophical tradition supporting his critique; however, ”being slaves of probabilities” might not be a bad thing when it can outperform human judgment in guaranteeing societal outcomes.
It is true that the higher complexity and limited to null causal inference properties of predictive algorithms are indeed problematic. But, as empirical studies have shown, the purpose, structure, validation, and implementation of statistical learning techniques to policy are in no way homogeneous or easily labeled in a single category. Additionally, the variety of machine learning methods is broad and some algorithms are relatively easier to understand than others, and, in some cases, the explanation of the basic two-dimensional underlying model can make the typology of methods manageable and understandable, in a way that it is possibly to associate different criminal justice policy questions with specific algorithmic settings. To illustrate what I mean by that, in the following paragraphs I provide a brief overview of the machine learning methods more broadly used in criminology research. 44Explain why it is sort of a justifiable sample of studies consulted
As mentioned, the main distinction between machine learning and traditional statistical learning is the mediation of computers to obtain information from data.
A defining characteristic of machine learning is, therefore, a technological interface to guide the process of learning. According to this definition, the line dividing statistical learning from machine learning is small, and although there is no single definition, in practice by ”mediation of computers”, a high computational power, enough to scale and study big data is assumed. Machine learning is broadly divided into supervised and unsupervised, where the former requires data of an outcome variable (numerical or categorical) and a set of features or input variables, associated with that outcome. The later, does not require information about the outcome to guide the process of learning (Friedman, Hastie, and Tibshirani 2001).
A distinctive trait of areas where machine learning is applied is when large databases are available and what is called wide data is at hand, wide data refers to a large number of variables or traits, in database terms it indicate the number of columns. In the presence of multidimensional data, techniques to identify association or select variables are valuable and statistical learning achieves this goal. A typical statistical learning problem is that of classification into binary categories, such as having a disease versus not having a disease, success or failure or, high or low risk.
A classification of statistical analysis techniques is provided by (Varian 2014), who identifies four categories - prediction, summarization, estimation and hypothesis testing- and considers that machine learning is mostly related to prediction. In this paper, I focus on prediction techniques and mention briefly machine learning methods for classification and visualization, as I consider them a practical tool for exploratory data analysis usually conducted prior to prediction.
Supervised and unsupervised learning, as defined previously, build learning models to either predict/classify (supervised) or represent associations among variables (unsupervised). Among the most important and used families of techniques in the fields of statistics, social research, engineering, finance and artificial intelligence, are the following: 1) clustering and principal components analysis, 2) linear methods for variable selection, 3) tree methods, 4) boosting, bagging, and bootstrapping.
The central objective of supervised learning algorithms for prediction is to make quality – i.e., precise and unbiased – out-of-sample forecasting of events. For this reason, predictive algorithms in machine learning usually are trained on a subset of the data (trainer or training set) and the remainder, (the test set) is used to evaluate the performance of the algorithm and its parameters in out of sample observations. Validation and cross-validation of algorithms are statistical techniques to increase the prediction power of a model so that it can perform well when used to forecast out-of-sample events. In addition to validation in the test set, there are two basic protocols to decrease out-of-data forecasting error, k -fold validation and holdout approaches, being the former most common. k -fold validation works by subsetting the data into k folds (Where K ¿ 2) and testing each recursively to calibrate the parameters. This way of validating the performance of an algorithm allows researchers to take advantage of big data sets and prevents overfitting of the algorithm to the data at hand. There is no general rule as the proportion of the size of the training set to the validation set, and of the number of folds to use in multiple fold validation. As for the holdout, this is typically a five to ten percent of the original dataset that is excluded from all analyses and used once the final model is selected (through one of the previous protocols) to fine tune the parameters. These validation protocols are ways of taking advantage of large amounts of data and computational capacity to expose the model to many different potential distributions of the observations, calibrate parameters and a good performance outside the original data.
[bookmark: clustering-methods]Clustering Methods
Visualizing Data: Clustering and principal component analysis are both canonical examples of techniques used in unsupervised learning to find association among variables, identify latent variables, and reduce data dimensions. Clustering is a family of methods that group variables according to a given definition of similarity - or dissimilarity, this approach is also used as a form of describing data as it provides information about the existence or not of groups or subgroups.
The definition of similarity can be thought of as the loss or cost function that is typical in prediction problems, such as the square distance, in the case of the more traditional ordinary least squares regression. Similarity is the central concept associated with clustering methods. This notion, although mathematically represented, can only be defined based on knowledge of the subject matter and the specific variables available as the most important to operationalize the definition in the algorithm.
For example, while minimizing distance across observations can be central to one definition of similarity, for others a sharing a particular attribute or a specific number of groupings may be key to the definition of similarity. Based on such definition, the objective of the computations is to group elements such that pairwise dissimilarities between elements of a group are smaller that those in different groups.
Clustering a large number of variables and observations becomes complex pretty fast. There are several popular algorithms to manage the grouping, namely, k-means, k-medoids, proximity matrices, nearest neighbors, self-organizing maps, spectral clustering, and so on. These algorithms can be classified into three types according to their assumptions about the way in which the elements to be grouped are distributed: combinatorial, mixture modeling, and mode seeking. Combinatorial models do not assume any particular probability distribution of the observations; mixture modeling assumes that the observations are independent and identically distributed and mode seeking is a non-parametric form of clustering that estimates modal probability density functions.
Clustering methods are suitable for the analysis of geographically based data. In criminal justice it is a popular technique to detect hotspots or to deploy resources based on selected characteristics of neighborhoods in order to prevent crime. (Eck and Weisburd 2015) conducted a review of 14 studies using different clustering techniques concluding that mapping crime patterns is helpful to prevention strategies, as the benefits of policies are diffuse in unprotected locations. This dispersion suggests that using clustering to adapt policies by geographic location is an efficient approach to prevention. One example of this particular approach to policy is illustrated by (Singh 2006), who used hierarchical clustering techniques to identify and map areas of high crime concentration and high risk of crime to design a prevention program targeting those spots and specific crimes.
Clustering techniques are complex and the definition of similarity is critical when applying such algorithms to policy, as illustrated by (Grubesic 2006). The author applied several clustering techniques to crime data in Cincinnati, Ohio. To identify areas of high crime concentration, the author concluded that fuzzy clustering is the appropriate approach to delineate hotspots in urban settings, Grubesic also showed that the spatial configuration of crime in his analysis changed with different algorithm specifications, showing how different concepts of similarity and grouping produce varied results.
[bookmark: principal-components-analysis]Principal Components Analysis
Principal components analysis or PCA is a technique that creates new variables based on existing variables, the new variables being the so-called components. Through a multiplication of the eigenvalues of the existing variables, the PCA produces the components which are orthogonal transformations of linearly dependent predictors and helpful to reduce the number of dimensions of a dataset. Applying the technique implies matrices operations that transform the original vector of parameters into their corresponding matrices of eigenvalues. Then, via multiplication, the new variables or so-called ”components” are created and represent combinations of the eigenvalues of the original predictors. PCA techniques are a common way of addressing multicollinearity.
It can be validly argued that the components do not have a practical meaning when talking about policy, as they represent a mixture of the original variables; however, these operations allow researchers to identify the original variables that have highest variance across their values and combine them into ”components” that represent those variables or features that combined yield a more precise measure of variation across observations in a dataset. Examples of application of PCA techniques in criminal justice are several. Among them, (Cooper et al. 2016) explore how race and ethnicity variables affect drug consumption and criminal activity in different groups, and (Ayoola et al. 2015) estimate crime rates in Nigeria using PCA techniques.
[bookmark: linear-methods]Linear Methods
Linear models for regression or classification work under the assumption that whatever the underlying data generation process of the subject of study, it can be represented as linear. The simplicity of this type of model makes it powerful, under certain conditions it can outperform complex non-linear algorithms in the task of regression and classification (Friedman et al., 2001). Linear regression, as a method of the pre-computer era is the most popular one among social researchers. The parsimony of its structure and its power to identify causal effects once the assumptions are met make of this approach the preferred among social scientists, including criminology. However, satisfying the assumptions of a causal model is a non-trivial endeavor, as in criminology data is rarely normally distributed and variables uncorrelated. As Richard Berk puts it, in practice, the practical scope of regression analysis in criminology might be overestimated (Berk 2010).
(Varian 2014) considers that issues with big datasets require different tools. The author specifically mentions data manipulation tools such as computational software, mathematical algorithms for variable selection, given that there is more availability of potential predictors for estimation and techniques to model non-linear relationships, factors that machine learning offers.
[bookmark: ordinary-least-squares]Ordinary Least Squares
Among linear methods for regression three categories stand out: least squares, subset selection, and shrinkage estimation, these three categories have in common an optimization function that typically consist in minimizing a given loss function. In the case of least squares, the optimization function is the minimum of the squared errors across observations. This model is widely used, but it has two main limitations. First is the low prediction accuracy due to the low bias but high variance of the coefficient estimates. The second limitation concerns the problem of interpreting coefficients in the presence of multiple predictors (Friedman et al., 2001, p. 56).
However, ordinary least squares regression is still the most widely used method in practice, as illustrated by the proportion of academic articles published in journals. Given the limitations of this approach, as mentioned above, it is important to consider what are the expectations and the scope of such analysis based on OLS regression. (Berk 2010) characterizes three levels of possible regression analysis as follows, Level I, descriptive regression analysis, is an exploratory exercise with no assumptions about the data generation process that simply describes patterns and relations observed across variables. Level II refers to inferential statistical analysis, which requires a well-defined population and a sample obtained through a probability sampling technique, where the probability of each observation being selected is known. This type of analysis uses hypothesis testing, confidence intervals and estimation of key parameters to add statistical inference to the description, but does not convey any causal finding. Finally, Level III, or causal regression analysis, requires a model specification with very small room for error and compliance with strong assumptions about the data generation process in order to make causal claims about the regression parameters. Model specification and assumptions are necessary to make this type of analysis work, but in criminology this type of analysis is not common by the nature of the data.
From a similar perspective, (Varian 2014) considers linear regression to be a conventional statistical technique that has been widely used in social sciences, but has substantially changed in its relevance as the availability of new data and computational power has benefited the development of new algorithms to analyze data. The author reviews the main machine learning algorithms and shows some examples of their comparative advantages to identify and modeling non-linear relationships among variables.
[bookmark: logistic-regression]Logistic Regression
Logistic regression is a powerful tool to model the probability of K possible outcomes using a linear function and ensuring that the probabilities add up to 1, and in the range of [0,1]. When K =2, typically a binary classification problem, the model is simple with a unique linear function. Variations of logistic regression, such as sparse logistic regression in its binomial or multinomial version have proven to be useful in complex classification problems and text analysis (Sculley et al., 2011). (Sculley and others 2011).
[bookmark: subset-selection]Subset Selection
One potential solution to tackle the problem of multiple predictors is to select a subset of variables, in which the least squares technique is applied to only a subset of selected variables. To do so, there are several techniques, such as best-subset selection, forward-and-backward step-wise selection and, forward-stage-wise regression.
A subset selection method finds a subset of size k that yields the smallest residual sum of squares; this procedure can be efficiently applied for a number of predictor p of around 40 (Friedman, Hastie, and Tibshirani 2001). The decision to choose k is usually a trade-off between bias and variance, as well as a researcher’s preference for parsimony, but typically a k is chosen that minimizes the expected prediction error. To find this k, the algorithm searches through all possible combinations of predictors, ordering the possible sets.
When the number of predictors is substantially over 40 a forward-step- wise selection of variables can be applied, this method builds a model adding one variable at a time starting with the intercept and following with the variable that is a best fit. Inversely, the backward-step-wise technique starts with a full model and excludes one by one the variable that most affect the fit. When there are a large number of variables these methods are heavily computational but offer several potential models to set on the trade-off between explanatory power and parsimony. Because these methods add or subtract a variable at a time, in a discrete process, they might lead to high variance, affecting the overall prediction accuracy of the final model. This is one of the reasons why shrinkage methods aimed at reducing the number of variables but in a continuous fashion might be preferred.
[bookmark: shrinkage-ridge-and-lasso]Shrinkage: Ridge and Lasso
Selecting a few variables has the advantage of providing a more parsimonious model that can be easily interpreted and has more prediction accuracy than a full or bigger model. Instead of selecting one variable at a time to achieve a more parsimonious model, shrinkage methods introduce a penalty associated with the number of regression coefficients. The penalty parameter, usually denoted by , determines the size of shrinkage. There are two common shrinkage techniques, ridge and lasso.
Ridge shrinkage penalizes the sum of square residuals and pushes the estimators towards zero and each other, and do not penalizes the intercept (Hoerl and Kennard 1970). The penalization parameter  is the norm L- 2 or median. A similar approach is Lasso regression, a method that also penalizes coefficients with the important difference that it does so by applying a penalization of a different form, namely L- 1 or the mean making the solution a quadratic computation. An alternative approach to deal with a large number of parameters and multicollinearity is using principal components as regressors.
[bookmark: tree-methods]Tree Methods
Decision trees are a tool for classification problems, when the objective is to predict a 0-1 outcome or, in other words, place an observation in one of two mutually exclusive categories. Examples of classification problems would be to place individuals into high-risk or low-risk segments, predict if an individual will or will not develop a disease, label an email as spam or not-spam, or other discrete categories. Although trees are mostly used for classification problem, they can also be used in a regression setting by using the leafs or branches as variables.
The classification task is based on a set of predictors and might be carried out via a logit or probit model.
However, an alternative to these methods is to grow a tree classifier that models a sequence of partitions. While a partition can only handle two variables, a tree manages an unlimited number of predictors and, what is more important, there are efficient computational ways to carry out this process.
This method is particularly helpful for settings where there are relevant non-linear relationships and interactions among variables. It also happens to handle missing data very well.
A good example of the application of this technique is the Titanic survival, described by (Varian 2014), in which a classification tree shows extreme age, namely, being very young or very old was decisive in survival rates, but for passengers in the middle of the distribution of age, variables different than age played a most important role. These types of insights from data are easily extracted by a tree algorithm and cannot otherwise be revealed. An example that I particularly like for its policy implications is the data analysis conducted by (Varian 2014) using the same data set than (Munnell et al. 1996) use to analyze the effects of the Home Mortgage Disclosure Act enacted in 1975 in the access of low-income individuals to the housing market.
In their paper, using a logistic regression approach, (Munnell et al. 1996) concluded that minorities are more than twice as likely to be denied a mortgage as whites; therefore, they maintain, ”race continued to play an important […] role in the decision to grant a mortgage”. Yet, several years later, Varian used a random forest method, a variation of the tree method described in previous paragraphs, to analyze the data on which the original article was based, Varian unveiled a slightly different conclusion: race was not the first but the second most important variable in explaining the difference in mortgage credits granted between the two groups. It turned out that ”dmi” or denial of mortgage insurance - a previous step in the process of applying for a mortgage credit- was the first predictor, which accounted for improved prediction accuracy of the random forest model by 10 percent, classifying adequately 223/2380 cases.
The narration of the authors regarding this variable suggests that previous banking history as well as other predictors of economic stability were generally more positive among whites relative to minorities, which can be attributed to a general economic trend and underlying dynamic, rather than to the specific event of insurance authorization. It might be argued that race, again, was the main predictor in denial of an insurance that later in the process will influence the decision of approval or denial of a mortgage; however, in terms of tracking the process by which minority individuals were denied mortgage credit, it is salient that the influence of race is partly exogenous, as insurance is necessary to access a housing credit.
While a single decision tree is relatively easy to interpret, techniques such as random forest, where hundreds of random trees are created and de-correlated is more difficult to make sense of, partly because of the non-linearities and interactions between variables that end up in different partitions. Another potential issue with tree methods is that they tend to overfit the data; for this reason, pruning the tree is important and that is a decision of the researcher as to where to stop partitioning so that the resulting classification algorithm can be useful to analyze new data efficiently (Friedman, Hastie, and Tibshirani 2001).
[bookmark: boosting-bagging-and-bootstrapping]Boosting, Bagging and Bootstrapping
Boosting is relatively new method, introduced in the last couple of decades, mostly used to transform a weak learning algorithm into a strong one by adapting to weighted versions of the training dataset and adopting a majority rule to produce a final prediction. One of the best known algorithms of this type is Adaptive Boosting or AdaBoost (Freund, Schapire, and Abe 1999).
Bagging stands for ”bootstrap averaging” or ”bootstrap aggregating,” which is a method that uses bootstrap samples to train an algorithm and average the results obtained for each sample to produce a classifier with reduced noise. This approach can be applied to virtually any algorithm to produce a model with parameters calibrated from as many bootstrapping samples as the computational capacity makes possible. This approach is particularly useful for unstable procedures such as tree methods (Breiman 1996).
[bookmark: targeted-learning]Targeted Learning




[bookmark: machine-learning-and-criminal-justice]Machine Learning and Criminal Justice

ADD somewhere here: Similarly, (Harcourt 2003) has argued that actuarial approaches exacerbate the racial imbalance in the prison populations and do not solve the root problem of having too many incarcerated individuals. Harcourt maintains the strong position on the topic and proposes to stop using computational statistical approaches to justice and focus on the early stages of the criminal process, that is at the point of intake. The author argues that algorithms in the prosecutorial or sentencing stage (2003, 2010) will reproduce the biases generated earlier in time, which he considers the origin of problems and racial disparity in the criminal justice system. It is not clear if he believes that statistical approaches can help officials dealing with the first stages in the criminal process to handle their functions better, for example in providing heuristics for detention, pre-trial release or propensity for success in non-custodial treatment.
Proponents and detractors of the use of machine learning algorithms to support decision making in criminal justice have several points of dissent that can be organized in two general types, one is mathematical and the other is in regards to policy-making. The mathematical concern is the algorithmic complexity and opacity of machine learning techniques, often called ”black box” methods.  The main concern, from a policy perspective is implementation and its consequences. Thus,  the idea that black box approaches might generate or exacerbate biases, especially racial discrimination is one of the main focus in the public debate. A lack or clarity and rigor in the debate has lead to mistake the policy critiques  with those challenging  implementation. 


The application of clustering methods, principal component analysis, regression, tree methods, bagging and bootstrapping as techniques to prediction and classification problems using large data sets is relatively recent, as the computational power needed to handle millions of data points and numerous predictors has only recently become widely available. Prediction itself however is not. In criminology, prediction has been a common approach and it is documented in the academic literature, as well as in government documents and practices since the early 1920s (Ohlin and Dudley, 1949).
While machine learning algorithms are quite good at providing answers to classification and prediction problems, this approach is considered a ”black box” when it comes to interpretability and causal inference. There is concern among criminal justice policy researchers and practitioners as to the effects of the opacity of algorithms in producing and exacerbating undesirable outcomes such as racial discrimination (Starr 2016; Goel, Rao, and Shroff 2016; Harcourt 2008; Holder 2015). Several examples of this peril illustrate the claim, as a frequent critique of the risk assessment tools used in 27 American States currently utilizes actuarial approaches to support the decisions on parole, bail, and sentencing.
The black box is an issue of concern, especially because sometimes algorithms used in criminal justice institutions to guide decision process are developed by the private sector and not by public institutions, adding layers of complexity to the matter of public transparency. Such is the case of the Correctional Offender Management Profiling for Alternative Sanctions (COMPAS), developed by Northpointe Inc. and challenged at length by the investigative journalism of the non-profit ProPublica11Since May, a discussion has unfolded regarding ProPublica’s claim that COMPAS might have a bias against African American individuals, for more on this claim see —(Angwin et al. 2016)—.
In criminal justice and other policy areas there is a growing trend to advocate for transparency in design and implementation of machine learning algorithms in order to prevent unintended consequences of data-driven policy decision making.
It would be fair to say that this trend pointing out the need for transparency in algorithms is analogous to the demand for transparency and accountability in the criminal justice system policy making and implementation. However, there is one particular aspect of development of machine learning tools to criminal justice policy that make this situation specially complex, and that is the private institutions behind the development of such data-driven tools. As private providers generate algorithms and do not disclose the process of design and validation, public institutions have less control over the process, limited tools to adjust the algorithm and fewer elements to be accountable to the public.
As (Petersilia 2014) points out, in addition to the mathematical make up of the algorithm, two factors are relevant to ensure that actuarial tools are effective in achieving their goals: time and location.
In other words, the author suggests that algorithms must be time and location sensitive and provides the example of the Missouri Sentencing Advisory Commission that uses an actuarial tool called Automated Sentencing Application (ASA), available online 22http://www.mosac.mo.gov/ to support the decisions of judges. Petersilia further explains that such a tool, based on a set of factors both fixed and variable, such as age, gender, education, ties to the community, type of crime, and employment status, generates a report with suggested sentence length. The author points out that the ASA was developed in the 1980’s when unemployment rates were below five percent, so being unemployed was very unlikely and was a stronger predictor of criminal behavior; however, over 30 years later, this factor is not as strongly predictive.
rewrite Although actuarial methods have been used since the 1940’s when actuarial methods for risk assessment were a promise of science to control crime and reduce recidivism (Petersilia 2014), it is not until recent years that the growing incarcerated population in the United States, currently the country with the highest rate incarceration rate in the world33In 2016 the rate per 100,000 inhabitants is 737 and the United States has lead the list in the last decade, according to the data published by Prison Policy Initiative brought attention to different alternatives to curb the trend (Raphael and Stoll 2013). Evidence-based policy and the application of machine learning algorithms arise as practical tools to be used in criminal justice institutions to control crime and provide public safety.
\pretitle\posttitle\preauthor\postauthor\predate\postdate
end rewrite
The capacity of machine learning algorithms to predict certain outcomes with a high level of accuracy, and reveal non-linear relationships among variables are considered the main advantages of these methods over conventional assessments made by experts and inferential studies based on linear regression (Berk and Bleich 2014; Athey and Imbens 2015; Varian 2014).
Furthermore, some researchers argue that these predictive methods provide a solid and superior alternative to both clinical or expert assessments in the case of practitioners and linear regression models in criminology research, where data available typically compromise the basic assumptions that produce desirable statistical properties for causal inference.
rewrite No matter the predictive merits of statistical learning argued by researchers and practitioners, there are as many proponents as detractors in both the academic and the practitioner side of their use in policy. They are a pink elephant in the room of the many criminal justice institutions at the state and federal levels currently using predictive tools.
\pretitle\posttitle\preauthor\postauthor\predate\postdate
end rewrite
The discussion has advanced beyond the mathematical black box, which in itself is a matter of concern, to the implementation realm, as evaluations of the effect of evidence based policies have suggested that bringing algorithms to the field does not have the expected results and can even bias the behavior of criminal justice officials in an unpredictable way. This was seen in the broadly known Chicago policing experiment, which included the release of the Strategic Subject List (SSL) containing the names of 426 individuals identified by a predictive algorithm as being at high risk of being involved in gun violence events.
In a recently published evaluation of the implementation of this program that has been running for three years, (Saunders, Hunt, and Hollywood 2016) found no conclusive evidence of its effectiveness but indicators suggesting that police officers behavior might have been used the list to disproportionately target those individuals, regardless of their actual behavior. It can be argued that the discriminatory effect of the SSL cannot be attributed to the algorithm, but rather was not an algorithm- the one being challenged, as it classified individuals by their risk of being involved -as victims or perpetrators- in gun violence episodes, according to certain classification rules and set of predictors - which, by definition do not imply causation- but failed to anticipate the heuristics of public officials in using the tool in the field.
Given the complexity of the problem of policy implementation and critiques of detractors that point to policy outcomes rather than policy design, it would be reasonable to state that critiques of actuarial methods in criminal justice are aiming at the wrong target, as it seems that the focus of the challenges mix the part of algorithmic transparency and policy design and implementation.
This framework puts in context the assertion of statistician Richard Berk (2013) who states that quantitative criminology tools are a black box but ”no apologies are made” for such a character because they are effective in predicting criminal behavior. Similarly, \citeauthor{kleinberg2015prediction} \citeyear{kleinberg2015prediction} maintain that no apologies are necessary if such methods succeed in producing key information for policy decisions.
Beyond the politics of implementation, there is broad consensus in the powerful contribution of statistical learning to approach critical criminology questions, such as how to allocate resources for policing operations (Perry 2013), frame the decisions of judges (Ridgeway 2003), analyze and rethink the effects of stop-and-frisk policies (Goel, Rao, and Shroff 2016) or determine the risk and need level of individuals involved with the criminal justice system to provide treatment (Monahan and Skeem 2015). Still, some criminal justice areas are more problematic than others in the degree to which machine learning is seen as a tool to improve human-made decisions by providing data. One of such areas regards assessment of individual risk based on population level data.
Perhaps, the most critical application of risk assessment tools is the one that determines the decision of placing an individual in incarceration or leaving him free to comply with non-incarceration measures, as well as the determination of sentence length. This decision is arguably the highest form of power of the state over the individual; the responsibility of taking such a decision is made by a person, the judge. Under this scenario, the availability of tools to make a ”fair” decision, pondering individual and collective benefits for society is key to improve the ability of the state to provide public safety.
For this reason, in the next section I will further analyze the use of risk assessment tools in the sentencing stage of the criminal process, as I consider this case a good example to illustrate in a practical way many of the valid and invalid critiques of machine learning and actuarial methods as a black box to be discarded and replaced by prevention policies or, more broadly a more humane and less automated approach. I expect this example to shed light into the black box and distinguish the algorithmic transparency from criminal justice policy design and implementation in a way that is beneficial to the field.
[bookmark: types-or-risk-assessment-tools]types or risk assessment tools
fairness and bias in clinical, actuarial and adaptive-algorithmic assessment of criminal behavior and treatment needs is like a family issue: there might be disagreement but we all have the same purpose in mind: reducing crime rates and favor public safety in an efficient manner.11There is no current consensus around the defining elements of a behavioral assessment tool to be considered clinical, actuarial or black-box. We considered that the main difference originates from the source of data and the calculation method. Based on these two factor, we identify three broad categories of tools for behavioral assessment in the context of the criminal justice system: clinical, actuarial and adaptive-algorithmic. The risk assessment tool under analysis in this article can be consider as in the canonical approach that aims at predicting future behavior based on present individual traits via specialized judgment. Tools in this category, collect data primarily through human interaction and compute a overall measure following a pre-determined and finite algorithm previously agreed upon by professionals in the field. Actuarial tools of assessment obtained data for a non-primary source, that is not necessarily through human interaction and measurement, but by all available means of data collection and report and estimates an overall measure of risk following a probabilistic model. Finally, the more contentious category, to which we can attribute the renewed and more intense debate on the matter of fairness are adaptive-algorithmic tools, which rely on non-primary data and flexible statistical models that calculate an end measure of risk through a computer, tweaking the algorithm parameter to maximize performance in-sample and out of sample.
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Among the tools for assessment in the criminal justice system, those related to sentencing or so called front-end decisions are the most contentious, as there is a qualitative dimension that distinguishes them from others and influences the placing of a person in or out of incarceration. Individual assessments of different types, such as risk, needs, success or failure relative to an outcome are useful tools in different stages of the criminal justice process, from pretrial detention (Milgram et al. 2015), early release, prosecution, sentencing, treatment, and post-release supervision for adults and for juveniles.
Judges make those decisions under human constraints, and as(Starr 2016) argues they balance competing sentencing criteria and make difficult decisions all the time. Starr adds that in many cases, pre-sentence reports based on risk assessment considerations make the decision more complex rather than helping the process; although she does not explain her reasoning, other than emphasizing that such reports are an additional variable for the judges to ponder in an already complex decision making framework. However, it can be argued that it is also the case that the individual judgment of criminal justice officials such as those in charge of sentencing, can obey rules that are not visible as opposed to the potentially more transparent information derived from an assessment tool.
To summarize the debate around the role of risk assessment tools in sentencing, a brief conceptual framework is needed. A general definition of risk assessment is the process of using risk factors to estimate and manage 11—(Webster et al. 2006)— add ”manage” to the original definition by —(Kraemer et al. 1997)— as a relevant element to indicate the purpose of a tool of this nature.the probability of an outcome occurring in a population. The concepts of risk and risk factor might vary across instruments, but their explicit definitions are necessary to evaluate the degree to which they are useful. For example, risk factors can be categorized into fixed or variable, and the idea of causality if introduced, must have corresponding empirical evidence, as opposed to speculations or beliefs (Kraemer et al. 1997).
According to this definition, at any step of the criminal process or function of a justice sector institution an assessment of expected outcomes can be conducted based on a set of predictors, by starting a process of inputting data based on a previously articulated rule of prediction. Leaving aside for a moment the tool (mathematical or clinical) to carry out the process, we have a general structure that requires an input to generate an expected outcome. This generic definition of a risk assessment tool acknowledges the relevance of using front-end decisions as an example to illustrate the point that the black box has different shadowy angles to uncover.
Beyond this generally accepted definition of risk assessment, the discussion on actuarial techniques to predict criminal behavior has been characterized by an array of terms and labels that rather than facilitate communication make it more difficult. Risk has been confounded with need, and no meaningful distinctions between the different usages have been made. So the debate presents a variety of adjectives attached to the term risk, such as static and dynamic, preventive, actuarial, predictive, and others. (Monahan and Skeem 2015) contribute to the discussion of assessment of risk in sentencing by providing a framework to select an actuarial assessment instrument that satisfies the claims of both sides of the debate, namely those who care about the input and those who care about the output. According to the authors, risk assessment tools can be ordered along three dimensions: purpose, degree of structure and quality of validation.
In building this framework, the authors provide basic definitions and a typology of relevant terms, a statement of two main goals of assessment tools, an overview of the role of such tools in the sentencing process, and a discussion of the varying extents of validation of the actuarial tools. Finally, and perhaps most importantly, they conclude by providing two guiding criteria to choose an assessment tool in sentencing: purpose of the evaluation and a principle of fairness, defined as minimal bias and lowest mean score across groups. Mathematically, this fairness principle can be expressed as minimizing the mean squared error of prediction associated with the highest prediction accuracy. In doing so, (Monahan and Skeem 2015) put into words the mathematical trade-off that exist between bias and variance which in terms of risk scores would result in having similar predictive accuracy across different groups of the population and minimal variance. It is Worth noting that even if this statement poses a neat optimization problem with a single solution, that is achievable through computation, the complex part of partitioning the population into groups and operationalizing risk factors is a matter of policy design.
\citeauthor{skeem2015risk} define a risk factor as a variable that precedes and is associated with increased likelihood of criminal behavior. Risk factors can be categorized as one of the following: i) fixed marker, ii) variable marker, iii) variable risk factor or iv) causal risk factor, which vary in their propensity to change over time and as a result of intervention. By further explaining that a risk factor can be appropriately named a proxy factor for criminal behavior, they maintain that considering risk a proxy -such as criminal history- for intrinsic features of individuals such as race, gender, or socioeconomic status, implies a causal link that is not stated, explained and operationalized. According to this view, critiques targeting risk factors as a veiled instrument for discrimination miss the important point of analyzing the concept and purpose of the term ”risk factor”. Therefore, in challenging the outcome, critics overlook the necessary step of analyzing the purpose, operationalization, functioning, and implementation of an algorithm.
In addition to the imprecise terminology used by scholars discussing the issue, there is a lack of clarity regarding the ways in which actuarial methods differ in purpose. Arguably the most important one is the distinction between predicting and managing risk. The former seeks to exclusively describe potential future outcomes, while the latter is intended to inform supervision and treatment of individuals so that such predicted risk is managed and reduced (Gerlinger and Turner 2015; Turner 2015; Lin, Grattet, and Petersilia 2010).
The policy implications of this lack of rigor in the debate are enormous when one considers the extended use of risk assessment tools across the country. State and federal institutions have in place major investments in ambitious initiatives to build up a data-driven approach in criminal justice as well as in other areas of government. The Data Driven Justice Initiative launched by the White House in 2015 aimed at curbing incarceration trends by making the criminal justice system smarter. It brings together state and city-level justice institutions, with private and non-profit organizations and has support from both major political parties to advance the use of data to design effective criminal justice policies. Additionally, during the last few decades, at least 27 subnational units have introduced evidence-based policies (Lawrence 2013) including risk assessment tools for sentencing.
The most salient critiques of the trend of using statistical learning tools can be summarized as focused on the outcome rather than in the algorithm itself, or as former US General Attorney (Holder 2015) has expressed, the concerns concentrate on the effects of such actuarial mechanisms of prediction, which might have a disparate effect on racial minorities and underprivileged communities.
Although recent events widely covered by media, specifically the recent evaluation of the Chicago experiment described before and the ProPublica assessment of the COMPAS algorithm, have brought fresh air to the academic debate on discriminatory algorithms, those are only two out of many cases where the claim of algorithmic impartiality and utility has been challenged. As (Ridgeway 2013) points out prediction has played a major role in criminology over decades, before computational capabilities made possible the use of complex algorithms to forecast criminal justice outcomes and justice institutions were gathering huge amounts of data. In his opinion, the task of prediction, with or without statistical learning, has had recurrent pitfalls that need to be considered in order to get the most out of the latest scientific developments in prediction. Ridgeway specifies seven common pitfalls of prediction made by criminal justice institutions and officials and consider them as a case to use computational algorithms to overcome such challenges as they have proven to outperform human judgment.
Ridgeway’s seven practical problems of applying machine learning methods to criminal justice are i) trusting expert opinion too much, ii) clinging to basic statistic concepts but failing to understand prediction models characteristics (such as performance criteria, accuracy, computational efficiency and the trade-off between parsimony and interpretability), iii) assuming that one method works best for all problems, iv) trying to interpret too much when the algorithm is not transparent (example, tree method or components in PCA), v) forsaking model simplicity for predictive strength (or viceversa), vi) expecting perfect predictions instead of efficiency improvements, and vii) failing to consider the unintended consequences of prediction (Berk et al. 2009).
In the case of statistical assessment of risk, (Monahan and Skeem 2015) conclude that four steps are necessary to select a risk assessment instrument: first, a definition of its purpose, understood as it policy objective or ultimate expected outcome of its implementation. Second, the degree of structure in terms of the institution and public official who will use and apply the instrument. Third, make sure that the instrument is validated and, finally, that it has an operational definition of fairness.
It seems that the example of front-end assessment tools based on prediction sheds light into the several angles of the black box: it is not only a matter of algorithmic transparency but an issue of design and implementation of the instrument that is out of the scope of a purely mathematical model. Failing to acknowledge the different components of the problem does not help a fruitful discussion, as the parties are talking different languages. In a sense, it is a logical trap, as the critiques are auto-referential: the root of racial discrimination is racial discrimination. Evidence suggests that as with any scientific tool, statistical learning algorithms of all sorts are to be used responsibly and in a deliberate and transparent fashion, pointing out at each stage - from design, validation and implementation- the objectives and mathematical limitations of any given algorithm. But, in my opinion, it would be a huge pitfall not to incorporate statistical learning tools into the craft of criminal justice policy - or more generally into the design of public policy-, as they offer a good shot at operationalizing a concept of fairness as the perfect balance between bias and variance, the core trade-off of machine learning tools. Furthermore, the discipline of machine learning is a viable way of taking a stab at optimization problems with multiple solutions, such as those modeled by neural networks, deep learning and virtual reality algorithms(Woodie 2015; Fox, Arena, and Bailenson 2009; Byrne and Marx 2011; Wiggins 2006; Bailenson et al. 2008; Bailenson et al. 2008).
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I have reviewed several empirical examples of successful and unsuccessful applications of statistical learning algorithms to criminal justice policy. The results of the models considered are associated to gains, such as a potential cut of 2,000 post-arraignment arrests for domestic violence(Berk, Sorenson, and Barnes 2016) and losses, such as the use of the Strategic Subject List by police officers to disproportionally target individuals classified as of high risk (Saunders, Hunt, and Hollywood 2016). This spectrum sets the horizon for future applications of machine learning to criminal justice policy questions.
The case of statistical assessments of risk illustrates the complexity of designing a policy instrument to support judges’ decision making process by showing the necessity of algorithmic and policy transparency as it will have an effect over the physical freedom of a fellow individual. The contentious case of modeling an imperfect world at the risk of reproducing its disparities is a hazard of the application of machine learning to criminal justice. However, this hazard is not different from those posed by other methods already used by justice officials to decide, from individual heuristics to clinical assessments, judges already balance competing criteria when deciding over individual sentences and make decision under conditions that vary from case to case and from judge to judge (Starr 2016; Laqueur and Copus 2015). A question to consider is if machine learning or other mathematical approaches to policy might outperform humans and increase the overall efficiency of the system providing a basic framework to support judges -and other public officials- work.
There are several examples suggesting that analyzing the costs and benefits of different policy alternatives, including that of incorporating machine learning algorithms, is safer way to craft policies that yield the highest overall benefits to society, as it is suggested in the economics of crime literature(Domínguez and Raphael 2015). Such a framework would allow policy makers to ponder the effect that a particular policy might have in the overall system and, perhaps take action. One example is predictive policing, which has been shown to be effective in forecasting crime hotspots, leading police departments to patrol with higher intensity those areas, which in the process has alerted potential offenders and moved them to other locations, leading researchers to reevaluate the predictive model and make it dynamic, so it can account for potential changes in the overall distribution of crime patterns and police resources deployment (Ferguson 2016; Kitchin 2015)
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Criminal justice institutions are in constant search of policy alternatives to increase efficiency in maximizing public safety while curbing incarceration rates. Data-driven policy is the latest trend in achieving this goal by shaping decision making processes in different stages of the criminal justice process. Two technological developments from the last couple of decades have placed machine learning methods as the cutting-edge tool to explore critical problems of criminology and shape policy. I have provided an overview of machine learning methods used to visualize and analyze criminal justice data. Clustering and principal component analysis; linear methods for regression,including penalized regression, variable and model selection; tree methods and, bootstrapping, boosting, bagging are approaches to unveil relationships among variables and predict events of interest for the institutions in the criminal justice system.
I have provided a summary of the critiques and empirical examples supporting and challenging the scope and reach of such computational statistical methods. My review has shown that there are two main focus of critique to machine learning methods. First, the claims of mathematical complexity and opacity which has gained them the name of black box methods. Second, complexity and opacity in policy design and implementation. I have proposed that contrary to a trending belief reproduced by scholars and media, black box methods, as applied to criminal justice, have a policy dimension that needs to be addressed in order to tackle the issue of mathematical opacity. I claim this dimension of policy making is more challenging and dangerous that the issue presented by mathematical complexity alone.
Based on the analysis of front-end statistical risk assessment, fours steps are suggested to ensure that the selection of an computational statistical tool for policy has gone through ethical and methodological considerations: objective, design, implementation plan and validation. Objective refers to a definition of policy purpose. Design relates to identifying, defining and justifying relevant variables associated with the goal of the instrument. Implementation plan refers to identifying the institution, public official and stage in the process at which the instrument will be applied, as well as the role of the tool in the decision process. Finally, empirical validation of the instrument will make it time and location specific to serve its purpose. These steps will expand the extent to which machine learning can help to maximize the objective function of the criminal justice system and provide public safety at the same time that curbs the incarceration trend.
As for the existing policies that rely on machine learning methods, an approach to assess their efficacy is by conducting empirical analyses comparing geographical units -such states or counties- where a given policy has been implemented with one where it has not. One potential case of study is at the early stages in the criminal justice process, pre-trial detention, when a judge assess if the defendant has a flight risk or more likely to appear in court during the process. An analysis of rates of failure to appear by group in both scenarios, one where the judge decision was supported by a statistical tool and one where the judge decided with clinical assessments would provide additional information about the effect of introducing a machine learning methods to approach criminal justice policy.
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