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Abstract Automated tax valuation
models utilize individual building fea-
tures to estimate a home’s value and
subsequent tax liability. The records that
the New York City Department of Fi-
nance (DoF) has that document the fea-
tures used for tax assessment for each
house currently have no quality assurance
checks apart from in-person inspections
done by visits to each individual home.
Desktop review of high resolution street
level images is an effective replacement
for on-site inspections, but still requires
manual labor, which, multiplied over the
more than 1 million parcels in the DoF’s
jurisdiction, poses a large drain on re-
sources. This study aims to 1) establish a
proof-of-concept of automating the desk-
top review process by utilizing a state
of the art image recognition algorithm,
2) compare and contrast the performance
costs of classifiers trained on images of
varying degrees of quality, and 3) iden-
tify the proximity label for each single

family home in NYC. Four convolutional
neural nets were trained on labeled im-
ages queried from Google Street View.
The first had only ground truth labels
and screened images, the second had all
images for which there was a ground
truth, the third had all images and labels,
including both noisy labels and ground
truth labels , and the final classifier had
noisy labels and screened images. Ac-
curacy on a test set of images was the
measure of performance. The classifier
trained on the fewest, but most high qual-
ity images performed the best (screened
images and ground truth labels). Future
work is needed to optimize the perfor-
mance of the classifiers and to automate
the screening of the noisy label images.

1 INTRODUCTION

Equity and fairness are paramount when
determining the property tax value of a
home. Deciding the appropriate home
value, however, is confounded by mul-
tiple factors: homes are bought and sold
on long timescales and home values are
affected by multiple temporal and geo-
graphic factors which can be difficult to
explain. Automated tax valuation models
have been used to determine the mar-
ket values of homes in an objective and
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fair manner. These models use real es-
tate transactions to predict an accurate
market value for a home based on the
specific characteristics of the home as
well as geographic features and market
trends. The valuation models produce
more accurate home value estimates than
traditional appraisal methods (Kok, Ko-
ponen,& Martinez-Barbosa, 2017, Car-
bone & Longini, 1977, Schulz, Wersing,
& Werwatz, 2013). An assumption of
these models is that the input characteri-
stics of a house are accurate and reliable.
For real estate valuation models, these
values come from actual transaction that
have taken place, and the requisite apprai-
sal process assures that the descriptive
traits of the home are factual. For pro-
perty tax purposes, the records of home
features cannot be assumed to be accurate
and up to date, however.

The New York City Department of Fi-
nance (DoF hereafter) oversees a juris-
diction with a market value over 1.258
trillion dollars and over one million par-
cels. At that size, it is costly and time-
intensive for the department to do in-
person inspections of every property to
ensure that the descriptive data is accura-
te and up to date. The dynamic nature
of the city means that properties need
to be reviewed regularly to maintain an
accurate record of its physical characte-
ristics. For high value properties in the
city, the return on time invested in an on-
site inspection is well worth the effort.

For one, two and three family dwellings,
the demand on time and personnel is too
high to warrant the modest adjustments
that might be garnered from an in-person
inspection. Scaled over the million buil-
dings in the city, however, and small
inaccuracies add up to significant sums
of missing or misappropriated revenue.
A solution is to assess home features via
photographs in place of an in-person in-
spection. While a desk-top review allows
one agent to inspect many more homes,
the process is still time-consuming. Trai-
ning a computer vision model to identify
specific features in a photograph of a
house is a promising solution that can im-
prove the accuracy of the features on file
for each property, and in turn the accuracy
of the tax valuation estimates.

The goals of this study are threefold.
First and foremost, the goal is to test the
feasibility of an automated approach of
home-feature screening. The DoF must
make choices within a resource constrai-
ned context, and as of now, in-person
home assessments are implausibily time-
consuming and resource-intense. For a
city with a much smaller portfolio, a
desktop review might be a reasonable so-
lution, but at over 1 million homes, doing
so at the DoF would be an expensive
undertaking. Automated home-feature
detection is a scalable technique, but it is
only worthwhile if it is effective. There-
fore, we must prove the feasibility of this
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approach by training an accurate home-
feature image classifier. The second goal
of this study is to compare the perfor-
mance of classifiers with training images
of varying quantities and qualities. While
image classifiers perform best when trai-
ned on a large volume of high quality
images, labelling those training images
i1s another resource cost, and requires
the desktop review that this approach is
meant to replace. In theory, the DoF al-
ready has labels for every address, since
they have a library of features for eve-
ry house. Although some of those labels
are wrong, we test the performance cost
of using these “noisy” labels as training
labels. Finally, our last goal is to provi-
de the DoF with an updated dataset of
addresses with features identified by the
classifier.

2 LITERATURE REVIEW

Automated tax valuation models have
been used in an attempt to determine
the market values of homes in an ob-
jective and fair manner. These models,
which use real estate transactions to pre-
dict an accurate market value for a ho-
me based on its features, produce more
accurate home value estimates than tra-
ditional appraisal methods (Kok, Kopo-
nen,& Martinez-Barbosa, 2017, Carbone
& Longini, 1977, Schulz, Wersing, &
Werwatz, 2013). A record of 25 years
of real estate transactions showed that
commercial real-estate appraisal was sys-
tematically over- or under valuing pro-
perties (Cannon & Cole, 2011). There

i1s a clear need for accurate and up-to-
date property valuations, as Luts was able
to show that tax revenue lagged three
years behind changes in housing mar-
ket (2008). While it has been shown that
automating the process for assessing a
fair market home value leads to a more
equitable valuation, these models rely on
home features as inputs into the model.
Missing from the literature is an evalua-
tion of the accuracy of the characteristics
that are on record for a property.

Computer vision and image processing
provide a promising move towards accu-
rately assessing property characteristics.
In one study, two-dimensional images
were used to recognize building materials
for the purpose of monitoring constructi-
on progress (Dimitrov & Golparvar-Fard,
2014). Satellite images were used suc-
cessfully to identify key property featu-
res, such as parcel boundaries, structure
type, roofing material, and age, to be used
in tax valuation (Jain, 2008). You, Pang,
Cao, and Luo, used images from a real-
estate website to train a neural network to
predict home prices with features such as
geodesic distance and school information
(2017). Kang, Korner, Wang, Tauben-
bock, and Zhu trained a convolutional
neural network on Google Street View
images to classify facade structures and
identify land use classification (2006).

Apart from identifying building mate-
rials and land use types, the existing
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literature body is lacking studies that spe-
cifically use computer vision to classify
building characteristics. The previously
mentioned studies differ from our objec-
tive in a significant way in that they are
primarily focused on identifying the land
use purpose or structure types, such as
commercial or residential. Our methodo-
logy focuses on a more general approach
in identifying some features on the buil-
dings. Our short term goal is to classify
the proximity for one, two, or three
families housing.

To attack this type of image classificati-
on problems, some of the common image
classification approaches could be consi-
dered. The approach of using histograms
of gradient to detect humans from images
1s similarly applicable to our question in
identifying a specific feature (Zhu, Yeh,
Cheng, & Avidan, 2006). However, so-
metimes object detection or recognition
algorithms are interested in isolating or
counting the object (Lowe, 1982, Nav-
neet Dalal and Bill Triggs, 2012). We are
more interested in a binary classificati-
on problem whether the feature present
or not. Some more traditional methods
such as support vector machine based and
random forest and ferns have proved to
be effective image classifiers (Chapelle,
Haffner, & Vapnik, 1999, Bosch, Zis-
serman, & Munoz, 2007). A more recent
advance in convolutional deep neural net-
works have enormous impact on image
classification and neural network is emer-
ging as the state of the art method for

image classification problems (Krizhevs-
ky, Sutskever, & Hinton, 2012). In that
research, however, the datasets include
Caltech 256 or e Corel stock photo col-
lection, MNIST handwriting benchmark,
and ImageNet LSVRC-2010. None of
those datasets include any images for
houses or buildings characteristics. Our
experiment will apply all these techni-
ques to our datasets. Furthermore, our
results will benchmark the effectiven-
ess of these techniques in identifying
building features.

3 DATA
3.1 Data sources

One, two and three family dwellings
imagery data were needed to train the
classifier to identify particular building
features. A library of building images
was acquired by scraping individual buil-
ding images from Google Street View.
Scraping is a practice to automatical-
ly extract information from any resour-
ce existing on a remote virtual location
and commonly done through Applicati-
on Programming Interface (API). Goo-
gle Street View API allows the users to
download 25,000 images per day with a
resolution of 640 x 640 pixels.

The DoF currently has 13 building phy-
sical characteristics that need to be re-
viewed for tax valuation purposes. Buil-
ding proximity was chosen as the tar-
get variable for the identifier feature.
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Building proximity is the distance bet-
ween each building, whether it is atta-
ched/abutted (i.e. both sides of the buil-
ding are touching or sharing a wall with
a neighboring building), semi-attached
(i.e. only one side of the building is
touching the side or sharing a wall
with a neighboring building) or deta-
ched/freestanding building. This feature
was selected because it is a categori-
cal rather than real numbered, which
makes it a good classification problem.
Additionally, the classes are easily distin-
guishable and less subjective than other
features, making it easier for the team,
which lacks domain knowledge, to vi-
sually assess a building’s class.

The DoF provided the results of their
desktop review, a dataset containing
2,520 screened addresses that gave the
base of valid ground truth label for trai-
ning the classifiers. From both the PLU-
TO and the DoF datasets, a list of addres-
ses of each type of building proximity
was generated as the source for image
scraping using Google Street View APL.
The PLUTO dataset and the DoF desktop
review results provided us with two labe-
led datasets, each at opposite ends of the
quality and quantity spectrum. The PLU-
TO dataset contains all the buildings in
the NYC jurisdiction, but the proximity
labels are of unknown quality, since the-
re 1s a presumption that a portion of those
labels are incorrect. The PLUTO dataset
is the source of what will be referred to
as the "noisy labels", hereafter. The re-
sults of the desktop review are only a few

thousand, but all can be safely assumed
to be completely accurate labels, and is
the source of what will be referred to her-
eafter as the "ground truth labels". We
will compare the effect of the quality and
quantity on the performance of our classi-
fiers by training half our classifiers with
only the few images with ground truth
labels and the other half with the much
bigger set of images with noisy labels.
In a similar vein, the images scraped
via Google Street View are also of vary-
ing quality. Google Street View returns
an image of the house at the address
being queried. In practice, not all of tho-
se images are usable. In some cases, the
image returned was empty or of an irrele-
vant scene. At other times, the image was
taken at an odd angle, and not all sides of
the house were visible. In many instan-
ces, the view of the house was obscured
by trees. The varying degree of quality of
the images mirrored the question of quali-
ty of the labels. Just as manually labeling
the images is time consuming, screening
the images to remove the images that
are unusable is too time-consuming of an
undertaking. For this reason, we only ma-
nually screened the images for the ground
truth labeled addresses. The remaining
images we did not screen, and this has re-
sulted in another dimension on which to
test the performance of the classifiers. We
will train four different classifiers each
with a different set of training images at
varying degrees of quality and at varying
quantities (see table 1). While we know
the cost of screening and labeling images
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(time), training four different classifiers
will reveal the penality on performance
of not screening or labelling.

3.2 Exploratory Data Analysis

We were able to obtain 244,133 labeled
data from throughout New York City. The
current image data consist of 76,310 at-
tached buildings, 78,615 semi-attached
buildings and 89,208 detached buildings
that are obtained from five different bo-
roughs.

Attached
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Borough
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Bronx Brooklyn Staten Island

Figure 1. Borough distribution of image dataset

Proportional distribution of each prox-
imity type in every borough is an ideal
situation to be achieved for this project.
However, one, two and three family hous-
ing is rare in Manhattan (Fig.1). Each of
the three proximity types is represented
by fewer than 5,000 images in compari-
son to those for Queens, which has more
than 20,000 images for each of the prox-
imity types. It is reasonable since most
of the residential buildings in Manhattan
are multi-family buildings, which is not
included in the scope of this project.

The ground truth data has screening re-
sult of residential buildings in the Bronx

Attached
1400 4 W Semi-Attached
B [Detached

1200

1000

Bronx Staten Island
Borough

Figure 2. The proportion of ground truth data from NYC Department
of Finance

and Staten Island with a disproportionate
distribution of proximity classes. From
2,520 addresses, 75% are located in
Staten Island. Each of the proximity types
1s not proportionally distributed, as 61%
are detached houses (Fig. 2).

DOF Ground Truth data

Usable
Tree Usable Ground Truth Label

NotUsable = AR s Detached
Empty image Attached
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Figure 3. The percentage of usable ground truth data from NYC
Department of Finance

After screening all the images of ad-
dresses with ground truth labels, only
60% are useful and can be used to train
the classifiers (Fig. 3). The remaning
40% of the addresses have a Google
Street View image where the proximity
of the house cannot be visually assessed.
Removal of unusable images further ex-
acerbated the class imbalance problem.
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Of the usuable images, 61% are detached
housed while the semi-attached houses
only make up 7.7%. Therefore, addi-
tional labelling was needed to reduce the
severity of the class imbalance, with the
added goal of limiting the bias towards
Staten Island and the Bronx. Below is the
example of good (Fig. 4) and bad (Fig.
5) pictures that we obtained from previ-
ous image screening. Figure 6 provides
comparison the proportion of each prox-
imity types for the ground truth data and
noisy data, which shows that the noisy
data has more proportionally distributed
classes than the ground truth data. When
comparing the ground truth labels to the
noisy labels in Plutp, 14.4% of the noisy
labels are erroneous.

Figure 4. Example of detached, attached, and semi-attached resi-
dential buildings

gi .| Interior T
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Figure 5. Example of not usable pictures from the screening result
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Figure 6. The proportion comparison between ground truth data and
noisy (PLUTO) data

4 METHODOLOGY

The overall objective of the methods was
to train a classifier that can correctly iden-
tify the proximity class of a building. We
achieved that by training four image clas-
sifiers, each with different quality and
quantity of training images and training
labels. Additionally, we trained a base-
line classifier using only the structured
data (ie. the other building features asso-
ciated with each address) to predict the
correct proximity class.

Each image classifier was trained on
a different training set of images with
accompanying labels of varying quality
and quantity. The first classifier, C1, was
trained on the highest quality labels and
images, but its training set contained the
fewest images. The labels are of the high-
est quality because they were exclusively
ground truth. The images were also guar-
anteed to be of high quality, because each
image associated with a ground truth la-
bel was screened for quality. The training
set for the C1 classifier contained 500
images. The additional screened, ground
truth images were reserved for the val-
1dation and test set, which were used
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for all four classifiers. A common val-
idation and test set was used to so that
the performance of the four classifiers
can be compared fairly. The C2 classifier
was trained on all of the ground truth la-
bels, which included the unusable images
where the house was not visible. This
added an additional 1289 images to the
training set for C2 (see Table 1).

Whereas C1 and C2 were only trained
on ground truth labels, C3 and C4 in-
cluded houses in the training set for
which there was only a noisy label avail-
able. C3 was trained on all the available
images, meaning that its training set was
the largest with over 235,000 training im-
ages. The images are of unknown quality,
but it is presumed that many are unus-
able, considering that only three-fifths of
the screened images were usable. The C4
classifier was trained on additional noisy
labels, but quality of the images was con-
trolled for by an automated screener. The
automated screening was achieved by
training a usable-image classifier using
the results of the hand-screening done for
the C1 training set. This classifier, which
had an accuracy of 85%, screened 13884
images, and of those 10769 were usable.
Those images were used as the train-
ing set for the C4 classifier. Additional
details regarding the specifics of the al-
gorithms used for the image classifiers
can be found in the appendix.

The baseline was trained only on struc-
tured building features, which were ob-
tained from the PLUTO dataset. The
PLUTO data consist of 84 features of

geographic data from various land use
classification. For predicting the build-
ing proximity, we selected nine features
that are available for 1,2,3 family build-
ings. The features are borough, commu-
nity district, building class, residential
floor area, building frontage, building
depth, availability of extension or free-
standing structure, basement category,
and when the building is built. For train-
ing and testing purpose of this dataset,
we chose the same buildings that were
included in the training set of the C1 im-
age classifier. This dataset includes 1,000
training addresses and 500 test addresses
which one’s proximities characteristics
are already verified by our DoF sponsor.
The baseline was modeled using a ran-
dom forest classifier out of the Sklearn
package.

The 1mage classifiers and the baseline
were assessed on their performance on
a test set at two tasks: proximity class
detection (herein referred to as classifi-
cation) and the erroneous label detection
(herein referred to as ELD). In addition,
the top two classifiers were externally
validated on both the classification and
ELD task.

The performance of each of these clas-
sifiers (the four image classifiers and the
baseline classifier) was assessed by com-
paring the recall, precision, accuracy, and
F1 score achieved on a common test set.
The 500 image test set is comprised of
41 semi-attached, 113 attached, and 345
detached. The performance of the base-
line provides a benchmark metric against
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which to measure the advantage of using
image classification.

In addition to assessing the classifica-
tion performance of each model (ie, its
ability to correctly predict the proximity
class of each house), the utility of the
classifiers was determined by assessing
how well each detected erroneous labels
(ie. its ability to identify a mislabeled
house by predicting a class that conflicted
with its noisy label). The class labels
(attached, detached, semi-attached) were
translated into a binary output, misla-
beled or valid. The predicted class was
based on the output of the classifier: a
house was identified as “mislabeled” if
the predicted class determined by the
classifier was not consistent with the
noisy label. The true condition was based
on the agreement between the boisy label
and the ground truth label. If the noisy la-
bel did not match the ground truth, then
the true condition was determined to be
“mislabeled”. The success of each classi-
fier on the ELD task was assessed by the
recall, precision, accuracy, and F1 score
achieved on the test set.

The top two classifiers were subjected
to an external validation by a representa-
tive of the DoF. The top two classifiers
were tasked with classifying the proxim-
ity label of the set of the 10769 screened
images. The addresses were ranked on
the reverse probability of the noisy la-
bel class, and the top 100 addresses
were selected. In other words, these were
the houses that the classifiers were most

confident were mislabeled. The labels re-
turned by the DoF were compared to the
classifier output and the original noisy
label to determine the accuracy of the
classifier as well as its precision on the
ELD task.

GT LABELS GT + NOISY LABELS
SCREENED IMAGES Train 500 Train 10769
Validation 500 Validation 500
Test 500 Test 500
ALL IMAGES Train 1789 Train 235341
Validation 500 Validation 500
Test 500 Test 500

Table 1. Cross-validation of four classifiers

5 RESULT AND DISCUSSION

Reported below are the performance of
each classifier on the classification task
and the ELD task as well as the results
of the external validation for the top two
performing image classifiers. C1 was the
best performer on the classification task
and the ELD task when assessed via
performance on the test set. C4, how-
ever, performed best at the ELD task
when assessed via the external valida-
tion. The performance of the classifiers
on the test set indicates that labelling
ground truth labels improves overall clas-
sification performance. The confounding
results of the disparate performance on
the external validation may have various
explanations, which are discussed below.
5.1 Proximity Classification Performance

On the classification test, C1 performed
best. C1 has a high accuracy (91%) and
an F1 score of nearly 80%, which far
surpasses the performance of the other
classifiers, as seen in Table 2. It maintains
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a high recall (83%) while still maintain-
ing a good precision (77%). Specifically,
the C1 was most accurate relative to the
other classifiers at identifying detached
and attached classes, as shown in the
confusion matrix (Figure 7). The C1 clas-
sifier identified 337 of the 345 detached
houses, and 101 of the 114 attached
houses, making it the best at identify-
ing those classes out of all the classifiers.
Additionally, C1 is the only classifier to
outperform the baseline, which had an
accuracy of 85%, as shown in Table 3.

2 Detached S Detached

L J— "

atached  Detached  Semi-Attached Atached  Detathed  Semi-Attached

Figure 7. Classification Confusion Matrix

The C4 classifier comes in the second

GT LABELS

SCREENED IMAGES  Accuracy 0.91 Accuracy
Recall 0.83 Recall

Precision  0.77 Precision

F1-score 0.8 F1-score

ALL IMAGES Accuracy  0.21 Accuracy
Recall 0.41 Recall

Precision 0.3 Precision

F1-score 0.35 F1-score

Table 2. Classification Performance

best. Although its ability to identify the

RANDOM FOREST
Accuracy 0.85
Recall 0.6
Precision 0.68
F-1 Score 0.63

Table 3. Baseline Classification Performance

detached falls off a notch compared to C1
(correctly identified 28 out of the total 41
semi-attached houses), its improved abil-
ity to identify the semi-attached class lift
its overall performance. Despite its su-
perior performance in the semi-attached
class, C4’s overall performance is low
relative to C1 since semi-attached is the
smallest group in the test set. While C4
does well atidentifying the semi-attached
houses, it has may false positives for the
semi-attached class, as shown by the 282
detached houses it mis-classed as semi-
attached. C4 has a precision rate 53%,
recall rate 57%, and F1 score 55%. C2
and C3 perform poorly because they are
performing poorly for at least two out of
the three classes. C2 has a particularly
poor ability to identify attached houses
correctly and C3 is weakest in identifying
the detached class. They have a F1 scores
of only 35% and 55%, respectively. C2,

GT + NoisY LABEDs and C4 all perform worse than the

basela8.
0.57

0.53
5.2 Elq‘ééleous Label Detection Performance

The 619 was the most successful at de-
tectmgérroneous labels. Similarly to its
superior performance on the classifica-
tion task, C1 had the highest accuracy
(93%) and the highest F1 score (71%).

The next best performer, C4, has a much

10
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Figure 8. Erroneous Label Detection Confusion Matrix

GT LABELS GT + NOISY LABELS
SCREENED IMAGES  Accuracy  0.93 Accuracy 0.35
Recall 0.8 Recall 0.8
Precision  0.63 Precision 0.13
F1 0.71 F1 0.22
ALL IMAGES Accuracy  0.27 Accuracy 0.45
Recall 0.77 Recall 0.63
Precision  0.11 Precision 0.12
F1 0.19 F1 0.2
Table 4. Erroneous Label Detection Performance
RANDOM FOREST
Accuracy 0.73
Recall 0.68
Precision 0.18
F-1 Score 0.61

Table 5. Baseline Erroneous Label Detection Performance

lower accuracy of 35% and F1 Score
of 22%. The confusion matrix (Fig. 8)
shows that C1 correctly identifies most
of the mislabeled labels (45 out of 56)
and most of the valid labels (418 out of
444). Additionally, the C1 is the only
classifier to outperform the baseline ran-
dom forest model (Table 4). All the other
classifiers over-detect erroneous labels,
resulting in many more false alarms, and
subsequently lower precision. None of
the latter three classifiers has a precision
above 13%, whereas C1 has a precision

of 63%. C4 and C3 are the next best erro-
neous label detectors, with nearly equal
F1 scores (21% and 20%), but C4 outper-
forms C3 in recall, which is achieved by
it catching 45 of the 56 truly mislabeled
addresses. While it is able to detect those
erroneous labels, it also over-corrects
the noisy labels, as shown by the poor
precision, and the 314 false positives.
External Validation Performance

11
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When externally validated, C1 is the
better classifier. On the external valida-

1s more successful at its job of detecting
erroneous labels.

tion set, C1 has a classification accuracy
of 93% compared to C4, which has an
accuracy of 35%, as shown in Table
3. C4, however, is more successful at
detecting erroneous labels. Of the top
100 properties that C4 was most confi-
dent were mislabeled (as measured by the
classifier’s reverse noisy label probabil- - e
ity), 98 were returned with a label from
the DoF. Of those 98, 96 truly had been
mislabeled. For the top 100 properties
that the C1 classifier was most confi-
dent were erroneously labeled, 95 were

Precision, as a function of the top K most likely Erroneous Labels

—
—\-\_\//V—ﬁ\_”//El

Figure 9. External Validation Precision

Comparing External Validation Results between C1 and C4 Classifier

- Cl
returned, and of thg 95, 81 truly were mis- Classification Accuracy 0.7¢
labeled. The precision of each classifier ELD Precision 0.8]

External Validation n 95

is shown as a function of the top k most
likely erroneous labels in Figure 9. A
perfectly performing erroneous label de-
tector would present in this graph as a hor-
izontal line at a precision of 1. C4 clearly
outperforms C1, when considering the
precision curve. The top 20 most likely
to be labeled erroneously, were in fact
mislabeled, as shown by the precision of
1 for the first 20-K ranked predictions. C1
shows a large drop-off, indicating that for
several houses, it was very confident that
they were mislabeled when in truth, they
had valid labels. As C1’s confidence de-
creases, so does its precision, as shown
by the gently downward sloping curve.
C4 also loses precision as its confidence
declines, but a slower rate (as indicated
by the flatter slope of the curve). This in-
dicated that on the external validation, C4

Table 6. External Validation Results Comparison between C1 & C4

5.3 Discussion of Results

The superior performance of the C1 clas-
sifier relative to the others can be at-
tributed more to the certainty that all the
images it was trained on were usable. The
effect of low-quality images can be seen
in the impact on performance between
the C1 and C2 classifiers, which both
had entirely ground truth labels. C2 was
the lowest performing classifier. That C3
and C4 performed better than C2 sug-
gests that additional images will improve
the performance of the classifier, even if
many of those images are unusable and
of low quality.

That C3 and C4 perform relatively
equally (C4 does slightly better) is more

12
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surprising. Presumably, the C4 classifier GT LABELS GT + NOISY LABELS
. ; SCREENED IMAGES Attached 250 Attached
shguld outperform C?), since it shogld be Detached 664 Detached
trained on a much higher proportion of Semi-Attached 86 Semi-Attached
usable images (but not an entirely per- ALL IMAGES Attached = 312 Attached
Detached 1659 Detached

fect set, since the image screener would
not be perfect). One would expect a
difference in performance akin to that
between C1 and C3. The difference in ex-
pected performance could be explained
by a few reasons. One could be the ad-
vantage of the higher training set size for
C3. If most of the images are usable,
and most of the images are good, then
in a set of over 200,000, the classifier
should pick up on the signal in those im-
ages, and learn to ignore the noise. By
design, the C4 classifier was meant to be
trained on a greater sample size (the en-
tire C3 training set minus the screened
out images). In practice, screening the
images took longer than the scope of the
project timeline allowed for. We were
forced to cut off the screener early after
it processed only 13,000 of the images.
This resulted in the much smaller than
planned training set for the C4 classifier.
Additionally, this test set had a disparate
class distribution than the other classi-
fiers. While C3 was trained on an evenly
spread distribution, the training set for C4
was dominated by semi-attached houses
as shown in Table 7. For that reason, the
C4 classifier does not perform well on the
test set, which has only a small propor-
tion of semi-attached houses, as shown
in Table 8.  Another confounding re-
sult is the superior performance of the C4

Semi-Attached 125
Table 7. Training Sets Distribution

Test Set Distribution

Attached 114
Detached 345
Semi-Attached 41

Table 8. Test Set Distribution

classifier compared to the C1 when ex-
ternally validated. Again, this could be
a product of the disparate distribution in
the training, test, and external validation
sets. The C4 training set, which made up
the images were classified for the external
validation set, was overrepresented in the
semi-attached class. Therefore, the C4
classifier would expectedly do worse on
a test set that is underrepresented in semi-
attached houses. The C1 classifier would
similarly do better (as it does) on a test
set that was representative of the distribu-
tion of its training set. Additionally, since
the entire set of screened images with-
out ground truth labels were used both as
the training set and then also as the set
to classify, then C4 may also be overfit-
ting, since it has seen all those images
before. Finally, the performance of C4
could be explained by survivor bias since
only 100 of the results were validated
by DoF. These explanations all assume
that C4 is doing better than it should
on the external set, judging by its per-
formance on the test set. An alternative
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explanation could be that the C1 classi-
fier does better than it should on the test
set, judging by its performance on the
external validation. Since the team man-
ually labelled additional images, which
were added to the C1 test, validation, and
training set. But those google street view
images often contained multiple houses
in one image when the house was semi-
attached or attached, and it was not clear
which house in the picture corresponded
to the address we were labelling for. It
could be that the C1 classifier learned the
bias of our labelling, which would also be
present in the test set. Correcting the dis-
tribution of classes in all training and test
sets, reserving a separate set of images
for the external validation, and ensuring
the validity of our labels by using better
images and stricter standards would all be
solutions to correct for these confounding
results.

6 CONCLUSION

Our goal in this paper is to explore the
possibility of using computer vision clas-
sification to determine building features
for tax mapping purposes. Based on the
results of the external validation, the im-
age classification is an effective tool for
highlighting properties in the DoF port-
folio that are likely to have an erroneous
label that is in need of correcting. This
demonstrates that an image classifier,
such as the CI1 classifier, can improve the
desktop review process by prioritizing
properties in need of label correction.

The other goal for the project is to ex-
plore the classifiers performances with
limited validated labels. We constructed
four classifiers with various combina-
tion of the screen labels, noisy labels,
screened images and noisy images. Our
classifiers with ground truth labels and
screened 1mages outperform our other
models by a large margin. So as our pre-
liminary results demonstrated, the qual-
ity of labels and images are more impor-
tant than the volume of the training sets
in our classification problem.

6.1 Future Works

Our future works should consider few
possibilities. First, one primary con-
straint in our current project is that the
image quality we have downloaded from
Google Street View is poor in resolutions
and quality compared to other sources
of data Open Street maps or Cyclome-
dia dataset. In the future, we would like
to perform our experiment on more re-
liable images to see if the model will
improve. Second, our ground truth train-
ing set is limited both in its accuracy and
also in number. Due to time constraint,
we can only label a limited number of
images and due to our lack of domain
knowledge and poor quality of images,
our labels might be incorrect. For future
work, we would want to create a larger
and more precise training set. A few
adjustments can be made on the model
as well. As time constrained, we did
not manage to carefully manipulate our
training dataset to have same proximity
distribution match exactly our test set or
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what the actual distribution of properties
. As our results suggested, the distri-
bution of training sets can have some
impact on the prediction performances.
So it is worthwhile to think about possi-
bility to fine-tune or customize classifiers
for even specific borough by adjusting
the proximity distributions in the train-
ing set. Lastly, we utilized the structure
dataset as a way to establish a baseline for
evaluating the performance for the image
classifiers. There might also be value in
using the structured data in addition to
the image classifier to make a composite
model for our classification problem.
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8 APPENDIX

From above, it can be concluded that in
future works, we might well change the
characteristic “proximity level” to a clea-
rer one like “exterior wall material” or
any feature that a learning algorithm can

extract features of more easily. Second,
we should find a way to deal with the si-
tuation that there could be 3 to 4 houses in
a single image. Additionally, we can try
object detection which contains both ob-
jectlocalization and objects classification
since it will make the classification part
more accurate. Adding additional fea-
tures to the classifier, such as borough,
is another strategy we will attempt to
improve the performance of our classifier.

Based on these initial results as they
stand, however, it appears that the best
classifier is the one trained on the scree-
ned, GT labeled training images which
i1s provided by DOF since it achieved
the highest accuracy 91.2% and F1-score
79.6% compared to other 3 classifiers.
This suggests that even we tried to screen
out all of the unusable images, with mo-
re training samples, the performance of
the classifier actually diminished so chan-
ces are that the biggest problem is the
algorithm is struggling to extract featu-
res of a specific house in the image as in
most cases there are at least two houses
in an image and they can be located in
any places.
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Figure 10. Based on the fact that the training sets are quite small,
we decided to finetune the Inception Resnet V2 classifiers instead of
training a new one using Tensorflow Slim module which is devel-
oped for finetuning pre-trained models. By finetuning, we mean only
updating the weight parameters in the final softmax layer which is
used to output the probabilities of each class that the classifier pre-
dicts. Due to a lack of time, we trained all of the three classifiers in
no more than 20000 iterations using an initial learning rate of 1 with
exponential decay factor of 0.76, cyclical learning rates, an Adam
optimizer and a batch size of 32.
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