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Abstract

We conducted an analysis of the process of GW breaking from an energy perspective using the output from a high-resolution

compressible atmospheric model. The investigation focused on the energy conversion and transfer that occur during the GW

breaking. The total change in kinetic energy and the amount of energy converted to internal energy and potential energy within

a selected region were calculated.

Prior to GW breaking, part of the potential energy is converted into kinetic energy, most of which is transported out of the

chosen region. After the GW breaks and turbulence develops, part of the potential energy is converted into kinetic energy, most

of which is converted into internal energy.

The calculations for the transfer of kinetic energy among GWs, turbulence, and the BG in a selected region, as well as the

contributions from various interactions (BG-GW, BG-turbulence, and GW-turbulence), are performed. At the point where the

GW breaks, turbulence is generated. As the GW breaking process proceeds, the GWs lose energy to the background. At the

start of the GW breaking, turbulence receives energy through interactions between GWs and turbulence, and between the BG

and turbulence. Once the turbulence has accumulated enough energy, it begins to absorb energy from the background while

losing energy to the GWs.

The probabilities of instability are calculated during various stages of the GW-breaking process. The simulation suggests that

the propagation of GWs results in instabilities, which are responsible for the GW breaking. As turbulence grows, it reduces

convective instability.
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Abstract16

We conducted an analysis of the process of GW breaking from an energy perspec-17

tive using the output from a high-resolution compressible atmospheric model. The investi-18

gation focused on the energy conversion and transfer that occur during the GW breaking.19

The total change in kinetic energy and the amount of energy converted to internal energy20

and potential energy within a selected region were calculated. Prior to GW breaking, part21

of the potential energy is converted into kinetic energy, most of which is transported out22

of the chosen region. After the GW breaks and turbulence develops, part of the potential23

energy is converted into kinetic energy, most of which is converted into internal energy.24

The calculations for the transfer of kinetic energy among GWs, turbulence, and the BG25

in a selected region, as well as the contributions from various interactions (BG-GW, BG-26

turbulence, and GW-turbulence), are performed. At the point where the GW breaks, tur-27

bulence is generated. As the GW breaking process proceeds, the GWs lose energy to the28

background. At the start of the GW breaking, turbulence receives energy through inter-29

actions between GWs and turbulence, and between the BG and turbulence. Once the tur-30

bulence has accumulated enough energy, it begins to absorb energy from the background31

while losing energy to the GWs. The probabilities of instability are calculated during var-32

ious stages of the GW-breaking process. The simulation suggests that the propagation of33

GWs results in instabilities, which are responsible for the GW breaking. As turbulence34

grows, it reduces convective instability.35

1 Plain language36

In this study, we utilized a high-resolution atmospheric model to analyze the en-37

ergy flow of a gravity breaking event. Our main focus was to examine the conversion and38

transfer of energy during this process, and to investigate how it moves between gravity39

waves, turbulence, and the background atmosphere. To accomplish this, we formulated40

change rate equations for the kinetic energy tendencies of turbulence, gravity waves, and41

background flow, and assessed how various processes and interactions contribute to the42

kinetic energy change rate. Our findings reveal that when gravity waves break, they lose43

energy to the background flow, while turbulence gains energy from interactions with both44

gravity waves and the background flow. Additionally, we calculated the conversion and45

transfer of energy during the gravity wave breaking process and discovered that poten-46

tial energy transforms into kinetic energy both before and after the gravity wave breaking.47
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Furthermore, we evaluated the probability of instabilities occurring during different stages48

of the gravity wave breaking and found that turbulence can diminish convective instability49

as it grows.50

2 Introduction51

Gravity wave (GW) breaking plays an important role in depositing the momentum52

and energy in GWs to the background mean flow. [Lindzen, 1981; Dunkerton and Fritts,53

1984]. GW breaking process is related to GW propagation, turbulence, interactions of dif-54

ferent scales, and instabilities.55

A complete quantification of GW breaking dynamics and consequences requires di-56

rect numerical simulation (DNS). Barat and Genie [1982] and Hunt et al. [1985] suggested57

that the atmosphere has a vertical structure characterized by strong stable ’sheet’ and less58

stable ’layers’. The S&L structures play an important role in the transport and mixing of59

heat, momentum, and constituents. The formation mechanisms of S&L structures arising60

from superposition of stable GWs and mean shears are referred as ’Multi-scale dynamics’61

(MSD). MSD drives S&L structure and evolutions. MSD includes KHI, GW breaking,62

and fluid intrusions [Fritts et al., 2013a].63

Among all physical processes during GW breaking, the mechanism of turbulence de-64

velopment is one of the most important scientific topics because of its effects on weather,65

climate, aircraft, and atmospheric observations[Reiter, 1969]. Turbulent flows develop66

spinning or swirling fluid structures called eddies[Doran, 2013]. Winters and Riley [1992]67

found a major source of eddy kinetic energy (KE) would be buoyancy. Besides the buoy-68

ancy terms, large shears in the mean and GW motion fields also contribute to the forma-69

tion of eddy structures. The vertical shear is the dominant source of eddy KE after the70

initial wave collapse. The pressure-work terms contribute very little to the eddy KE [Fritts71

et al., 1994]. Palmer [1996]; Fritts et al. [1996], and Werne and Fritts [1999] studied the72

dynamics of turbulence generation due to KH instability. Fritts and Alexander [2003] sug-73

gested turbulence arises mainly due to Kelvin-Helmholz (KH) shear instability and GW74

breaking. KH shear is more common at lower altitudes such as the troposphere and strato-75

sphere. GW breaking is more important at higher altitudes and is the dominant source in76

the mesosphere. Achatz [2007] emphasized that the ’statically enhanced roll mechanism’77

is a strong contributor to the tendency of turbulence energy. GW-breaking and KHI play78
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major roles in leading to strong turbulence. Fluid intrusions play more significant roles79

following the initial KHI [Fritts et al., 2016, 2017a]. Fritts et al. [2017b] and Dong et al.80

[2022] explored the dynamics of GW encountering a mesospheric inversion layer (MIL).81

They found mean fields are driven largely by 2D GW and instability dynamics. They im-82

plicated that turbulence due to GW overturning arises in a transient phase of the GW that83

has weak convective stability. Further exploring of KHI leads to cases of ’tube and knot’84

(T&K) dynamics. T&K dynamics accelerate the transition from KH billow to turbulence.85

It may also enable strong turbulence to occur at large Richardson numbers [Fritts et al.,86

2022a].87

Besides DNS studies, multiple observational studies have been conducted to reveal88

the mechanisms of turbulence generation. Lindzen [1967, 1968] noted the possible mech-89

anism of turbulence generation from wave breaking in the mesosphere. Lindzen [1971,90

1981] argued that ’turbulent’ diffusion could also result from nonbreaking waves. Atlas91

and Bretherton [2022] used aircraft measurements to correlate gravity waves (GWs) and92

turbulence with tropical tropopause layer cirrus. They found during their observation, tur-93

bulence co-occurred with GWs 95 % of the time. Observations also suggest that the dy-94

namics of GW energy dissipation often involve ’sheet and layer’ (S&L) structures [Fritts95

et al., 2004; Clayson and Kantha, 2008; Fritts et al., 2017a]. Zovko-Rajak et al. [2019]96

found near-cloud turbulence is associated with strong GWs generated by moist convection.97

Nonlinear interactions are crucial in the GW-breaking process. Multiple nonlinear98

saturation theories were proposed [Dunkerton, 1987; Klostermeyer, 1991; Hines, 1991;99

Fritts et al., 2003] to explain the relationships between instabilities and nonlinear interac-100

tions that are not accounted for in a linear theory. Both mechanisms helped to explain the101

wave-breaking processes and instabilities. Nonlinearity mainly includes the interactions102

among wave, turbulence, vortex, and background flow [Lelong and Riley, 1991; Bühler,103

2010; Fritts et al., 2015; Dong et al., 2020; Fritts et al., 2020]. Wave-turbulence interac-104

tions can modify primary wave amplitudes [Fua et al., 1982; Einaudi and Finnigan, 1993].105

Wave breaking, which can be triggered by wave-mean flow interactions [Sutherland, 2010;106

Pairaud et al., 2010], is one of the most common mechanisms for turbulence generation.107

Koch et al. [2005] found that GWs and turbulence are often observed simultaneously due108

to GW instability being the source of turbulence. Their research showed that turbulence109

intensity did not vary with wave phase. They also discovered that turbulence is mostly110

forced at a horizontal scale of 700 m, with energy from both larger and smaller scales111
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being transferred to this scale. Two-dimensional model result [Liu et al., 2014] showed112

that the momentum deposited by breaking GWs accelerates the mean wind. GW break-113

ing accelerates the background wind suggesting that the nonlinear interactions increase114

the tidal amplitude [Liu et al., 2008]. Fritts et al. [2013b] revealed 2D wave-wave interac-115

tions are the only (sole) cause of the decrease of primary GW amplitude. They conclude116

that turbulence is highly dependent on the orientation of the GW. Barbano et al. [2022]117

evaluated the wave-turbulence interaction through triple decomposition [Reynolds and Hus-118

sain, 1972; Finnigan and Einaudi, 1981; Finnigan et al., 1984] focusing on the production119

of turbulence momentum flux and wave shear or vorticity, which is one part of the wave-120

turbulence interaction. This particular aspect of wave-turbulence interactions can cause121

both the production and destruction of turbulent energy.122

GW breaking is often associated with instabilities, which can induce its occurrence,123

as noted by Sedlak et al. [2021]. Achatz [2007] discussed how singular vectors (SVs) can124

destabilize statically and dynamically stable low-frequency inertia-GWs, while normal125

modes (NMs) destabilize can statically stable high-frequency GWs. In an observatory126

study, Yang and Liu [2022] reported GW instabilities and their relationship with GW fre-127

quencies using ALO lidar measurements.128

There have been a number of research on mechanisms for GW breaking. Most stud-129

ies focus on the dynamical process, not on the energetics of this process. The energetics130

provides important insights of the growth and delay of different components in the inter-131

actions. Many studies also focus on how wave breaks into turbulence, but not how turbu-132

lence influences the wave and/or the background. This work looks at all three components133

together from the energy perspective, and not just on the initial breaking of a wave, but134

also the eventual decay of the turbulence. Physical understanding of nonlinear interactions135

is still lacking. Improved understanding is critical for weather and environmental forecasts136

[Sun et al., 2015].137

The primary purpose of this paper is to study the dynamics of a GW breaking and138

assess the roles played by GWs and their background (BG) flow in the process. The ob-139

jectives of this paper are to quantify the energy conversion among kinetic energy (KE),140

potential energy (PE), and internal energy (IE) and to determine the contributions to tur-141

bulence generation from nonlinear interactions of various scales and their energy transfer142

directions during a gravity wave breaking process. The structure of this study is as fol-143
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lows: In Section 2, we introduce the model and its inputs used in the study. Section 3144

outlines the methodology of our analysis. The results, including the findings on energy145

conversions, the transfer of kinetic energy (KE) among the background, GWs, and turbu-146

lence, and the connection between instabilities and GW breaking, are presented in Section147

4. The results are discussed in detail in Section 5. The conclusions of the study are sum-148

marized in Section 6. Finally, Appendixes A and B present the derivations of the formula-149

tions used in Section 3.150

3 Model Description151

The model used for this study is the Complex Geometry Compressible Atmospheric152

Model (CGCAM) described extensively by Dong et al. [2020] (hereafter D20). CGCAM153

satisfies the numerical conservation of mass, momentum, and kinetic and thermal energies154

since it discretizes the compressible Navier-Stokes equations [Felten and Lund, 2006]. See155

D20 for additional details.156

As for background, a uniform temperature profile, T0(z) = 300 K, is used which157

yields a scale height H ∼ 8.9 km, a buoyancy frequency N ∼ 0.018 s−1. To make the158

model results comparable to lidar observation, the vertical wavelength is chosen to be 15159

km. Therefore, the initial GW has a horizontal wavelength λx = 45 km, a vertical wave-160

length λz = 15 km, and a horizontal intrinsic phase speed ci = −u0(z) = −40.1 m/s, which161

results in an intrinsic wave period of 2π/ω = λx/ci = 1122 s. The initial GW packet is162

introduced into the domain by specifying the streamwise velocity distribution. See detail163

in D20.164

The simulations used here are performed in a Cartesian computational domain. The165

computational domains extend from -150 km to 150 km in the streamwise (x) direction166

and from 0 km to 170 km in the vertical (z) direction. The resolutions ∆x and ∆z in the167

zone of instability, GW breaking, and turbulence are both 300 m. Periodic boundary con-168

ditions are used in the x direction. Isothermal no-stress wall conditions are used at the169

lower boundary and a characteristic radiation boundary condition is used at the upper170

boundary. Numerical sponge layers are used at all boundaries to absorb the energy of out-171

going fluctuations. The sponge layers are 20 km deep at the upper boundary, 5 km deep at172

the lower boundary, and 10 km wide at the streamwise boundaries. The sponges work as173

force terms added to conservation equations. See details in equation (33) in D20.174
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Figure 1: u (m/s) generated by 2D CGCAM at 6 times. They represent the horizontal wind speed

in sequence from left to right, and from top to bottom, at the 27th, 33rd, 40th, 50th, 60th, and 70th

minutes, respectively.

The output of CGCAM is used to investigate the energy transfer among turbulence,175

GWs, and background flow. The outputs of CGCAM are ρ, ρu, ρw and ρE . With ideal176

gas law, the temperature T , horizontal wind speed u, vertical wind speed w, pressure p,177

and density ρ can be derived. u at six different times are presented in Figure 1 as an ex-178

ample to depict the wave-breaking process. The initial condition for the simulation is a179

single GW with horizontal and vertical wavelengths of 45 km and 15 km, respectively.180

This study investigates the GW breaking process at the mesopause region. Thus, the activ-181

ities in a 45 km-horizontal (-22.5 km - 22.5 km) and 15 km-vertical region at mesopause182

region ( 85 km - 100 km) are studied. In this chosen region, the GWs start to break183

around the 56th minute.184

4 Methodology185

Energy transfers studied in this paper include two sets. One set is energy conversion186

between KE, IE, and PE of the atmosphere. The other set is the kinetic energy transfer187

among BG, GWs, and turbulence.188
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4.1 Energy Conversion189

Energy conversions are related to total KE, IE, and PE tendencies. The energy ten-190

dencies of KE, IE, and PE are:191

∂KE
∂t
= −∇ · (KE$v) − $v · ∇p − gρw

= −∇ · (KE$v) − ∇ · (p$v) + p∇ · $v − gρw,

(1)

∂IE
∂t
= −CvT($v · ∇ρ + ρ∇ · $v) − p∇ · $v − Cvρ$v · ∇T + κ∇2T

= −∇ · (IE$v) − p∇ · $v,
(2)

∂pE
∂t
= gh

∂ρ

∂t
+ gρw = −gh ($v · ∇ρ + ρ∇ · $v) + gρw

= −∇ · (PE$v) + gρw,
(3)

where Cv is the specific heat at constant volume. κ is the conductivity, and κ is not a con-192

stant. See details and deductions for the energy tendencies in Appendix A.193

PE, KE, and IE vary through transportation and conversions among each other. KE194

tendency is related to the divergence/convergence of KE flux (−∇ · (KE$v)), air expan-195

sion/compression (−∇ · (p$v)), pressure doing work on air expansion/compression (p∇ · $v),196

and gravity force doing work (−gρw). IE tendency is related to the divergence/convergence197

of IE flux (−∇ · (IE$v)) and pressure doing work on air expansion/compression (−p∇ · $v).198

PE tendency is related to the divergence/convergence of PE flux (−∇ · (PE$v)) and gravity199

force doing work on air expansion/compression (gρw). KE tendency and IE tendency are200

related through the term (±)p∇ · $v. KE tendency and PE tendency are related through the201

term (∓)ρgW . The conversion between KE and IE occurs through pressure doing work on202

flow expansion/compression. The conversion between KE and PE is through gravity force203

doing work.204

4.2 Kinetic Energy Transfer between Background and Perturbations205

A typical approach for analyzing flow motion is to decompose the perturbation from206

the mean flow [Reynolds and Hussain, 1972; Finnigan and Einaudi, 1981; Yim et al., 2019;207

Barbano et al., 2022]. A variable or product of variables Q is divided into a BG-period-208

average (BPA) value (Q0) and a fluctuation (Q1) whose BPA value is zero, where BPA is209

defined as the temporal average over the period of the wave or perturbation. The BPA is210

indicated by the overline symbol Q.211
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The calculation of KE tendency involves the process of decomposition. The transfer212

of KE between the BG and perturbations can be demonstrated through the examination of213

their respective KE tendencies. The background and the perturbation KE tendencies yield214

(See deductions in Appendix B):215

∂KE0
∂t
+ ρ0u0u0

∂u0
∂x
+ ρ0w0w0

∂w0
∂z
+ ρ0w0u0(

∂w0
∂x
+
∂u0
∂z

)

+ρ0u0 $v1 · ∇u1 + ρ0w0 $v1 · ∇w1

= − $v0 · ∇p0 + $v0 ·
ρ1
ρ0

∇p1 − ρ0gw0,

(4)

∂KE1
∂t
+ ρ0u1 $v1 · ∇u0 + ρ0u1 $v0 · ∇u1 + ρ0u1 $v1 · ∇u1

+ρ0w1 $v1 · ∇w0 + ρ0w1 $v0 · ∇w1 + ρ0w1 $v1 · ∇w1

= − $v1 · ∇p1 +
$v1ρ1
ρ0

· ∇p0 +
$v1ρ1
ρ0

· ∇p1

+ρ0u1 $v1 · ∇u1 + ρ0w1 $v1 · ∇w1 − u1
ρ1
ρ0

∂p1
∂x

− w1
ρ1
ρ0

∂p1
∂z
,

(5)

where $v is the wind velocity.216

In order to demonstrate the variations in KE across different scale perturbations,217

proper BPAs must be applied to the tendency equations. Following the principle of triple218

decomposition, the variables are separated into turbulence, GWs, and BG [Reynolds and219

Hussain, 1972; Finnigan and Einaudi, 1981; Yim et al., 2019; Barbano et al., 2022]. The220

contributions to the energy change rate through different mechanics are analyzed, and the221

energy transfer among BG, GWs, and turbulence is studied. The triple decomposition for222

BG, GWs, and turbulence is based on their respective periods. The initial input is a single223

GW with a period of about 20 minutes. This period of 20 minutes is used to differentiate224

between the BG and the GWs. In terms of turbulence, there is no well-defined boundary225

between the GWs and turbulence. Fluctuations with periods less than 3 minutes are con-226

sidered to be turbulence in this study. The selection of 3 minutes is based on the follow-227

ing considerations. On one hand, this period includes as much turbulence as possible. On228

the other hand, this study focuses on isotropic turbulence. CGCAM velocity output shows229

isotropic velocity fluctuations with periods shorter than around 3 minutes. As a result, 3-230

min averaged data is considered as the background for the turbulence perturbation, which231

encompasses GW perturbations and the slower varying 20-min averaged data.232

During the GW breaking process, nonlinear physical terms play important roles in233

the energy transfer between different scales. As demonstrated by (5), the instantaneous234
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KE1 tendency is related to various nonlinear terms, including flow expansion or com-235

pression, the products of perturbation momentum flux and BG shear, advection, and the236

pressure gradient force doing work. These nonlinear terms are derived to study the energy237

transfer process among turbulence, GWs, and BG. Linear terms, such as products of linear238

perturbation variables and BPA nonlinear products, represented by the last four terms in239

(5), will average to zero when the proper BPAs are applied.240

4.3 Instability parameters241

Probabilities of dynamic instabilities (PDI) and convective instabilities (PCI) [Yang242

and Liu, 2022] are used to depict the variation of instabilities in the chosen region. PCI243

and PDI represent the likelihood of occurrences of the negative values of the square of244

buoyance frequency and the values of Richardson number between 0 and 0.25. Further245

details can be found in Yang and Liu [2022].246

5 Results247

5.1 KE, IE and PE Conversions during GW breaking process248

The KE, IE, and PE changes with respect to time are depicted in Figure 2. The en-249

ergy changes are calculated as integrals of corresponding energy changes over the speci-250

fied spatial domain. The blue solid lines in the left, middle, and right plots represent the251

total KE, IE, and PE variations derived from 2-s-resolution data, respectively. The red252

solid lines in these three plots depict the total KE, IE, and PE variations after a 20-min253

moving average with a 1.5-minute step. The vertical black lines mark the 56th minute,254

which is when the GWs start to break in the chosen region. The background values have255

been subtracted in IE and PE plots to highlight the variation. Before the start of the GW256

breaking process, the KE increases by approximately 400 J, while the IE and PE decrease257

by approximately 3000 J and 5000 J, respectively. The small variation in KE compared258

to the variations in IE and PE suggests that the energy change is primarily due to energy259

transport or advection, with the net effect of energy conversion being negligible.260

Energy conversion is related to KE tendency. The right-hand side terms of KE ten-261

dency are presented in Figure 3. Based on (3), the energy conversion between KE and PE,262

and KE and IE, p∇ · $v and ρgW are computed. The left plot depicts the energy change due263

to different physical processes, and the right plot depicts the corresponding energy change264

–10–
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Figure 2: The integrals of KE, IE and PE over the chosen region. The three blue solid lines rep-

resent KE, IE, and PE obtained from 2-s resolution data. The three red solid lines show the results

after applying 20-min moving averaging with 1.5-min step. GW breaking starts at the 56th minute

marked by vertical black solid lines.

rate. The blue dashed line shows the integration of −ρgW , which is the KE change con-265

verted from PE. The red dashed line is the KE change due to conversion from IE. The266

green solid line shows the KE change due to energy transport in the chosen region. The267

magenta solid line depicts the KE change due to air expansion or compression. During268

the first 60 minutes, roughly 2500 J of PE is converted into KE. During the same inter-269

val, only a limited amount of energy is converted into IE. The primary source of energy270

changes caused by fluid expansion or compression is from the work performed by the271

pressure gradient force. The process transported approximately 1500J of energy out of this272

region. During the period between the 60th and 63rd minutes, about 2500 J of KE is con-273

verted to PE, as indicated by the blue dashed line in the left top plot. Around 1500 J of274

IE is converted into KE, as depicted by the red dashed line in the same plot. During this275

5-min interval, there is limited energy change resulting from the pressure gradient force276

doing work since the energy change by −∇ · (p$v) is about 1500 J as shown by the magenta277

solid line in the left top plot. Between the 63rd and 69th minutes, all factors in the right-278

hand side of KE tendency are relatively small compared with the tendency between 60th279

and 63rd minutes, and the tendency after the 69th minute. After the 69th minute, the pri-280

mary source of energy variation caused by fluid expansion is the loss of energy into IE, as281

depicted by the red dashed line in the right top plot. The main increase of KE is a result282

of conversion from PE, as shown by the blue dashed line in the same plot.283

KE tendency due to KE flux divergence is separated into its horizontal and verti-284

cal parts, as shown in the bottom 2 plots in Figure 3. The left plot illustrates the energy285
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Figure 3: KE change and KE change rate due to forces. The top 2 plots depict the KE change

and KE change rate due to conversion and the divergence of KE flux. The bottom 2 plots depict

the horizontal and vertical components of KE change and KE change rate due to the divergence

of KE flux. The energy changes depicted in the left plots are obtained by integrating the energy

change rates over time. The energy change rates displayed in the right plots are obtained through

the integration of energy change rates over the selected spatial domain.
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change caused by various physical processes, while the right plot shows the correspond-286

ing energy change rate. The red solid lines represent the KE change and KE change rate287

due to the divergence of KE flux. The blue solid lines represent the KE change and KE288

change rate resulting from KE flux convergence through left and right boundaries. The289

green solid lines represent the KE change and KE change rate caused by KE divergence290

flux through the bottom and top boundaries. KE in the chosen region is reduced by ap-291

proximately 2000 J due to the vertical KE flux, and increased by about 1500 J due to the292

horizontal KE flux. Prior to the 56th minute, the magnitude of convergence of horizon-293

tal KE flux and the divergence of vertical KE flux both increase. During the period from294

the 56th minute to the 75th minute, the variation is fast and substantial. Between the 70th295

minute and the 90th minute, the vertical KE flux continues to diverge and the horizon-296

tal KE flux continues to converge. After the 90th minute, the divergence or convergence297

of KE flux is almost negligible. The energy transported by the flux remains unchanged,298

which suggests the velocity field has been mixed uniformly on a 15km scale. The GW299

source in the simulation is below the chosen region. At this height region, most energy300

transport occurs through the horizontal KE flux, which absorbs energy into this region301

from the left and right boundaries.302

5.2 Energy Transfer among BG, GWs, and Turbulence303

KE in BG, GW, and turbulence transfer among each other through nonlinear inter-304

actions. These interactions play different roles at different times causing KE to vary. In305

this section, the general variations of KE in BG, GW, and turbulence over the entire GW306

breaking process are discussed. More detailed analyses are provided for the interval when307

GW begins to break. KE in 20-minute BG, KE in GW, and KE in turbulence are denoted308

by KE0, KEGW , and KEturb , respectively.309

5.2.1 Mean Flow KE Tendency310

Following (4), the equation for KE0 tendency is as follows:311

∂KE0
∂t

= −ρ0u0u0
∂u0
∂x

− ρ0w0w0
∂w0
∂z

−ρ0w0u0(
∂w0
∂x
+
∂u0
∂z

)

−ρ0u0 $v1 · ∇u1
20min

− ρ0w0 $v1 · ∇w1
20min

− $v0 · ∇p0 + $v0 ·
ρ1
ρ0

∇p1

20min
− ρ0gw0.

(6)

–13–



Confidential manuscript submitted to JGR-Atmospheres

KE0 change can be examined by integrating over time. The energy changes are calcu-312

lated as the integrals of energy change rates over time. The energy change rates are ob-313

tained by integrating the energy change rates over the selected spatial domain. In (6),314

−ρ0u0u0
∂u0
∂x − ρ0w0w0

∂w0
∂z is the KE0 change due to BG air expansion or compression.315

−ρ0w0u0( ∂w0
∂x +

∂u0
∂z ) is the KE0 change due to BG wind shear. −ρ0u0 $v1 · ∇u1

20min
−316

ρ0w0 $v1 · ∇w1
20min

depicts how BG changes due to nonlinear interactions of perturbations.317

− $v0 · ∇p0 and −ρ0gw0 depict the work by pressure gradient force and gravity force, re-318

spectively. $v0 · ρ1
ρ0
∇p1

20min
depicts the perturbation pressure gradient averaged effect on319

KE0 change, which is another form of nonlinear interaction of perturbations.320

Figure 4: KE0 change and change rate over the chosen domain. The left plot is the integration of

force terms for KE0 change rate. The right plot is the work done by force terms for KE0 change.

The energy changes depicted in the left plot are obtained by integrating the energy change rates

over time. The energy change rates displayed in the right plot are obtained through the integration

of energy change rates over the selected spatial domain.

The KE0 change and change rate are shown in Figure 4. The energy changes de-321

picted in the left plots are obtained by integrating the energy change rates over time. The322

energy change rates displayed in the right plots are obtained through the integration of en-323

ergy change rates over a selected spatial domain. The energy changes caused by various324

mechanisms are described as follows. The evolution of KE0 is depicted by the red solid325

line in the left plot. It decreases first and then increases slightly by about 180 J at the end.326

The only positive contribution to KE0 comes from the work done by the pressure gradi-327

ent force and gravity force, as shown by the blue dashed line. On the other hand, the blue328

solid line, which represents the expansion and compression of the flow, has a negative ef-329
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fect on KE0. This indicates that the flow is expanding and transporting KE0 out of the330

chosen domain. The cyan solid line depicts the product of BG momentum flux and BG331

wind shear. In general, this term is negative, meaning that the momentum flux and wind332

shear have the same sign. This process transports flow with smaller/larger momentum to333

the position of flow with larger/smaller momentum, making the velocity field more uni-334

form and reducing the KE0. Before the 50th minute, a few minutes before the GW break-335

ing, the averaged nonlinear interactions reduce KE0, as shown by the green solid line. Af-336

ter GW breaking and turbulence develop, the nonlinear terms have a positive contribution337

to KE0 till the 75th minute. The same line types in the right plot depict the corresponding338

energy change rates.339

5.2.2 Perturbation KE Tendency340

KE in perturbation (KE1) here includes KE in turbulence (KEturb) and GWs (KEGW ).341

The background value is a 20-min average background. To accurately capture turbulence342

fluctuations, a 2-second resolution was used for the data analysis.343

∂KE1
∂t

= −ρ0u1u1
∂u0
∂x

− ρ0w1w1
∂w0
∂z

− ρ0w1u1(
∂w0
∂x
+
∂u0
∂z

)

−$v · ∇KE1 +
$v1ρ1
ρ0

· ∇p0 +
(ρ1 − ρ0) $v1
ρ0

· ∇p1

+ρ0u1 $v1 · ∇u1
20min

+ ρ0w1 $v1 · ∇w1
20min

−u1
ρ1
ρ0

∂p1
∂x

20min

− w1
ρ1
ρ0

∂p1
∂z

20min

,

(7)

Perturbation Q1 can be separated into Qturb and QGW . This allows for an investiga-344

tion of the variations in both the KEturb and KEGW .345

Turbulence KE346

The 2 s-resolution data and 3-min BPA is utilized in this study to analyze the tur-347

bulence energy and its interaction with GWs and BG. The equation for turbulence is the348

same as for total perturbation, but the BG for turbulence in this equation is 3 min-resolution349

data, which includes GWs. The total BG for turbulence (Q0) is separated into two compo-350

nents: QGW and QBG . This allows for the examination of the interactions between turbu-351

lence (Qturb) and the BG (QBG), as well as between turbulence and GWs (QGW ).352
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∂KE1
∂t

= −ρ0u1u1
∂u0
∂x

− ρ0w1w1
∂w0
∂z

− ρ0w1u1(
∂w0
∂x
+
∂u0
∂z

)

−$v · ∇KE1 +
$v1ρ1
ρ0

· ∇p0 +
(ρ1 − ρ0) $v1
ρ0

· ∇p1

+ρ0u1 $v1 · ∇u1
3min
+ ρ0w1 $v1 · ∇w1

3min

−u1
ρ1
ρ0

∂p1
∂x

3min

− w1
ρ1
ρ0

∂p1
∂z

3min

,

(8)

where the symbol Q
3min denotes the 3-minute BPA. To simplify the problem, ρ1 is as-353

sumed to be much smaller than ρ0. Therefore, ρ1 + ρ0 ∼ ρ0 and (ρ0 − ρ1)/ρ0 ∼ 1.354

∂KEturb

∂t
= −ρ0u2

turb

∂(uGW + u0)
∂x

− ρ0w
2
turb

∂(wGW + w0)
∂z

−ρ0wturbuturb(
∂(wGW + w0)

∂x
+
∂(uGW + u0)

∂z
)

−( $vturb + $vGW + $v0) · ∇KEturb +
$vturbρturb
ρ0

· ∇(pGW + p0) − $vturb · ∇pturb

+ρ0uturb $vturb · ∇uturb
3min
+ ρ0wturb $vturb · ∇wturb

3min

−uturb
ρturb
ρ0

∂pturb
∂x

3min

− wturb
ρturb
ρ0

∂pturb
∂z

3min

,

(9)

Do 3-minute BPA on the KEturb tendency equation and remove the terms averaged to355

zero yields356

∂KEturb
3min

∂t
= −ρ0u2

turb

∂(uGW + u0)
∂x

3min

− ρ0w
2
turb

∂(wGW + w0)
∂z

3min

−ρ0wturbuturb3min(∂(wGW + w0)
∂x

+
∂(uGW + u0)

∂z
)

−( $vturb + $vGW + $v0) · ∇KEturb

3min

+
$vturbρturb
ρ0

3min

· ∇(pGW + p0) − $vturb · ∇pturb
3min
.

(10)

The last 4 terms in (9) averages to zero ideally theoretically. However, in the practical cal-357

culation, these 4 terms do not average to zero because the separation among different time358

scales cannot be clear-cut. In (10), −ρ0u2
turb

∂(uGW+u0)
∂x

3min
− ρ0w

2
turb

∂(wGW+w0)
∂z

3min
repre-359

sents the KEturb change rate due to GW and BG flow expansion or compression. GW and360

BG flow expansion or compression result in a redistribution of KEturb . −ρ0wturbuturb3min( ∂(wGW+w0)
∂x +361

∂(uGW+u0)
∂z ) represents the KEturb change rate due to GW and BG wind shear. −( $vGW + $v0) · ∇KEturb

3min
362

depicts the KEturb change rate due to GW and BG wind transport KEturb into or out of363

the chosen region. "vturbρturb
ρ0

3min
· ∇(pGW + p0) depicts the KEturb change rate due to364

GW and BG pressure gradients or buoyancy terms. All the terms discussed above are re-365

lated to interactions between turbulence and its background. −( $vturb) · ∇KEturb

3min
and366

− $vturb · ∇pturb
3min

are turbulence self-interactions. Self-interactions of perturbations may367
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both strengthen or weaken the perturbation. These two processes are referred to as "self-368

strengthening" and "self-weakening," respectively.369

GW-turbulence interactions generally result in a decrease in the KEturb during the370

GW-breaking process. As illustrated in the middle 2 plots in Figure 5, in the left plot, the371

red solid line depicts the KEturb increased by about 70 J due to redistribution of KEturb372

by GWs. The blue solid line depicts the KEturb lost approximately 170 J through the in-373

teraction of turbulence momentum flux and GW wind shear. The cyan line depicts a loss374

of about 120 J in KEturb through advection caused by the velocity of GWs. The green375

solid line shows that the change in KEturb due to the pressure gradient force of the GWs376

acting on the turbulence velocity is approximately zero. Turbulence loses about 220 J into377

GWs during the GW-breaking process.378

After GWs begin to break, the increase in KEturb is primarily due to BG-turbulence379

interactions. As shown in the bottom two plots in Figure 5, the left plot depicts the energy380

change due to different physical processes, while the right plot shows the corresponding381

energy change rate. The energy changes are obtained by integrating the rates of change382

over time, while the rates of change are obtained by integrating over a chosen spatial do-383

main. In the left plot, the red solid line indicates that KEturb increased by about 10 J due384

to the redistribution of KEturb by BG flow. The blue solid line depicts that KEturb lost385

approximately 110 J through the interaction of turbulence momentum flux and BG wind386

shear. The cyan line depicts that KEturb continues to gain energy through advection due387

to BG velocity, resulting in a gain of approximately 100 J. The green solid line shows the388

KEturb change and change rate through BG pressure gradient force doing work on tur-389

bulence velocity. This process decreases the KEturb before GW breaking. However, af-390

ter GW starts to break, the BG pressure gradient force or the buoyant force increases the391

KEturb by approximately 300 J.392

Self-interactions of turbulence play a crucial role in the variability of KEturb . As393

shown in the top two plots in Figure 5, KEturb starts to grow rapidly after the 56th minute394

when GW starts to break. Advection of KEturb by turbulence velocity starts to decrease395

KEturb around the 60th minute, as depicted by the blue lines. Turbulence pressure gra-396

dient along with turbulence velocity causes a decrease in KEturb from the 56th to 65th397

minute and increases KEturb after the 65th minute, as shown by the cyan lines.398
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Figure 5: KEturb change and change rate through different physical processes. The energy

changes depicted in the left plots are obtained by integrating the energy change rates over time.

The energy change rates displayed in the right plots are obtained through the integration of energy

change rates over the selected spatial domain.
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Gravity Wave KE399

KE in perturbations with 20-min BPA BG and KE in turbulence with 3-min BPA400

BG were deducted in this section. Their difference represents the tendency of KE in GWs.401

Rewrite (7),402

∂(KEturb + KEGW )
∂t

= −ρ0(uGW + uturb)(uGW + uturb)
∂u0
∂x

−ρ0(wGW + wturb)(wGW + wturb)
∂w0
∂z

−ρ0(wGW + wturb)(uGW + uturb)(
∂w0
∂x
+
∂u0
∂z

)

−$v · ∇(KEturb + KEGW )

+
( $vGW + $vturb)(ρturb + ρGW )

ρ0
· ∇p0 − ( $vGW + $vturb) · ∇(pGW + pturb)

+ρ0(uGW + uturb)( $vGW + $vturb) · ∇(uGW + uturb)
20min

+ρ0(wGW + wturb)( $vGW + $vturb) · ∇(wGW + wturb)
20min

−(uGW + uturb)
(ρturb + ρGW )

ρ0

∂(pGW + pturb)
∂x

20min

−(wGW + wturb)
(ρturb + ρGW )

ρ0

∂(pGW + pturb)
∂z

20min

,

(11)

where the symbol Q
20min denotes the 20-minute BPA. Subtract (9) from (11).403

∂KEGW

∂t
= −ρ0(u2

GW + 2uturbuGW )∂u0
∂x
+ ρ0u2

turb

∂uGW

∂x

−ρ0(w2
GW + 2wturbwGW )∂w0

∂z
+ ρ0w

2
turb

∂wGW

∂z

−ρ0wGWuGW (∂w0
∂x
+
∂u0
∂z

) − ρ0(wturbuGW + wGWuturb)(
∂w0
∂x
+
∂u0
∂z

)

+ρ0wturbuturb(
∂wGW

∂x
+
∂uGW

∂z
) − $v · ∇KEGW

+
( $vGW ρGW + $vGW ρturb + $vturbρGW )

ρ0
· ∇p0 −

$vturbρturb
ρ0

· ∇pGW

− $vGW · ∇pGW − $vturb · ∇pGW − $vGW · ∇pturb

+ρ0(uGW + uturb)( $vGW + $vturb) · ∇(uGW + uturb)
20min

+ρ0(wGW + wturb)( $vGW + $vturb) · ∇(wGW + wturb)
20min

−(uGW + uturb)
(ρturb + ρGW )

ρ0

∂(pGW + pturb)
∂x

20min

−(wGW + wturb)
(ρturb + ρGW )

ρ0

∂(pGW + pturb)
∂z

20min

−ρ0uturb $vturb · ∇uturb
3min

− ρ0wturb $vturb · ∇wturb

3min

+uturb
ρturb
ρ0

∂pturb
∂x

3min

+ wturb
ρturb
ρ0

∂pturb
∂z

3min

.

(12)
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Averaging the equation over 20-min intervals and removing the linear terms that averaged404

to zero yields405

∂KEGW
20min

∂t
= −ρ0(u2

GW
+ 2uturbuGW )

20min ∂u0
∂x
+ ρ0u2

turb

∂uGW

∂x

20min

−ρ0(w2
GW
+ 2wturbwGW )

20min ∂w0
∂z
+ ρ0w

2
turb

∂wGW

∂z

20min

−ρ0wGWuGW
20min(∂w0

∂x
+
∂u0
∂z

) − ρ0(wturbuGW + wGWuturb)
20min(∂w0

∂x
+
∂u0
∂z

)

+ρ0wturbuturb(
∂wGW

∂x
+
∂uGW

∂z
)
20min

− $v · ∇KEGW

20min

+
( $vGW ρGW + $vGW ρturb + $vturbρGW )

20min

ρ0
· ∇p0 −

$vturbρturb
ρ0

· ∇pGW

20min

− $vGW · ∇pGW

20min
− $vturb · ∇pGW

20min
− $vGW · ∇pturb

20min

−ρ0uturb $vturb · ∇uturb
3min

20min

− ρ0wturb $vturb · ∇wturb

3min
20min

+uturb
ρturb
ρ0

∂pturb
∂x

3min
20min

+ wturb
ρturb
ρ0

∂pturb
∂z

3min
20min

.

(13)

The 4 terms in (12) are expected to average to zero when using 20-minute averages, but406

in the practice, this is not always the case due to the difficulty in clearly distinguishing407

between different time scales. In (13), −ρ0u2
GW

20min
∂u0
∂x − ρ0w

2
GW

20min
∂w0
∂z is the KEGW408

change rate due to BG flow expansion or compression, also referred to as the redistribu-409

tion of KEGW by BG. −ρ0wGWuGW
20min( ∂w0

∂x +
∂u0
∂z ) is the KEGW change rate result-410

ing from the interaction of GW momentum flux and BG wind shear. − $v0 · ∇KEGW

20min
411

is the transportation of KEGW caused by the BG wind. "vGW ρGW
20min

ρ0
· ∇p0 depicts the412

KEGW change rate due to BG pressure gradient or buoyancy term. The terms above are413

categorized as BG-GW interactions. − $vGW · ∇KEGW

20min
and − $vGW · ∇pGW

20min
de-414

pict the effect on KEGW change rate from GW self-interactions. ρ0u2
turb

∂uGW

∂x

20min
+415

ρ0w
2
turb

∂wGW

∂z

20min
depicts the KEGW change rate due to GW redistributing turbulence.416

ρ0wturbuturb( ∂wGW

∂x +
∂uGW

∂z )
20min

represents the KEGW change rate due to interactions417

of GW wind shear and turbulence momentum flux. − $vturb · ∇KEGW

20min
shows the ef-418

fects on KEGW change rate due to the averaged effect of turbulence transporting KEGW .419

− "vturbρturb
ρ0

· ∇pGW

20min
, − $vturb · ∇pGW

20min
and − $vGW · ∇pturb

20min
depict the KEGW420

change rate due to buoyancy force of GW and turbulence, acting on turbulence or GW421

perturbations, respectively. The terms discussed above are grouped as GW-turbulence in-422

teractions. The remaining terms in (13) are grouped as BG-GW-turbulence interactions423

because they involve variables from BG, GWs, and turbulence in their mathematical ex-424

pressions. These terms reflect the complex interplay related to the three different scales.425
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Figure 6: KEGW change and change rate due to GW and BG interactions over the spatial do-

main. The left plot depicts the energy change due to different physical processes, and the right plot

depicts the corresponding energy change rate. The energy changes depicted in the left plots are

obtained by integrating the energy change rates over time. The energy change rates displayed in

the right plots are obtained through the integration of energy change rates over the selected spatial

domain.
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Interactions between BG and GWs, such as KEGW advection, redistribution of KEGW426

by BG, KEGW transportation by BG, GW self-strengthening, and other BG-GW interac-427

tions play the dominant role in the evolution of KEGW . The changes in KEGW and the428

change rates resulting from interactions between BG and GWs are shown in the top 2429

plots of Figure 6. The energy changes depicted in the left plots are obtained by integrating430

the energy change rates over time. The energy change rates displayed in the right plots are431

obtained through the integration of energy change rates over the selected spatial domain.432

The red solid line shows that KEGW increases from the start and reaches its maximum433

value at the 56th minute. After that, gravity wave breaking begins and KEGW decreases.434

The blue solid lines in the top plots depict the redistribution of KEGW by BG. After the435

GW starts to break, BG redistributes more energy into the chosen region. The redistribu-436

tion stopped shortly after turbulence fully developed around the 73rd minute, after which437

the energy change due to redistribution remains constant. The green solid line in the left438

top plot represents the energy transfer between GWs and BG through the interaction of439

GW momentum flux and BG wind shear. The green line is negative, which indicates that440

GW is losing KE to BG. This mechanism starts to impact the KEGW when GW begins to441

break. During GW breaks, GW loses about 220 J energy to BG through this interaction.442

GW advection slightly increased KEGW before GW starts to break, as shown by the red443

dashed lines in the top two plots. Before GW starts to break, the main increase of KEGW444

is due to the nonlinear interaction of GW velocity and GW pressure gradient force, as445

shown by the blue dashed lines in the top two plots. GW self-strengthening contributes to446

the increase of KEGW before GW breaking. BG pressure gradient power decreases KEGW447

in the chosen region, as shown by the cyan solid lines in the top two plots, starting before448

GWs start to break.449

The role of turbulence in the alteration of KEGW is significant. Both direct interac-450

tions between GWs and turbulence and the interactions between the BG, GWs, and tur-451

bulence contribute roughly equally to the rate of change in KEGW . The KEGW changes452

and change rate due to GW-turbulence interactions are presented in the middle 2 plots in453

Figure 6. The bottom 2 plots in the same figure display the changes and change rates in454

KEGW due to BG-GW-turbulence interactions. The energy changes depicted in the left455

plots are obtained by integrating the energy change rates over time. The energy change456

rates displayed in the right plots are obtained through the integration of energy change457

rates over the selected spatial domain.458
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In general, GW-turbulence interactions increase KEGW , while BG-GW-turbulence459

interactions decrease KEGW . As shown by the green line in the middle 2 plots in Figure460

6, the interaction between the turbulence momentum flux and the GW wind shear results461

in an increase in the GW wind shear, leading to a rise in KEGW after the GW breaks.462

This is comparable to the process in which the GW momentum flux transfers its KE GW463

into the BG wind shear, as illustrated by the green line in the top two plots in Figure 6.464

Before GWs break, GW KE increases through turbulence pressure gradient force doing465

work shown by the red solid line in the middle 2 plots in Figure 6. BG expansion or com-466

pression interacts with GW and turbulence momentum flux increase the KEGW during the467

turbulence developing process shown by the red solid line in the bottom 2 plots in Figure468

6. The blue solid lines in the middle 2 plots depict that BG wind shear interacts with GW469

and turbulence momentum flux decrease the KEGW during the 5-minute interval of the470

turbulence developing process.471

BG-GW-turbulence interactions generally decreases KEGW . Before turbulence devel-472

ops, the three component interactions decrease KEGW , transferring energy into BG. GW473

energy loses to BG. After GW starts to break, GW energy is transferred into turbulence474

and BG. About 230J KE is transferred from turbulence into GW at the end from KEturb475

tendency as shown in the left middle plot in Figure 5. About 220J energy is transferred476

from turbulence into GW as shown in Figure 6. So most of the energy transferred by BG-477

GW-turbulence interactions finally goes into BG.478

5.2.3 GW and Turbulence KE Tendencies During Turbulence Development479

A closer examination of the period between the 56th and 65th minutes, when the480

gravity wave breaks and turbulence develops, is insightful. 2-s resolution KEturb and481

KEGW change and change rate are presented between the 56th minute and 65th minute482

when the GWs start to break and turbulence starts to develop. The energy changes due483

to various physical processes are presented in Figure 7. It is not necessary to display the484

2-second resolution energy change and energy change rate of KE0 as it only relates to485

low-frequency (period ≥ 20 minutes) variables or the 20-minute averaged effect of high-486

frequency perturbations (turbulence and GWs, period < 20 minutes).487

From the 50th to the 58th minute, the growth rate of KEturb is relatively slow, as488

depicted by the solid red lines in the top two plots of Figure 7. During this 8-min inter-489
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Figure 7: KEturb change and change rate between the 50th minute and 70the minute. The left

plot depicts the energy change due to different physical processes, and the right plot depicts the

corresponding energy change rate. The energy changes depicted in the left plots are obtained by

integrating the energy change rates over time. The energy change rates displayed in the right plots

are obtained through the integration of energy change rates over the selected spatial domain.
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val, the main factor contributing to the growth of KEturb is the redistribution by gravity490

waves, as shown in the plot on the middle right. This 8-min interval is referred to as tur-491

bulence growth phase 1. The maximum value of turbulence KEturb is reached 5 minutes492

after the 58th minute. This 5-minute period is referred to as turbulence growth phase 2.493

Before GWs break, the interaction of turbulence momentum flux and wind shear decreases494

KEturb , as shown by the blue solid lines in the middle two plots of Figure 7. However,495

the GW redistribution increases KEturb , as depicted by the red solid line in the same two496

plots. The combined effect from GW-turbulence interaction increases KEturb before GWs497

break. After the breaking of GWs, turbulence starts to grow rapidly. However, the com-498

bined effect of GW-turbulence interaction decreases KEturb . Turbulence mainly absorbs499

KE through BG-turbulence interactions, especially in the last 2 minutes when turbulence500

is at its strongest, as indicated by the green solid line in the bottom two plots in Figure 7.501

The primary driver of the BG-turbulence interactions that drive turbulence growth is the502

BG buoyant force acting on turbulence velocity.503

5.3 Instabilities and GW-breaking504

During the GW breaking period, instabilities play a significant role in the generation505

of turbulence. Instabilities are closely associated with GW breaking and the generation506

of turbulence. At the 46th minute, instabilities begin to emerge in the chosen region, as507

shown in Figure 8. Probabilities of instabilities reach their maximum at around the 70th508

minute.509

PCI is closely linked to the GW breaking process. Between the 54th minute and510

58th minute, both PCI and PDI rise along with KEGW increases. However, between the511

58th minute and 62nd minute, PCI drops approximately 8 percentage points along with512

the growth of KEturb . Subsequently, from the 62nd to the 64th minute, as the KEturb513

decreases by 150 J, as shown in the top left plot in Figure 7, the PCI increases by approx-514

imately 8 percentage points. Instabilities can result from large temperature gradients and515

wind shear introduced by GWs.516

6 Discussion517

The mechanisms of energy convergence during various stages of gravity wave break-518

ing are distinct. Before the turbulence growth phase 2 and prior to the saturation of GWs519
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Figure 8: PCI and PDI in the chosen region. The blue lines depict the probability of convective

instability. The red lines depict the probability of dynamic instability.

(around the 58th minute), the work done by the gravity force on vertical motion and the520

convergence of pressure flux due to flow expansion/compression balance each other, as521

demonstrated in the top two plots in Figure 3. On average, the work done by pressure is522

the dominant factor in the convergence of pressure flux before GW breaking begins, as in-523

dicated by the magenta solid line in the top left plot of Figure 3. The IE-KE conversion524

is through flow oscillations along with expansion/compression. The blue and red dashed525

lines in the top right plot of Figure 3 demonstrate that the magnitude of energy conversion526

from KE to IE is comparable to that from PE to KE, but with opposite signs. However,527

the converted IE is almost zero during the first 58 minutes. Prior to the breaking or dissi-528

pation of GWs, the energy conversion in the flow is an adiabatic process, and on average529

over the BG period, there is no conversion between mechanical energy and IE. During tur-530

bulence growth phase 2 and GW saturation interval (between the 58th and 62nd minute),531

KEGW stays constant while KEturb increases to its maximum. KE starts to be converted532

to PE, as indicated by the blue dashed line in the right top plot in Figure 3. Meanwhile,533

more IE starts to be converted to KE, as shown by the red dashed line in the right top plot534

in Figure 3. A possible dynamic is that as GW is about to break, the flow keeps expand-535

ing when the GW propagates upward, which increases the KE and maintains momentum536

conservation.537

The relationship between wave energy deposition and turbulent dissipation has been538

suggested in previous studies [Becker and Schmitz, 2002]. In our simulation, before the539
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onset of turbulence, there is limited energy deposition occurs, not only in the case of con-540

servative wave propagation [Becker and Schmitz, 2002] but also before turbulence-growth541

phase 2 when turbulence interacts with BG. After phase 2, KE is converted into IE. This542

conversion is primarily driven by the pressure flux, which is in agreement with the find-543

ings of Becker and Schmitz [2002]. Turbulence starts to decay after the KEturb reaches its544

maximum. Approximately 5 minutes after the KEturb peak (at the 69th minute), KE starts545

to be converted to IE, as shown by the red dashed line in the right top plot in Figure 3.546

This suggests that the decay of turbulence is related to the pressure flux p∇ · $v and KE-IE547

conversion. This study indicates that heat transport due to wave propagation is the main548

cause of IE variation prior to gravity wave breaking or saturation in the mesopause re-549

gion. IE change due to KE-IE convergence becomes the dominant factor when GW starts550

to break especially after wave-breaking-generated turbulence starts to decay.551

The interactions between GWs and turbulence, between BG and GWs, and between552

BG and turbulence have distinct functions during the two phases of turbulence growth.553

The energy transferred through these interactions is summarized in the energy-transfer554

triangle shown in Figure 9. The blue arrows indicate the direction of energy transferred555

through related interactions during turbulence growth phase 1. The red arrows indicate the556

direction of energy transferred during turbulence growth phase 2. The size of the arrows557

represents the energy transfer magnitude. In this system, GWs are the source of KE. In558

the two phases of turbulence growth, GWs transferred 570 J of energy to BG through BG-559

GW interactions, with the majority of energy transfer occurring in phase 1.560

The convergence of energy resulting from gravity wave saturation is linked to tur-561

bulence. Gravity wave saturation primarily occurs through instabilities that act locally to562

dissipate wave energy and produce turbulence. GW saturation results in net deceleration563

of the zonal mean flow and turbulent heating of the environment [Fritts, 1989]. Figure 9564

suggests that the processes are possibly related to turbulence. Saturated GW transfers GW565

KE to BG flow, but more energy is transferred from BG to turbulence, most of which is566

converted into BG IE through turbulent heating.567

As GWs propagate, they continuously interact with the BG flow and alter it. Sim-568

ulations by Bölöni et al. [2016] suggest that direct BG-GW interactions dominate energy569

transfer over the wave-breaking. Our simulation shows consistent results in both phases570

of turbulence development, as demonstrated in Figure 6. Before turbulence-growth phase571
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Figure 9: A schematic diagram of KE transfer between BG, GW, and turbulence. The blue arrows

show the energy flow direction and amount during turbulence growth phase 1. The red arrows

show the energy flow direction and amount during turbulence growth phase 2. The thicknesses of

the arrows represent the amount of energy transferred within the time intervals of phases 1 or 2.

2, the KE transferred by direct BG-GW interactions is about 430 J and KE transferred re-572

lated to the turbulence act is approximately 40 J. During phase 2, with the situation that573

the magnitude of turbulent perturbation grows rapidly, direct BG-GW interaction transfers574

100 J KE to mean flow, while the turbulence transfers 50 J back to GW, as indicated by575

the red arrows in Figure 9.576

GW-turbulence interactions initiated the initial development of turbulence. During577

phase 1, turbulence grows through both GW-turbulence interactions and self-strengthening.578

The transfer of energy between GWs and turbulence is solely achieved through the work579

done by the wave fluctuations in turbulent stress against the wave rates of strain [Finnigan,580

1988; Einaudi and Finnigan, 1993; Finnigan and Shaw, 2008]. Our simulation confirms581

these results, showing that the transfer of KE between GWs and turbulence during the GW582

breaking process is solely achieved through the mechanism UtWt
∂Ugi

∂x j
. In this study, we583

also take into account the redistribution of KEturb by GWs as part of the GW-turbulence584

interactions, even though no energy is directly transferred between the GWs and turbu-585

lence through this mechanism.586

Our simulation reveals that the BG-turbulence interactions, particularly the buoy-587

ancy term, are the leading contributor to turbulence growth in phase 2, demonstrated by588

the green solid lines in the bottom plots of Figure 7. In the observation by de Nijs and589
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Pietrzak [2012], they found that buoyancy production dominates in some instants. The590

influence of buoyancy is typically taken into account as a sink of KEturb but when buoy-591

ancy is negative, which is associated with unstable stratification, the buoyancy can con-592

vert turbulent potential energy into KEturb . Therefore, buoyancy can cause an increase in593

KEturb . Extra study about total turbulent energy and turbulent potential energy is neces-594

sary to examine this mechanism.595

Convective instability is the first step leading to wave breaking and turbulence gen-596

eration [Koudella and Staquet, 2006]. In the chosen domain, instabilities occur 10 minutes597

before GWs start to break. GW breaking generates turbulence which reduces instabilities598

through turbulence momentum flux absorbing energy from BG wind shear. This simula-599

tion provides support for the mechanisms proposed in Fritts and Dunkerton [1985].600

This 2D simulation provided valuable insight into the dynamics of gravity wave601

breaking. However, as suggested by Fritts et al. [1994, 2022b,c] and Andreassen et al.602

[1994], 2D computations may not accurately capture the instability structure and turbu-603

lence generation associated with wave breaking. Additionally, this study focuses on turbu-604

lence kinetic energy (KEturb) and does not account for conversions between KEturb and605

turbulence potential energy. Further research in this area is necessary.606

7 Conclusion607

Energy conversions between KE, PE, and IE over the chosen region, are investi-608

gated. Throughout the simulation, kinetic energy in the mesopause region increased. Po-609

tential energy is converted to kinetic energy, and most of the increased kinetic energy is610

converted to internal energy. The energy conversion shows different patterns of dominance611

during the two intervals. Specifically, during the GW breaking process, the period of tur-612

bulence growth is divided into two distinct phases based on KEturb change rate. Before613

phase 2, the dominant total energy change in the chosen region is caused by PE-KE con-614

version and KE transportation. After phase 1, the dominant total energy change in the615

chosen region results from PE-KE conversion and KE-IE conversion. The primary mecha-616

nism for KE-IE conversion is through pressure flux, which is associated with the decay of617

turbulence.618

The kinetic energy transfer among the turbulence, GW, and background is studied.619

Energy transfers among these three components are bilateral. At different stages, the com-620
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bined effects show different energy-transferring directions. The interactions between the621

BG and GWs dominate the energy transfer process during the GW-breaking event. On622

the other hand, GW-turbulence interactions initiated the growth of turbulence. However,623

in the second phase, the GW-turbulence interactions feed back energy from turbulence to624

the GWs. The only mechanism of energy transfer between GWs and turbulence through625

GW-turbulence interactions is the turbulent stress against the wave rates of strain. BG-626

turbulence interactions are the dominant contributor to the growth of turbulence, espe-627

cially in the second phase, and the dominant contributor in BG-turbulence interaction is628

the work by buoyancy. However, buoyancy reduces KEGW over the simulation.629

Instabilities lead to the breaking of GWs. The breaking of GWs generates turbu-630

lence, which in turn weakens instabilities by dissipating wave energy. The BG acts as an631

intermediary in the process of turbulence dissipating wave energy.632

DNS modeling studies are valuable in explaining small structure dynamics. Increas-633

ingly realistic DNS modeling can yield an improved ability to quantify the contributions to634

turbulence development through different mechanisms. More studies such as 3D simula-635

tions are necessary to improve our understanding of the GW breaking process.636
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A: Energy Conversion640

This appendix is to present the deduction for energy conservation among kinetic641

energy (KE), internal energy (IE), and potential energy (PE).642

Start with CGCAM governing equations.643

∂ρ

∂t
+
∂(ρu)
∂x

+
∂(ρw)
∂z

= 0; (A.1)

∂(ρu)
∂t
+
∂(ρuu)
∂x

+
∂(ρuw)
∂z

= −∂p
∂x
+ (∂σxx
∂x
+
∂σxz
∂z

); (A.2)

∂(ρw)
∂t

+
∂(ρwu)
∂x

+
∂(ρww)
∂z

= −∂p
∂z

− ρg + (∂σxz
∂x
+
∂σzz
∂z

). (A.3)

(A.2) and (A.3) can be rewritten as644

ρ
∂u
∂t
+ ρu

∂u
∂x
+ ρw

∂u
∂z
+ u(∂ρ
∂t
+
∂(ρu)
∂x

+
∂(ρw)
∂z

) = −∂p
∂x
+ (∂σxx
∂x
+
∂σxz
∂z

); (A.4)

ρ
∂w

∂t
+ ρu

∂w

∂x
+ ρw

∂w

∂z
+ w(∂ρ

∂t
+
∂(ρu)
∂x

+
∂(ρw)
∂z

) = −∂p
∂z

− ρg + (∂σxz
∂x
+
∂σzz
∂z

). (A.5)

Substitute (A.1) into the left hand side of equations above. The equations can be rewrit-645

ten as follow after every term is divided by ρ. The equations describe the tendencies of646

momentum and energy per unit mass.647

∂u
∂t
+ u
∂u
∂x
+ w
∂u
∂z
= − 1
ρ

∂p
∂x
+

1
ρ

!
∂σxx
∂x
+
∂σxz
∂z

"
, (A.6)

∂w

∂t
+ u
∂w

∂x
+ w
∂w

∂z
= − 1
ρ

∂p
∂z

− g +
1
ρ

!
∂σxz
∂x
+
∂σzz
∂z

"
, (A.7)

where648

σxx = µ

!
4
3
∂u
∂x

− 2
3
∂w

∂z

"
, (A.8)

649

σzz = µ

!
4
3
∂w

∂z
− 2

3
∂u
∂x

"
, (A.9)

650

σxz = µ

!
∂w

∂x
+
∂u
∂z

"
, (A.10)

where dynamical viscosity µ = 1.57×10−5 (N m−3 kg). Substituting σxx,σzz,σxz into651

(A.6) and (A.7) yields:652

∂u
∂t
+ u
∂u
∂x
+ w
∂u
∂z
= − 1
ρ

∂p
∂x
+ µ

#
1
ρ0

− ρ1

ρ20

$ !
4
3
∂2u
∂x2 +

1
3
∂2w

∂x∂z
+
∂2u
∂z2

"
, (A.11)

∂w

∂t
+ u
∂w

∂x
+ w
∂w

∂z
= − 1
ρ

∂p
∂z

− g + µ

#
1
ρ0

− ρ1

ρ20

$ !
4
3
∂2w

∂z2 +
1
3
∂2u
∂x∂z

+
∂2w

∂x2

"
. (A.12)
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Part of the horizontal and vertical components of the kinetic energy tendency can be de-653

rived by multiplying ρu and ρw on (A.11) and (A.12), respectively.654

ρu
∂u
∂t
+ ρu2 ∂u

∂x
+ ρwu

∂u
∂z
= −u

∂p
∂x
+ uµ

!
4
3
∂2u
∂x2 +

1
3
∂2w

∂x∂z
+
∂2u
∂z2

"
, (A.13)

ρw
∂w

∂t
+ ρuw

∂w

∂x
+ ρw2 ∂w

∂z
= −w ∂p

∂z
− ρwg + wµ

!
4
3
∂2w

∂z2 +
1
3
∂2u
∂x∂z

+
∂2w

∂x2

"
. (A.14)

The equations above missed the part of kinetic energy tendency due to density variation.655

Multiplying u2 or w2 with mass conservation (A.1) leads to the KE tendency due to den-656

sity tendency:657

u2 ∂ρ

∂t
+ u3 ∂ρ

∂x
+ u2w

∂ρ

∂z
+ ρu2 ∂u

∂x
+ ρu2 ∂w

∂z
= 0, (A.15)

w2 ∂ρ

∂t
+ w2u

∂ρ

∂x
+ w3 ∂ρ

∂z
+ ρw2 ∂u

∂x
+ ρw2 ∂w

∂z
= 0. (A.16)

Combining equations(A.13) and (A.15) together leads to the total tendency of the horizon-658

tal part of KE as (A.17). Combining equations(A.14) and (A.16) together gives the total659

vertical and the horizontal part of KE as (A.18). In the simulation, the diffusivity is negli-660

gible, so the diffusion terms are dropped in the KE tendency equations. The deduction of661

diffusion terms is in appendix 1.662

∂( 1
2 ρu

2)
∂t

+
1
2

u3 ∂ρ

∂x
+

1
2

u2w
∂ρ

∂z
+

1
2
ρu2 ∂u
∂x
+

1
2
ρu2 ∂w

∂z
+ ρu2 ∂u

∂x
+ ρuw

∂u
∂z
= −u

∂p
∂x
, (A.17)

∂( 1
2 ρw

2)
∂t

+
1
2
w2u
∂ρ

∂x
+

1
2
w3 ∂ρ

∂z
+

1
2
ρw2 ∂u
∂x
+

1
2
ρw2 ∂w

∂z
+ρwu

∂w

∂x
+ρw2 ∂w

∂z
= −w ∂p

∂z
−gρw. (A.18)

Combining the 2 parts leads to the KE tendency.663

∂KE
∂t
= −∇ · (KE$v) − $v · ∇p − gρw

= −∇ · (KE$v) − ∇ · (p$v) + p∇ · $v − gρw.

(A.19)

The other part of the energy is the internal energy per unit mass (IE).664

Cv
dT
dt

− 1
ρ

dp
dt
=
κ

ρ
∇2T +

dq
dt
, (A.20)

where κ is the conductivity, and κ is not a constant.665

κ = di f ∗ suth. (A.21)
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where diffusivity di f = µCp/Pr , where Prandtl number Pr = 1. suth is Sutherland’s666

formula:667

suth =
(T0 + Tsuth)
(T + Tsuth)

!
T
T0

"3/2
, (A.22)

where Tsuth = 110 K. T0 is the given background temperature in CGCAM at the initial668

time, which is 300 K. And dq/dt is zero since there is no heat input or output. So669

κ = µ
Cp

Pr
(T0 + Tsuth)
(T + Tsuth)

!
T
T0

"3/2

κ = µ
Cp

Pr
410

(T + 110)

!
T

300

"3/2
.

(A.23)

Cv
dT
dt
=

1
ρ

dp
dt
+
κ

ρ
∇2T . (A.24)

With ideal gas law,670

Cv
dT
dt
= RT

dlnρ
dt
+
κ

ρ
∇2T . (A.25)

With the continuity equation,671

Cv
dT
dt
= −RT∇ · $v + κ

ρ
∇2T

∂T
∂t
= − 1

Cv
RT∇ · $v − $v · ∇T +

κ

Cvρ
∇2T

= − 1
ρCv

p∇ · $v − $v · ∇T +
κ

Cvρ
∇2T .

(A.26)

Cvρ× (A.26) + CvT× (A.1),672

∂IE
∂t
= −CvT($v · ∇ρ + ρ∇ · $v) − p∇ · $v − Cvρ$v · ∇T + κ∇2T

= −∇ · (IE$v) − p∇ · $v.
(A.27)

Another energy format is potential energy (PE). Potential energy PE = ρgh. The673

tendency of PE is674

∂pE
∂t
= gh

∂ρ

∂t
+ gρw = −gh ($v · ∇ρ + ρ∇ · $v) + gρw

= −∇ · (PE$v) + gρw.
(A.28)

B: Energy Transfer among Background and Perturbations675

The variables are separated into the background part and the perturbation part. De-676

fine variable q = q0 + q1, and q0 = q0(x, z), q1 = q1(t, x, z). Rewrite (A.11), (A.12), (A.13)677

and (A.14) as:678
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∂u0
∂t
+
∂u1
∂t
+ $v0 · ∇u0 + $v1 · ∇u0 + $v0 · ∇u1 + $v1 · ∇u1

= − 1
ρ0

∂p0
∂x

− 1
ρ0

∂p1
∂x
+
ρ1

ρ20

∂p0
∂x
+
ρ1

ρ20

∂p1
∂x

+µ( 1
ρ0

− ρ1

ρ20
)
!
4
3
∂2u0

∂x2 +
1
3
∂2w0
∂x∂z

+
∂2u0

∂z2 +
4
3
∂2u1

∂x2 +
1
3
∂2w1
∂x∂z

+
∂2u1

∂z2

"
,

(B.1)

∂w0
∂t
+
∂w1
∂t
+ $v0 · ∇w0 + $v1 · ∇w0 + $v0 · ∇w1 + $v1 · ∇w1

= − 1
ρ0

∂p0
∂z

− 1
ρ0

∂p1
∂z
+
ρ1

ρ20

∂p0
∂z
+
ρ1

ρ20

∂p1
∂z

− g

+µ( 1
ρ0

− ρ1

ρ20
)
!
4
3
∂2w0

∂z2 +
1
3
∂2u0
∂x∂z

+
∂2w0

∂x2 +
4
3
∂2w1

∂z2 +
1
3
∂2u1
∂x∂z

+
∂2w1

∂x2

"
,

(B.2)

where Taylor expansion 1
ρ0+ρ1

= 1
ρ0

− ρ1
ρ2

0
+

2ρ2
1

ρ3
0
+O(ρ2) is used. Do a time average over one679

period. For the ideally theoretical case, the averaged q0 over one period stays the same680

and the linear terms would vanish. Do a time average on (B.1) and (B.2). The tendency681

for averaged variables q0 can be derived.682

∂u0
∂t
+ $v0 · ∇u0 + $v1 · ∇u1

= − 1
ρ0

∂p0
∂x
+
ρ1

ρ20

∂p1
∂x

+µ
1
ρ0

!
4
3
∂2u0

∂x2 +
1
3
∂2w0
∂x∂z

+
∂2u0

∂z2

"
− µ 1
ρ20

#
4
3
ρ1
∂2u1

∂x2 +
1
3
ρ1
∂2w1
∂x∂z

+
ρ1∂2u1

∂z2

$
,

(B.3)

∂w0
∂t
+ $v0 · ∇w0 + $v1 · ∇w1

= − 1
ρ0

∂p0
∂z
+
ρ1

ρ20

∂p1
∂z

− g

+µ
1
ρ0

!
4
3
∂2w0

∂z2 +
1
3
∂2u0
∂x∂z

+
∂2w0

∂x2

"
− µ 1
ρ20

#
4
3
ρ1
∂2w1

∂z2 +
1
3
ρ1
∂2u1
∂x∂z

+ ρ1
∂2w1

∂x2

$
.

(B.4)

Derive momentum equations for perturbations or GWs by subtracting the BG-period-683

averaged equations from (B.1) and (B.2).684

∂u1
∂t
+ $v1 · ∇u0 + $v0 · ∇u1 + $v1 · ∇u1 − $v1 · ∇u1

= − 1
ρ0

∂p1
∂x
+
ρ1

ρ20

∂p0
∂x
+
ρ1

ρ20

∂p1
∂x

− ρ1

ρ20

∂p1
∂x

+µ
1
ρ0

!
4
3
∂2u1

∂x2 +
1
3
∂2w1
∂x∂z

+
∂2u1

∂z2

"

−µ ρ1

ρ20

!
4
3
∂2u0

∂x2 +
1
3
∂2w0
∂x∂z

+
∂2u0

∂z2 +
4
3
∂2u1

∂x2 +
1
3
∂2w1
∂x∂z

+
∂2u1

∂z2

"

+µ
1
ρ20

#
4
3
ρ1
∂2u1

∂x2 +
1
3
ρ1
∂2w1
∂x∂z

+
ρ1∂2u1

∂z2

$
,

(B.5)
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∂w1
∂t
+ $v1 · ∇w0 + $v0 · ∇w1 + $v1 · ∇w1 − $v1 · ∇w1

= − 1
ρ0

∂p1
∂z
+
ρ1

ρ20

∂p0
∂z
+
ρ1

ρ20

∂p1
∂z

− ρ1

ρ20

∂p1
∂z

+µ
1
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!
4
3
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∂z2 +
1
3
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+
∂2w1
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"

−µ( ρ1

ρ20
)
!
4
3
∂2w0

∂z2 +
1
3
∂2u0
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+
∂2w0

∂x2 +
4
3
∂2w1

∂z2 +
1
3
∂2u1
∂x∂z

+
∂2w1

∂x2

"

+µ
1
ρ20

#
4
3
ρ1
∂2w1

∂z2 +
1
3
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∂2u1
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∂x2

$
.

(B.6)

For kinetic energy (KE), KE is separated into background and perturbation parts. KE in685

GWs is averaged over a wave period.686

KEx =
1
2
ρu2

=
1
2
ρ0u2

0 +
1
2
ρ0u2

1 + ρ0u0u1,

(B.7)

where u0u1 = 0 for averaging over a period. The horizontal part of background KE and687

perturbation KE change rate are derived by multiplying ρ0u0 and ρ0u1 to every terms of688

horizontal part of background and perturbation momentum change rate equations (B.3)689

and (B.5), respectively. The same processes are applied to the vertical part of KE.690

ρ0
∂u2

0
2∂t
+ ρ0u0 $v0 · ∇u0 + ρ0u0 $v1 · ∇u1

= −u0
∂p0
∂x
+ u0
ρ1
ρ0

∂p1
∂x

+µu0

!
4
3
∂2u0

∂x2 +
1
3
∂2w0
∂x∂z

+
∂2u0

∂z2

"
− µu0
ρ0

#
4
3
ρ1
∂2u1

∂x2 +
1
3
ρ1
∂2w1
∂x∂z

+
ρ1∂2u1

∂z2

$
.

(B.8)
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Combining 2 parts of background KE tendency equations (B.8) and (B.10) together gives691

the KE0 tendency:692
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Combining two parts of KE1 equations (B.9) and (B.11) yields:693
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From the tendency for KE in perturbation, it is clear that the instantaneous KE1 variation694

is related to BG flow expansion or compression, products of perturbation momentum flux695

and BG shear, advection, BG pressure gradient work, and perturbation pressure gradient696

work. Based on the model output, the KE change due to diffusivity is negligible. So equa-697

tions for tendencies can be simplified as:698
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Abstract16

We conducted an analysis of the process of GW breaking from an energy perspec-17

tive using the output from a high-resolution compressible atmospheric model. The investi-18

gation focused on the energy conversion and transfer that occur during the GW breaking.19

The total change in kinetic energy and the amount of energy converted to internal energy20

and potential energy within a selected region were calculated. Prior to GW breaking, part21

of the potential energy is converted into kinetic energy, most of which is transported out22

of the chosen region. After the GW breaks and turbulence develops, part of the potential23

energy is converted into kinetic energy, most of which is converted into internal energy.24

The calculations for the transfer of kinetic energy among GWs, turbulence, and the BG25

in a selected region, as well as the contributions from various interactions (BG-GW, BG-26

turbulence, and GW-turbulence), are performed. At the point where the GW breaks, tur-27

bulence is generated. As the GW breaking process proceeds, the GWs lose energy to the28

background. At the start of the GW breaking, turbulence receives energy through inter-29

actions between GWs and turbulence, and between the BG and turbulence. Once the tur-30

bulence has accumulated enough energy, it begins to absorb energy from the background31

while losing energy to the GWs. The probabilities of instability are calculated during var-32

ious stages of the GW-breaking process. The simulation suggests that the propagation of33

GWs results in instabilities, which are responsible for the GW breaking. As turbulence34

grows, it reduces convective instability.35

1 Plain language36

In this study, we utilized a high-resolution atmospheric model to analyze the en-37

ergy flow of a gravity breaking event. Our main focus was to examine the conversion and38

transfer of energy during this process, and to investigate how it moves between gravity39

waves, turbulence, and the background atmosphere. To accomplish this, we formulated40

change rate equations for the kinetic energy tendencies of turbulence, gravity waves, and41

background flow, and assessed how various processes and interactions contribute to the42

kinetic energy change rate. Our findings reveal that when gravity waves break, they lose43

energy to the background flow, while turbulence gains energy from interactions with both44

gravity waves and the background flow. Additionally, we calculated the conversion and45

transfer of energy during the gravity wave breaking process and discovered that poten-46

tial energy transforms into kinetic energy both before and after the gravity wave breaking.47
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Furthermore, we evaluated the probability of instabilities occurring during different stages48

of the gravity wave breaking and found that turbulence can diminish convective instability49

as it grows.50

2 Introduction51

Gravity wave (GW) breaking plays an important role in depositing the momentum52

and energy in GWs to the background mean flow. [Lindzen, 1981; Dunkerton and Fritts,53

1984]. GW breaking process is related to GW propagation, turbulence, interactions of dif-54

ferent scales, and instabilities.55

A complete quantification of GW breaking dynamics and consequences requires di-56

rect numerical simulation (DNS). Barat and Genie [1982] and Hunt et al. [1985] suggested57

that the atmosphere has a vertical structure characterized by strong stable ’sheet’ and less58

stable ’layers’. The S&L structures play an important role in the transport and mixing of59

heat, momentum, and constituents. The formation mechanisms of S&L structures arising60

from superposition of stable GWs and mean shears are referred as ’Multi-scale dynamics’61

(MSD). MSD drives S&L structure and evolutions. MSD includes KHI, GW breaking,62

and fluid intrusions [Fritts et al., 2013a].63

Among all physical processes during GW breaking, the mechanism of turbulence de-64

velopment is one of the most important scientific topics because of its effects on weather,65

climate, aircraft, and atmospheric observations[Reiter, 1969]. Turbulent flows develop66

spinning or swirling fluid structures called eddies[Doran, 2013]. Winters and Riley [1992]67

found a major source of eddy kinetic energy (KE) would be buoyancy. Besides the buoy-68

ancy terms, large shears in the mean and GW motion fields also contribute to the forma-69

tion of eddy structures. The vertical shear is the dominant source of eddy KE after the70

initial wave collapse. The pressure-work terms contribute very little to the eddy KE [Fritts71

et al., 1994]. Palmer [1996]; Fritts et al. [1996], and Werne and Fritts [1999] studied the72

dynamics of turbulence generation due to KH instability. Fritts and Alexander [2003] sug-73

gested turbulence arises mainly due to Kelvin-Helmholz (KH) shear instability and GW74

breaking. KH shear is more common at lower altitudes such as the troposphere and strato-75

sphere. GW breaking is more important at higher altitudes and is the dominant source in76

the mesosphere. Achatz [2007] emphasized that the ’statically enhanced roll mechanism’77

is a strong contributor to the tendency of turbulence energy. GW-breaking and KHI play78
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major roles in leading to strong turbulence. Fluid intrusions play more significant roles79

following the initial KHI [Fritts et al., 2016, 2017a]. Fritts et al. [2017b] and Dong et al.80

[2022] explored the dynamics of GW encountering a mesospheric inversion layer (MIL).81

They found mean fields are driven largely by 2D GW and instability dynamics. They im-82

plicated that turbulence due to GW overturning arises in a transient phase of the GW that83

has weak convective stability. Further exploring of KHI leads to cases of ’tube and knot’84

(T&K) dynamics. T&K dynamics accelerate the transition from KH billow to turbulence.85

It may also enable strong turbulence to occur at large Richardson numbers [Fritts et al.,86

2022a].87

Besides DNS studies, multiple observational studies have been conducted to reveal88

the mechanisms of turbulence generation. Lindzen [1967, 1968] noted the possible mech-89

anism of turbulence generation from wave breaking in the mesosphere. Lindzen [1971,90

1981] argued that ’turbulent’ diffusion could also result from nonbreaking waves. Atlas91

and Bretherton [2022] used aircraft measurements to correlate gravity waves (GWs) and92

turbulence with tropical tropopause layer cirrus. They found during their observation, tur-93

bulence co-occurred with GWs 95 % of the time. Observations also suggest that the dy-94

namics of GW energy dissipation often involve ’sheet and layer’ (S&L) structures [Fritts95

et al., 2004; Clayson and Kantha, 2008; Fritts et al., 2017a]. Zovko-Rajak et al. [2019]96

found near-cloud turbulence is associated with strong GWs generated by moist convection.97

Nonlinear interactions are crucial in the GW-breaking process. Multiple nonlinear98

saturation theories were proposed [Dunkerton, 1987; Klostermeyer, 1991; Hines, 1991;99

Fritts et al., 2003] to explain the relationships between instabilities and nonlinear interac-100

tions that are not accounted for in a linear theory. Both mechanisms helped to explain the101

wave-breaking processes and instabilities. Nonlinearity mainly includes the interactions102

among wave, turbulence, vortex, and background flow [Lelong and Riley, 1991; Bühler,103

2010; Fritts et al., 2015; Dong et al., 2020; Fritts et al., 2020]. Wave-turbulence interac-104

tions can modify primary wave amplitudes [Fua et al., 1982; Einaudi and Finnigan, 1993].105

Wave breaking, which can be triggered by wave-mean flow interactions [Sutherland, 2010;106

Pairaud et al., 2010], is one of the most common mechanisms for turbulence generation.107

Koch et al. [2005] found that GWs and turbulence are often observed simultaneously due108

to GW instability being the source of turbulence. Their research showed that turbulence109

intensity did not vary with wave phase. They also discovered that turbulence is mostly110

forced at a horizontal scale of 700 m, with energy from both larger and smaller scales111
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being transferred to this scale. Two-dimensional model result [Liu et al., 2014] showed112

that the momentum deposited by breaking GWs accelerates the mean wind. GW break-113

ing accelerates the background wind suggesting that the nonlinear interactions increase114

the tidal amplitude [Liu et al., 2008]. Fritts et al. [2013b] revealed 2D wave-wave interac-115

tions are the only (sole) cause of the decrease of primary GW amplitude. They conclude116

that turbulence is highly dependent on the orientation of the GW. Barbano et al. [2022]117

evaluated the wave-turbulence interaction through triple decomposition [Reynolds and Hus-118

sain, 1972; Finnigan and Einaudi, 1981; Finnigan et al., 1984] focusing on the production119

of turbulence momentum flux and wave shear or vorticity, which is one part of the wave-120

turbulence interaction. This particular aspect of wave-turbulence interactions can cause121

both the production and destruction of turbulent energy.122

GW breaking is often associated with instabilities, which can induce its occurrence,123

as noted by Sedlak et al. [2021]. Achatz [2007] discussed how singular vectors (SVs) can124

destabilize statically and dynamically stable low-frequency inertia-GWs, while normal125

modes (NMs) destabilize can statically stable high-frequency GWs. In an observatory126

study, Yang and Liu [2022] reported GW instabilities and their relationship with GW fre-127

quencies using ALO lidar measurements.128

There have been a number of research on mechanisms for GW breaking. Most stud-129

ies focus on the dynamical process, not on the energetics of this process. The energetics130

provides important insights of the growth and delay of different components in the inter-131

actions. Many studies also focus on how wave breaks into turbulence, but not how turbu-132

lence influences the wave and/or the background. This work looks at all three components133

together from the energy perspective, and not just on the initial breaking of a wave, but134

also the eventual decay of the turbulence. Physical understanding of nonlinear interactions135

is still lacking. Improved understanding is critical for weather and environmental forecasts136

[Sun et al., 2015].137

The primary purpose of this paper is to study the dynamics of a GW breaking and138

assess the roles played by GWs and their background (BG) flow in the process. The ob-139

jectives of this paper are to quantify the energy conversion among kinetic energy (KE),140

potential energy (PE), and internal energy (IE) and to determine the contributions to tur-141

bulence generation from nonlinear interactions of various scales and their energy transfer142

directions during a gravity wave breaking process. The structure of this study is as fol-143
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lows: In Section 2, we introduce the model and its inputs used in the study. Section 3144

outlines the methodology of our analysis. The results, including the findings on energy145

conversions, the transfer of kinetic energy (KE) among the background, GWs, and turbu-146

lence, and the connection between instabilities and GW breaking, are presented in Section147

4. The results are discussed in detail in Section 5. The conclusions of the study are sum-148

marized in Section 6. Finally, Appendixes A and B present the derivations of the formula-149

tions used in Section 3.150

3 Model Description151

The model used for this study is the Complex Geometry Compressible Atmospheric152

Model (CGCAM) described extensively by Dong et al. [2020] (hereafter D20). CGCAM153

satisfies the numerical conservation of mass, momentum, and kinetic and thermal energies154

since it discretizes the compressible Navier-Stokes equations [Felten and Lund, 2006]. See155

D20 for additional details.156

As for background, a uniform temperature profile, T0(z) = 300 K, is used which157

yields a scale height H ∼ 8.9 km, a buoyancy frequency N ∼ 0.018 s−1. To make the158

model results comparable to lidar observation, the vertical wavelength is chosen to be 15159

km. Therefore, the initial GW has a horizontal wavelength λx = 45 km, a vertical wave-160

length λz = 15 km, and a horizontal intrinsic phase speed ci = −u0(z) = −40.1 m/s, which161

results in an intrinsic wave period of 2π/ω = λx/ci = 1122 s. The initial GW packet is162

introduced into the domain by specifying the streamwise velocity distribution. See detail163

in D20.164

The simulations used here are performed in a Cartesian computational domain. The165

computational domains extend from -150 km to 150 km in the streamwise (x) direction166

and from 0 km to 170 km in the vertical (z) direction. The resolutions ∆x and ∆z in the167

zone of instability, GW breaking, and turbulence are both 300 m. Periodic boundary con-168

ditions are used in the x direction. Isothermal no-stress wall conditions are used at the169

lower boundary and a characteristic radiation boundary condition is used at the upper170

boundary. Numerical sponge layers are used at all boundaries to absorb the energy of out-171

going fluctuations. The sponge layers are 20 km deep at the upper boundary, 5 km deep at172

the lower boundary, and 10 km wide at the streamwise boundaries. The sponges work as173

force terms added to conservation equations. See details in equation (33) in D20.174
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Figure 1: u (m/s) generated by 2D CGCAM at 6 times. They represent the horizontal wind speed

in sequence from left to right, and from top to bottom, at the 27th, 33rd, 40th, 50th, 60th, and 70th

minutes, respectively.

The output of CGCAM is used to investigate the energy transfer among turbulence,175

GWs, and background flow. The outputs of CGCAM are ρ, ρu, ρw and ρE . With ideal176

gas law, the temperature T , horizontal wind speed u, vertical wind speed w, pressure p,177

and density ρ can be derived. u at six different times are presented in Figure 1 as an ex-178

ample to depict the wave-breaking process. The initial condition for the simulation is a179

single GW with horizontal and vertical wavelengths of 45 km and 15 km, respectively.180

This study investigates the GW breaking process at the mesopause region. Thus, the activ-181

ities in a 45 km-horizontal (-22.5 km - 22.5 km) and 15 km-vertical region at mesopause182

region ( 85 km - 100 km) are studied. In this chosen region, the GWs start to break183

around the 56th minute.184

4 Methodology185

Energy transfers studied in this paper include two sets. One set is energy conversion186

between KE, IE, and PE of the atmosphere. The other set is the kinetic energy transfer187

among BG, GWs, and turbulence.188
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4.1 Energy Conversion189

Energy conversions are related to total KE, IE, and PE tendencies. The energy ten-190

dencies of KE, IE, and PE are:191

∂KE
∂t
= −∇ · (KE$v) − $v · ∇p − gρw

= −∇ · (KE$v) − ∇ · (p$v) + p∇ · $v − gρw,

(1)

∂IE
∂t
= −CvT($v · ∇ρ + ρ∇ · $v) − p∇ · $v − Cvρ$v · ∇T + κ∇2T

= −∇ · (IE$v) − p∇ · $v,
(2)

∂pE
∂t
= gh

∂ρ

∂t
+ gρw = −gh ($v · ∇ρ + ρ∇ · $v) + gρw

= −∇ · (PE$v) + gρw,
(3)

where Cv is the specific heat at constant volume. κ is the conductivity, and κ is not a con-192

stant. See details and deductions for the energy tendencies in Appendix A.193

PE, KE, and IE vary through transportation and conversions among each other. KE194

tendency is related to the divergence/convergence of KE flux (−∇ · (KE$v)), air expan-195

sion/compression (−∇ · (p$v)), pressure doing work on air expansion/compression (p∇ · $v),196

and gravity force doing work (−gρw). IE tendency is related to the divergence/convergence197

of IE flux (−∇ · (IE$v)) and pressure doing work on air expansion/compression (−p∇ · $v).198

PE tendency is related to the divergence/convergence of PE flux (−∇ · (PE$v)) and gravity199

force doing work on air expansion/compression (gρw). KE tendency and IE tendency are200

related through the term (±)p∇ · $v. KE tendency and PE tendency are related through the201

term (∓)ρgW . The conversion between KE and IE occurs through pressure doing work on202

flow expansion/compression. The conversion between KE and PE is through gravity force203

doing work.204

4.2 Kinetic Energy Transfer between Background and Perturbations205

A typical approach for analyzing flow motion is to decompose the perturbation from206

the mean flow [Reynolds and Hussain, 1972; Finnigan and Einaudi, 1981; Yim et al., 2019;207

Barbano et al., 2022]. A variable or product of variables Q is divided into a BG-period-208

average (BPA) value (Q0) and a fluctuation (Q1) whose BPA value is zero, where BPA is209

defined as the temporal average over the period of the wave or perturbation. The BPA is210

indicated by the overline symbol Q.211
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The calculation of KE tendency involves the process of decomposition. The transfer212

of KE between the BG and perturbations can be demonstrated through the examination of213

their respective KE tendencies. The background and the perturbation KE tendencies yield214

(See deductions in Appendix B):215

∂KE0
∂t
+ ρ0u0u0

∂u0
∂x
+ ρ0w0w0

∂w0
∂z
+ ρ0w0u0(

∂w0
∂x
+
∂u0
∂z

)

+ρ0u0 $v1 · ∇u1 + ρ0w0 $v1 · ∇w1

= − $v0 · ∇p0 + $v0 ·
ρ1
ρ0

∇p1 − ρ0gw0,

(4)

∂KE1
∂t
+ ρ0u1 $v1 · ∇u0 + ρ0u1 $v0 · ∇u1 + ρ0u1 $v1 · ∇u1

+ρ0w1 $v1 · ∇w0 + ρ0w1 $v0 · ∇w1 + ρ0w1 $v1 · ∇w1

= − $v1 · ∇p1 +
$v1ρ1
ρ0

· ∇p0 +
$v1ρ1
ρ0

· ∇p1

+ρ0u1 $v1 · ∇u1 + ρ0w1 $v1 · ∇w1 − u1
ρ1
ρ0

∂p1
∂x

− w1
ρ1
ρ0

∂p1
∂z
,

(5)

where $v is the wind velocity.216

In order to demonstrate the variations in KE across different scale perturbations,217

proper BPAs must be applied to the tendency equations. Following the principle of triple218

decomposition, the variables are separated into turbulence, GWs, and BG [Reynolds and219

Hussain, 1972; Finnigan and Einaudi, 1981; Yim et al., 2019; Barbano et al., 2022]. The220

contributions to the energy change rate through different mechanics are analyzed, and the221

energy transfer among BG, GWs, and turbulence is studied. The triple decomposition for222

BG, GWs, and turbulence is based on their respective periods. The initial input is a single223

GW with a period of about 20 minutes. This period of 20 minutes is used to differentiate224

between the BG and the GWs. In terms of turbulence, there is no well-defined boundary225

between the GWs and turbulence. Fluctuations with periods less than 3 minutes are con-226

sidered to be turbulence in this study. The selection of 3 minutes is based on the follow-227

ing considerations. On one hand, this period includes as much turbulence as possible. On228

the other hand, this study focuses on isotropic turbulence. CGCAM velocity output shows229

isotropic velocity fluctuations with periods shorter than around 3 minutes. As a result, 3-230

min averaged data is considered as the background for the turbulence perturbation, which231

encompasses GW perturbations and the slower varying 20-min averaged data.232

During the GW breaking process, nonlinear physical terms play important roles in233

the energy transfer between different scales. As demonstrated by (5), the instantaneous234
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KE1 tendency is related to various nonlinear terms, including flow expansion or com-235

pression, the products of perturbation momentum flux and BG shear, advection, and the236

pressure gradient force doing work. These nonlinear terms are derived to study the energy237

transfer process among turbulence, GWs, and BG. Linear terms, such as products of linear238

perturbation variables and BPA nonlinear products, represented by the last four terms in239

(5), will average to zero when the proper BPAs are applied.240

4.3 Instability parameters241

Probabilities of dynamic instabilities (PDI) and convective instabilities (PCI) [Yang242

and Liu, 2022] are used to depict the variation of instabilities in the chosen region. PCI243

and PDI represent the likelihood of occurrences of the negative values of the square of244

buoyance frequency and the values of Richardson number between 0 and 0.25. Further245

details can be found in Yang and Liu [2022].246

5 Results247

5.1 KE, IE and PE Conversions during GW breaking process248

The KE, IE, and PE changes with respect to time are depicted in Figure 2. The en-249

ergy changes are calculated as integrals of corresponding energy changes over the speci-250

fied spatial domain. The blue solid lines in the left, middle, and right plots represent the251

total KE, IE, and PE variations derived from 2-s-resolution data, respectively. The red252

solid lines in these three plots depict the total KE, IE, and PE variations after a 20-min253

moving average with a 1.5-minute step. The vertical black lines mark the 56th minute,254

which is when the GWs start to break in the chosen region. The background values have255

been subtracted in IE and PE plots to highlight the variation. Before the start of the GW256

breaking process, the KE increases by approximately 400 J, while the IE and PE decrease257

by approximately 3000 J and 5000 J, respectively. The small variation in KE compared258

to the variations in IE and PE suggests that the energy change is primarily due to energy259

transport or advection, with the net effect of energy conversion being negligible.260

Energy conversion is related to KE tendency. The right-hand side terms of KE ten-261

dency are presented in Figure 3. Based on (3), the energy conversion between KE and PE,262

and KE and IE, p∇ · $v and ρgW are computed. The left plot depicts the energy change due263

to different physical processes, and the right plot depicts the corresponding energy change264
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Figure 2: The integrals of KE, IE and PE over the chosen region. The three blue solid lines rep-

resent KE, IE, and PE obtained from 2-s resolution data. The three red solid lines show the results

after applying 20-min moving averaging with 1.5-min step. GW breaking starts at the 56th minute

marked by vertical black solid lines.

rate. The blue dashed line shows the integration of −ρgW , which is the KE change con-265

verted from PE. The red dashed line is the KE change due to conversion from IE. The266

green solid line shows the KE change due to energy transport in the chosen region. The267

magenta solid line depicts the KE change due to air expansion or compression. During268

the first 60 minutes, roughly 2500 J of PE is converted into KE. During the same inter-269

val, only a limited amount of energy is converted into IE. The primary source of energy270

changes caused by fluid expansion or compression is from the work performed by the271

pressure gradient force. The process transported approximately 1500J of energy out of this272

region. During the period between the 60th and 63rd minutes, about 2500 J of KE is con-273

verted to PE, as indicated by the blue dashed line in the left top plot. Around 1500 J of274

IE is converted into KE, as depicted by the red dashed line in the same plot. During this275

5-min interval, there is limited energy change resulting from the pressure gradient force276

doing work since the energy change by −∇ · (p$v) is about 1500 J as shown by the magenta277

solid line in the left top plot. Between the 63rd and 69th minutes, all factors in the right-278

hand side of KE tendency are relatively small compared with the tendency between 60th279

and 63rd minutes, and the tendency after the 69th minute. After the 69th minute, the pri-280

mary source of energy variation caused by fluid expansion is the loss of energy into IE, as281

depicted by the red dashed line in the right top plot. The main increase of KE is a result282

of conversion from PE, as shown by the blue dashed line in the same plot.283

KE tendency due to KE flux divergence is separated into its horizontal and verti-284

cal parts, as shown in the bottom 2 plots in Figure 3. The left plot illustrates the energy285
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Figure 3: KE change and KE change rate due to forces. The top 2 plots depict the KE change

and KE change rate due to conversion and the divergence of KE flux. The bottom 2 plots depict

the horizontal and vertical components of KE change and KE change rate due to the divergence

of KE flux. The energy changes depicted in the left plots are obtained by integrating the energy

change rates over time. The energy change rates displayed in the right plots are obtained through

the integration of energy change rates over the selected spatial domain.
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change caused by various physical processes, while the right plot shows the correspond-286

ing energy change rate. The red solid lines represent the KE change and KE change rate287

due to the divergence of KE flux. The blue solid lines represent the KE change and KE288

change rate resulting from KE flux convergence through left and right boundaries. The289

green solid lines represent the KE change and KE change rate caused by KE divergence290

flux through the bottom and top boundaries. KE in the chosen region is reduced by ap-291

proximately 2000 J due to the vertical KE flux, and increased by about 1500 J due to the292

horizontal KE flux. Prior to the 56th minute, the magnitude of convergence of horizon-293

tal KE flux and the divergence of vertical KE flux both increase. During the period from294

the 56th minute to the 75th minute, the variation is fast and substantial. Between the 70th295

minute and the 90th minute, the vertical KE flux continues to diverge and the horizon-296

tal KE flux continues to converge. After the 90th minute, the divergence or convergence297

of KE flux is almost negligible. The energy transported by the flux remains unchanged,298

which suggests the velocity field has been mixed uniformly on a 15km scale. The GW299

source in the simulation is below the chosen region. At this height region, most energy300

transport occurs through the horizontal KE flux, which absorbs energy into this region301

from the left and right boundaries.302

5.2 Energy Transfer among BG, GWs, and Turbulence303

KE in BG, GW, and turbulence transfer among each other through nonlinear inter-304

actions. These interactions play different roles at different times causing KE to vary. In305

this section, the general variations of KE in BG, GW, and turbulence over the entire GW306

breaking process are discussed. More detailed analyses are provided for the interval when307

GW begins to break. KE in 20-minute BG, KE in GW, and KE in turbulence are denoted308

by KE0, KEGW , and KEturb , respectively.309

5.2.1 Mean Flow KE Tendency310

Following (4), the equation for KE0 tendency is as follows:311

∂KE0
∂t

= −ρ0u0u0
∂u0
∂x

− ρ0w0w0
∂w0
∂z

−ρ0w0u0(
∂w0
∂x
+
∂u0
∂z

)

−ρ0u0 $v1 · ∇u1
20min

− ρ0w0 $v1 · ∇w1
20min

− $v0 · ∇p0 + $v0 ·
ρ1
ρ0

∇p1

20min
− ρ0gw0.

(6)
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KE0 change can be examined by integrating over time. The energy changes are calcu-312

lated as the integrals of energy change rates over time. The energy change rates are ob-313

tained by integrating the energy change rates over the selected spatial domain. In (6),314

−ρ0u0u0
∂u0
∂x − ρ0w0w0

∂w0
∂z is the KE0 change due to BG air expansion or compression.315

−ρ0w0u0( ∂w0
∂x +

∂u0
∂z ) is the KE0 change due to BG wind shear. −ρ0u0 $v1 · ∇u1

20min
−316

ρ0w0 $v1 · ∇w1
20min

depicts how BG changes due to nonlinear interactions of perturbations.317

− $v0 · ∇p0 and −ρ0gw0 depict the work by pressure gradient force and gravity force, re-318

spectively. $v0 · ρ1
ρ0
∇p1

20min
depicts the perturbation pressure gradient averaged effect on319

KE0 change, which is another form of nonlinear interaction of perturbations.320

Figure 4: KE0 change and change rate over the chosen domain. The left plot is the integration of

force terms for KE0 change rate. The right plot is the work done by force terms for KE0 change.

The energy changes depicted in the left plot are obtained by integrating the energy change rates

over time. The energy change rates displayed in the right plot are obtained through the integration

of energy change rates over the selected spatial domain.

The KE0 change and change rate are shown in Figure 4. The energy changes de-321

picted in the left plots are obtained by integrating the energy change rates over time. The322

energy change rates displayed in the right plots are obtained through the integration of en-323

ergy change rates over a selected spatial domain. The energy changes caused by various324

mechanisms are described as follows. The evolution of KE0 is depicted by the red solid325

line in the left plot. It decreases first and then increases slightly by about 180 J at the end.326

The only positive contribution to KE0 comes from the work done by the pressure gradi-327

ent force and gravity force, as shown by the blue dashed line. On the other hand, the blue328

solid line, which represents the expansion and compression of the flow, has a negative ef-329
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fect on KE0. This indicates that the flow is expanding and transporting KE0 out of the330

chosen domain. The cyan solid line depicts the product of BG momentum flux and BG331

wind shear. In general, this term is negative, meaning that the momentum flux and wind332

shear have the same sign. This process transports flow with smaller/larger momentum to333

the position of flow with larger/smaller momentum, making the velocity field more uni-334

form and reducing the KE0. Before the 50th minute, a few minutes before the GW break-335

ing, the averaged nonlinear interactions reduce KE0, as shown by the green solid line. Af-336

ter GW breaking and turbulence develop, the nonlinear terms have a positive contribution337

to KE0 till the 75th minute. The same line types in the right plot depict the corresponding338

energy change rates.339

5.2.2 Perturbation KE Tendency340

KE in perturbation (KE1) here includes KE in turbulence (KEturb) and GWs (KEGW ).341

The background value is a 20-min average background. To accurately capture turbulence342

fluctuations, a 2-second resolution was used for the data analysis.343

∂KE1
∂t

= −ρ0u1u1
∂u0
∂x

− ρ0w1w1
∂w0
∂z

− ρ0w1u1(
∂w0
∂x
+
∂u0
∂z

)

−$v · ∇KE1 +
$v1ρ1
ρ0

· ∇p0 +
(ρ1 − ρ0) $v1
ρ0

· ∇p1

+ρ0u1 $v1 · ∇u1
20min

+ ρ0w1 $v1 · ∇w1
20min

−u1
ρ1
ρ0

∂p1
∂x

20min

− w1
ρ1
ρ0

∂p1
∂z

20min

,

(7)

Perturbation Q1 can be separated into Qturb and QGW . This allows for an investiga-344

tion of the variations in both the KEturb and KEGW .345

Turbulence KE346

The 2 s-resolution data and 3-min BPA is utilized in this study to analyze the tur-347

bulence energy and its interaction with GWs and BG. The equation for turbulence is the348

same as for total perturbation, but the BG for turbulence in this equation is 3 min-resolution349

data, which includes GWs. The total BG for turbulence (Q0) is separated into two compo-350

nents: QGW and QBG . This allows for the examination of the interactions between turbu-351

lence (Qturb) and the BG (QBG), as well as between turbulence and GWs (QGW ).352
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∂KE1
∂t

= −ρ0u1u1
∂u0
∂x

− ρ0w1w1
∂w0
∂z

− ρ0w1u1(
∂w0
∂x
+
∂u0
∂z

)

−$v · ∇KE1 +
$v1ρ1
ρ0

· ∇p0 +
(ρ1 − ρ0) $v1
ρ0

· ∇p1

+ρ0u1 $v1 · ∇u1
3min
+ ρ0w1 $v1 · ∇w1

3min

−u1
ρ1
ρ0

∂p1
∂x

3min

− w1
ρ1
ρ0

∂p1
∂z

3min

,

(8)

where the symbol Q
3min denotes the 3-minute BPA. To simplify the problem, ρ1 is as-353

sumed to be much smaller than ρ0. Therefore, ρ1 + ρ0 ∼ ρ0 and (ρ0 − ρ1)/ρ0 ∼ 1.354

∂KEturb

∂t
= −ρ0u2

turb

∂(uGW + u0)
∂x

− ρ0w
2
turb

∂(wGW + w0)
∂z

−ρ0wturbuturb(
∂(wGW + w0)

∂x
+
∂(uGW + u0)

∂z
)

−( $vturb + $vGW + $v0) · ∇KEturb +
$vturbρturb
ρ0

· ∇(pGW + p0) − $vturb · ∇pturb

+ρ0uturb $vturb · ∇uturb
3min
+ ρ0wturb $vturb · ∇wturb

3min

−uturb
ρturb
ρ0

∂pturb
∂x

3min

− wturb
ρturb
ρ0

∂pturb
∂z

3min

,

(9)

Do 3-minute BPA on the KEturb tendency equation and remove the terms averaged to355

zero yields356

∂KEturb
3min

∂t
= −ρ0u2

turb

∂(uGW + u0)
∂x

3min

− ρ0w
2
turb

∂(wGW + w0)
∂z

3min

−ρ0wturbuturb3min(∂(wGW + w0)
∂x

+
∂(uGW + u0)

∂z
)

−( $vturb + $vGW + $v0) · ∇KEturb

3min

+
$vturbρturb
ρ0

3min

· ∇(pGW + p0) − $vturb · ∇pturb
3min
.

(10)

The last 4 terms in (9) averages to zero ideally theoretically. However, in the practical cal-357

culation, these 4 terms do not average to zero because the separation among different time358

scales cannot be clear-cut. In (10), −ρ0u2
turb

∂(uGW+u0)
∂x

3min
− ρ0w

2
turb

∂(wGW+w0)
∂z

3min
repre-359

sents the KEturb change rate due to GW and BG flow expansion or compression. GW and360

BG flow expansion or compression result in a redistribution of KEturb . −ρ0wturbuturb3min( ∂(wGW+w0)
∂x +361

∂(uGW+u0)
∂z ) represents the KEturb change rate due to GW and BG wind shear. −( $vGW + $v0) · ∇KEturb

3min
362

depicts the KEturb change rate due to GW and BG wind transport KEturb into or out of363

the chosen region. "vturbρturb
ρ0

3min
· ∇(pGW + p0) depicts the KEturb change rate due to364

GW and BG pressure gradients or buoyancy terms. All the terms discussed above are re-365

lated to interactions between turbulence and its background. −( $vturb) · ∇KEturb

3min
and366

− $vturb · ∇pturb
3min

are turbulence self-interactions. Self-interactions of perturbations may367
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both strengthen or weaken the perturbation. These two processes are referred to as "self-368

strengthening" and "self-weakening," respectively.369

GW-turbulence interactions generally result in a decrease in the KEturb during the370

GW-breaking process. As illustrated in the middle 2 plots in Figure 5, in the left plot, the371

red solid line depicts the KEturb increased by about 70 J due to redistribution of KEturb372

by GWs. The blue solid line depicts the KEturb lost approximately 170 J through the in-373

teraction of turbulence momentum flux and GW wind shear. The cyan line depicts a loss374

of about 120 J in KEturb through advection caused by the velocity of GWs. The green375

solid line shows that the change in KEturb due to the pressure gradient force of the GWs376

acting on the turbulence velocity is approximately zero. Turbulence loses about 220 J into377

GWs during the GW-breaking process.378

After GWs begin to break, the increase in KEturb is primarily due to BG-turbulence379

interactions. As shown in the bottom two plots in Figure 5, the left plot depicts the energy380

change due to different physical processes, while the right plot shows the corresponding381

energy change rate. The energy changes are obtained by integrating the rates of change382

over time, while the rates of change are obtained by integrating over a chosen spatial do-383

main. In the left plot, the red solid line indicates that KEturb increased by about 10 J due384

to the redistribution of KEturb by BG flow. The blue solid line depicts that KEturb lost385

approximately 110 J through the interaction of turbulence momentum flux and BG wind386

shear. The cyan line depicts that KEturb continues to gain energy through advection due387

to BG velocity, resulting in a gain of approximately 100 J. The green solid line shows the388

KEturb change and change rate through BG pressure gradient force doing work on tur-389

bulence velocity. This process decreases the KEturb before GW breaking. However, af-390

ter GW starts to break, the BG pressure gradient force or the buoyant force increases the391

KEturb by approximately 300 J.392

Self-interactions of turbulence play a crucial role in the variability of KEturb . As393

shown in the top two plots in Figure 5, KEturb starts to grow rapidly after the 56th minute394

when GW starts to break. Advection of KEturb by turbulence velocity starts to decrease395

KEturb around the 60th minute, as depicted by the blue lines. Turbulence pressure gra-396

dient along with turbulence velocity causes a decrease in KEturb from the 56th to 65th397

minute and increases KEturb after the 65th minute, as shown by the cyan lines.398
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Figure 5: KEturb change and change rate through different physical processes. The energy

changes depicted in the left plots are obtained by integrating the energy change rates over time.

The energy change rates displayed in the right plots are obtained through the integration of energy

change rates over the selected spatial domain.
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Gravity Wave KE399

KE in perturbations with 20-min BPA BG and KE in turbulence with 3-min BPA400

BG were deducted in this section. Their difference represents the tendency of KE in GWs.401

Rewrite (7),402

∂(KEturb + KEGW )
∂t

= −ρ0(uGW + uturb)(uGW + uturb)
∂u0
∂x

−ρ0(wGW + wturb)(wGW + wturb)
∂w0
∂z

−ρ0(wGW + wturb)(uGW + uturb)(
∂w0
∂x
+
∂u0
∂z

)

−$v · ∇(KEturb + KEGW )

+
( $vGW + $vturb)(ρturb + ρGW )

ρ0
· ∇p0 − ( $vGW + $vturb) · ∇(pGW + pturb)

+ρ0(uGW + uturb)( $vGW + $vturb) · ∇(uGW + uturb)
20min

+ρ0(wGW + wturb)( $vGW + $vturb) · ∇(wGW + wturb)
20min

−(uGW + uturb)
(ρturb + ρGW )

ρ0

∂(pGW + pturb)
∂x

20min

−(wGW + wturb)
(ρturb + ρGW )

ρ0

∂(pGW + pturb)
∂z

20min

,

(11)

where the symbol Q
20min denotes the 20-minute BPA. Subtract (9) from (11).403

∂KEGW

∂t
= −ρ0(u2

GW + 2uturbuGW )∂u0
∂x
+ ρ0u2

turb

∂uGW

∂x

−ρ0(w2
GW + 2wturbwGW )∂w0

∂z
+ ρ0w

2
turb

∂wGW

∂z

−ρ0wGWuGW (∂w0
∂x
+
∂u0
∂z

) − ρ0(wturbuGW + wGWuturb)(
∂w0
∂x
+
∂u0
∂z

)

+ρ0wturbuturb(
∂wGW

∂x
+
∂uGW

∂z
) − $v · ∇KEGW

+
( $vGW ρGW + $vGW ρturb + $vturbρGW )

ρ0
· ∇p0 −

$vturbρturb
ρ0

· ∇pGW

− $vGW · ∇pGW − $vturb · ∇pGW − $vGW · ∇pturb

+ρ0(uGW + uturb)( $vGW + $vturb) · ∇(uGW + uturb)
20min

+ρ0(wGW + wturb)( $vGW + $vturb) · ∇(wGW + wturb)
20min

−(uGW + uturb)
(ρturb + ρGW )

ρ0

∂(pGW + pturb)
∂x

20min

−(wGW + wturb)
(ρturb + ρGW )

ρ0

∂(pGW + pturb)
∂z

20min

−ρ0uturb $vturb · ∇uturb
3min

− ρ0wturb $vturb · ∇wturb

3min

+uturb
ρturb
ρ0

∂pturb
∂x

3min

+ wturb
ρturb
ρ0

∂pturb
∂z

3min

.

(12)
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Averaging the equation over 20-min intervals and removing the linear terms that averaged404

to zero yields405

∂KEGW
20min

∂t
= −ρ0(u2

GW
+ 2uturbuGW )

20min ∂u0
∂x
+ ρ0u2

turb

∂uGW

∂x

20min

−ρ0(w2
GW
+ 2wturbwGW )

20min ∂w0
∂z
+ ρ0w

2
turb

∂wGW

∂z

20min

−ρ0wGWuGW
20min(∂w0

∂x
+
∂u0
∂z

) − ρ0(wturbuGW + wGWuturb)
20min(∂w0

∂x
+
∂u0
∂z

)

+ρ0wturbuturb(
∂wGW

∂x
+
∂uGW

∂z
)
20min

− $v · ∇KEGW

20min

+
( $vGW ρGW + $vGW ρturb + $vturbρGW )

20min

ρ0
· ∇p0 −

$vturbρturb
ρ0

· ∇pGW

20min

− $vGW · ∇pGW

20min
− $vturb · ∇pGW

20min
− $vGW · ∇pturb

20min

−ρ0uturb $vturb · ∇uturb
3min

20min

− ρ0wturb $vturb · ∇wturb

3min
20min

+uturb
ρturb
ρ0

∂pturb
∂x

3min
20min

+ wturb
ρturb
ρ0

∂pturb
∂z

3min
20min

.

(13)

The 4 terms in (12) are expected to average to zero when using 20-minute averages, but406

in the practice, this is not always the case due to the difficulty in clearly distinguishing407

between different time scales. In (13), −ρ0u2
GW

20min
∂u0
∂x − ρ0w

2
GW

20min
∂w0
∂z is the KEGW408

change rate due to BG flow expansion or compression, also referred to as the redistribu-409

tion of KEGW by BG. −ρ0wGWuGW
20min( ∂w0

∂x +
∂u0
∂z ) is the KEGW change rate result-410

ing from the interaction of GW momentum flux and BG wind shear. − $v0 · ∇KEGW

20min
411

is the transportation of KEGW caused by the BG wind. "vGW ρGW
20min

ρ0
· ∇p0 depicts the412

KEGW change rate due to BG pressure gradient or buoyancy term. The terms above are413

categorized as BG-GW interactions. − $vGW · ∇KEGW

20min
and − $vGW · ∇pGW

20min
de-414

pict the effect on KEGW change rate from GW self-interactions. ρ0u2
turb

∂uGW

∂x

20min
+415

ρ0w
2
turb

∂wGW

∂z

20min
depicts the KEGW change rate due to GW redistributing turbulence.416

ρ0wturbuturb( ∂wGW

∂x +
∂uGW

∂z )
20min

represents the KEGW change rate due to interactions417

of GW wind shear and turbulence momentum flux. − $vturb · ∇KEGW

20min
shows the ef-418

fects on KEGW change rate due to the averaged effect of turbulence transporting KEGW .419

− "vturbρturb
ρ0

· ∇pGW

20min
, − $vturb · ∇pGW

20min
and − $vGW · ∇pturb

20min
depict the KEGW420

change rate due to buoyancy force of GW and turbulence, acting on turbulence or GW421

perturbations, respectively. The terms discussed above are grouped as GW-turbulence in-422

teractions. The remaining terms in (13) are grouped as BG-GW-turbulence interactions423

because they involve variables from BG, GWs, and turbulence in their mathematical ex-424

pressions. These terms reflect the complex interplay related to the three different scales.425
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Figure 6: KEGW change and change rate due to GW and BG interactions over the spatial do-

main. The left plot depicts the energy change due to different physical processes, and the right plot

depicts the corresponding energy change rate. The energy changes depicted in the left plots are

obtained by integrating the energy change rates over time. The energy change rates displayed in

the right plots are obtained through the integration of energy change rates over the selected spatial

domain.
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Interactions between BG and GWs, such as KEGW advection, redistribution of KEGW426

by BG, KEGW transportation by BG, GW self-strengthening, and other BG-GW interac-427

tions play the dominant role in the evolution of KEGW . The changes in KEGW and the428

change rates resulting from interactions between BG and GWs are shown in the top 2429

plots of Figure 6. The energy changes depicted in the left plots are obtained by integrating430

the energy change rates over time. The energy change rates displayed in the right plots are431

obtained through the integration of energy change rates over the selected spatial domain.432

The red solid line shows that KEGW increases from the start and reaches its maximum433

value at the 56th minute. After that, gravity wave breaking begins and KEGW decreases.434

The blue solid lines in the top plots depict the redistribution of KEGW by BG. After the435

GW starts to break, BG redistributes more energy into the chosen region. The redistribu-436

tion stopped shortly after turbulence fully developed around the 73rd minute, after which437

the energy change due to redistribution remains constant. The green solid line in the left438

top plot represents the energy transfer between GWs and BG through the interaction of439

GW momentum flux and BG wind shear. The green line is negative, which indicates that440

GW is losing KE to BG. This mechanism starts to impact the KEGW when GW begins to441

break. During GW breaks, GW loses about 220 J energy to BG through this interaction.442

GW advection slightly increased KEGW before GW starts to break, as shown by the red443

dashed lines in the top two plots. Before GW starts to break, the main increase of KEGW444

is due to the nonlinear interaction of GW velocity and GW pressure gradient force, as445

shown by the blue dashed lines in the top two plots. GW self-strengthening contributes to446

the increase of KEGW before GW breaking. BG pressure gradient power decreases KEGW447

in the chosen region, as shown by the cyan solid lines in the top two plots, starting before448

GWs start to break.449

The role of turbulence in the alteration of KEGW is significant. Both direct interac-450

tions between GWs and turbulence and the interactions between the BG, GWs, and tur-451

bulence contribute roughly equally to the rate of change in KEGW . The KEGW changes452

and change rate due to GW-turbulence interactions are presented in the middle 2 plots in453

Figure 6. The bottom 2 plots in the same figure display the changes and change rates in454

KEGW due to BG-GW-turbulence interactions. The energy changes depicted in the left455

plots are obtained by integrating the energy change rates over time. The energy change456

rates displayed in the right plots are obtained through the integration of energy change457

rates over the selected spatial domain.458

–22–



Confidential manuscript submitted to JGR-Atmospheres

In general, GW-turbulence interactions increase KEGW , while BG-GW-turbulence459

interactions decrease KEGW . As shown by the green line in the middle 2 plots in Figure460

6, the interaction between the turbulence momentum flux and the GW wind shear results461

in an increase in the GW wind shear, leading to a rise in KEGW after the GW breaks.462

This is comparable to the process in which the GW momentum flux transfers its KE GW463

into the BG wind shear, as illustrated by the green line in the top two plots in Figure 6.464

Before GWs break, GW KE increases through turbulence pressure gradient force doing465

work shown by the red solid line in the middle 2 plots in Figure 6. BG expansion or com-466

pression interacts with GW and turbulence momentum flux increase the KEGW during the467

turbulence developing process shown by the red solid line in the bottom 2 plots in Figure468

6. The blue solid lines in the middle 2 plots depict that BG wind shear interacts with GW469

and turbulence momentum flux decrease the KEGW during the 5-minute interval of the470

turbulence developing process.471

BG-GW-turbulence interactions generally decreases KEGW . Before turbulence devel-472

ops, the three component interactions decrease KEGW , transferring energy into BG. GW473

energy loses to BG. After GW starts to break, GW energy is transferred into turbulence474

and BG. About 230J KE is transferred from turbulence into GW at the end from KEturb475

tendency as shown in the left middle plot in Figure 5. About 220J energy is transferred476

from turbulence into GW as shown in Figure 6. So most of the energy transferred by BG-477

GW-turbulence interactions finally goes into BG.478

5.2.3 GW and Turbulence KE Tendencies During Turbulence Development479

A closer examination of the period between the 56th and 65th minutes, when the480

gravity wave breaks and turbulence develops, is insightful. 2-s resolution KEturb and481

KEGW change and change rate are presented between the 56th minute and 65th minute482

when the GWs start to break and turbulence starts to develop. The energy changes due483

to various physical processes are presented in Figure 7. It is not necessary to display the484

2-second resolution energy change and energy change rate of KE0 as it only relates to485

low-frequency (period ≥ 20 minutes) variables or the 20-minute averaged effect of high-486

frequency perturbations (turbulence and GWs, period < 20 minutes).487

From the 50th to the 58th minute, the growth rate of KEturb is relatively slow, as488

depicted by the solid red lines in the top two plots of Figure 7. During this 8-min inter-489
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Figure 7: KEturb change and change rate between the 50th minute and 70the minute. The left

plot depicts the energy change due to different physical processes, and the right plot depicts the

corresponding energy change rate. The energy changes depicted in the left plots are obtained by

integrating the energy change rates over time. The energy change rates displayed in the right plots

are obtained through the integration of energy change rates over the selected spatial domain.

–24–



Confidential manuscript submitted to JGR-Atmospheres

val, the main factor contributing to the growth of KEturb is the redistribution by gravity490

waves, as shown in the plot on the middle right. This 8-min interval is referred to as tur-491

bulence growth phase 1. The maximum value of turbulence KEturb is reached 5 minutes492

after the 58th minute. This 5-minute period is referred to as turbulence growth phase 2.493

Before GWs break, the interaction of turbulence momentum flux and wind shear decreases494

KEturb , as shown by the blue solid lines in the middle two plots of Figure 7. However,495

the GW redistribution increases KEturb , as depicted by the red solid line in the same two496

plots. The combined effect from GW-turbulence interaction increases KEturb before GWs497

break. After the breaking of GWs, turbulence starts to grow rapidly. However, the com-498

bined effect of GW-turbulence interaction decreases KEturb . Turbulence mainly absorbs499

KE through BG-turbulence interactions, especially in the last 2 minutes when turbulence500

is at its strongest, as indicated by the green solid line in the bottom two plots in Figure 7.501

The primary driver of the BG-turbulence interactions that drive turbulence growth is the502

BG buoyant force acting on turbulence velocity.503

5.3 Instabilities and GW-breaking504

During the GW breaking period, instabilities play a significant role in the generation505

of turbulence. Instabilities are closely associated with GW breaking and the generation506

of turbulence. At the 46th minute, instabilities begin to emerge in the chosen region, as507

shown in Figure 8. Probabilities of instabilities reach their maximum at around the 70th508

minute.509

PCI is closely linked to the GW breaking process. Between the 54th minute and510

58th minute, both PCI and PDI rise along with KEGW increases. However, between the511

58th minute and 62nd minute, PCI drops approximately 8 percentage points along with512

the growth of KEturb . Subsequently, from the 62nd to the 64th minute, as the KEturb513

decreases by 150 J, as shown in the top left plot in Figure 7, the PCI increases by approx-514

imately 8 percentage points. Instabilities can result from large temperature gradients and515

wind shear introduced by GWs.516

6 Discussion517

The mechanisms of energy convergence during various stages of gravity wave break-518

ing are distinct. Before the turbulence growth phase 2 and prior to the saturation of GWs519
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Figure 8: PCI and PDI in the chosen region. The blue lines depict the probability of convective

instability. The red lines depict the probability of dynamic instability.

(around the 58th minute), the work done by the gravity force on vertical motion and the520

convergence of pressure flux due to flow expansion/compression balance each other, as521

demonstrated in the top two plots in Figure 3. On average, the work done by pressure is522

the dominant factor in the convergence of pressure flux before GW breaking begins, as in-523

dicated by the magenta solid line in the top left plot of Figure 3. The IE-KE conversion524

is through flow oscillations along with expansion/compression. The blue and red dashed525

lines in the top right plot of Figure 3 demonstrate that the magnitude of energy conversion526

from KE to IE is comparable to that from PE to KE, but with opposite signs. However,527

the converted IE is almost zero during the first 58 minutes. Prior to the breaking or dissi-528

pation of GWs, the energy conversion in the flow is an adiabatic process, and on average529

over the BG period, there is no conversion between mechanical energy and IE. During tur-530

bulence growth phase 2 and GW saturation interval (between the 58th and 62nd minute),531

KEGW stays constant while KEturb increases to its maximum. KE starts to be converted532

to PE, as indicated by the blue dashed line in the right top plot in Figure 3. Meanwhile,533

more IE starts to be converted to KE, as shown by the red dashed line in the right top plot534

in Figure 3. A possible dynamic is that as GW is about to break, the flow keeps expand-535

ing when the GW propagates upward, which increases the KE and maintains momentum536

conservation.537

The relationship between wave energy deposition and turbulent dissipation has been538

suggested in previous studies [Becker and Schmitz, 2002]. In our simulation, before the539
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onset of turbulence, there is limited energy deposition occurs, not only in the case of con-540

servative wave propagation [Becker and Schmitz, 2002] but also before turbulence-growth541

phase 2 when turbulence interacts with BG. After phase 2, KE is converted into IE. This542

conversion is primarily driven by the pressure flux, which is in agreement with the find-543

ings of Becker and Schmitz [2002]. Turbulence starts to decay after the KEturb reaches its544

maximum. Approximately 5 minutes after the KEturb peak (at the 69th minute), KE starts545

to be converted to IE, as shown by the red dashed line in the right top plot in Figure 3.546

This suggests that the decay of turbulence is related to the pressure flux p∇ · $v and KE-IE547

conversion. This study indicates that heat transport due to wave propagation is the main548

cause of IE variation prior to gravity wave breaking or saturation in the mesopause re-549

gion. IE change due to KE-IE convergence becomes the dominant factor when GW starts550

to break especially after wave-breaking-generated turbulence starts to decay.551

The interactions between GWs and turbulence, between BG and GWs, and between552

BG and turbulence have distinct functions during the two phases of turbulence growth.553

The energy transferred through these interactions is summarized in the energy-transfer554

triangle shown in Figure 9. The blue arrows indicate the direction of energy transferred555

through related interactions during turbulence growth phase 1. The red arrows indicate the556

direction of energy transferred during turbulence growth phase 2. The size of the arrows557

represents the energy transfer magnitude. In this system, GWs are the source of KE. In558

the two phases of turbulence growth, GWs transferred 570 J of energy to BG through BG-559

GW interactions, with the majority of energy transfer occurring in phase 1.560

The convergence of energy resulting from gravity wave saturation is linked to tur-561

bulence. Gravity wave saturation primarily occurs through instabilities that act locally to562

dissipate wave energy and produce turbulence. GW saturation results in net deceleration563

of the zonal mean flow and turbulent heating of the environment [Fritts, 1989]. Figure 9564

suggests that the processes are possibly related to turbulence. Saturated GW transfers GW565

KE to BG flow, but more energy is transferred from BG to turbulence, most of which is566

converted into BG IE through turbulent heating.567

As GWs propagate, they continuously interact with the BG flow and alter it. Sim-568

ulations by Bölöni et al. [2016] suggest that direct BG-GW interactions dominate energy569

transfer over the wave-breaking. Our simulation shows consistent results in both phases570

of turbulence development, as demonstrated in Figure 6. Before turbulence-growth phase571
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Figure 9: A schematic diagram of KE transfer between BG, GW, and turbulence. The blue arrows

show the energy flow direction and amount during turbulence growth phase 1. The red arrows

show the energy flow direction and amount during turbulence growth phase 2. The thicknesses of

the arrows represent the amount of energy transferred within the time intervals of phases 1 or 2.

2, the KE transferred by direct BG-GW interactions is about 430 J and KE transferred re-572

lated to the turbulence act is approximately 40 J. During phase 2, with the situation that573

the magnitude of turbulent perturbation grows rapidly, direct BG-GW interaction transfers574

100 J KE to mean flow, while the turbulence transfers 50 J back to GW, as indicated by575

the red arrows in Figure 9.576

GW-turbulence interactions initiated the initial development of turbulence. During577

phase 1, turbulence grows through both GW-turbulence interactions and self-strengthening.578

The transfer of energy between GWs and turbulence is solely achieved through the work579

done by the wave fluctuations in turbulent stress against the wave rates of strain [Finnigan,580

1988; Einaudi and Finnigan, 1993; Finnigan and Shaw, 2008]. Our simulation confirms581

these results, showing that the transfer of KE between GWs and turbulence during the GW582

breaking process is solely achieved through the mechanism UtWt
∂Ugi

∂x j
. In this study, we583

also take into account the redistribution of KEturb by GWs as part of the GW-turbulence584

interactions, even though no energy is directly transferred between the GWs and turbu-585

lence through this mechanism.586

Our simulation reveals that the BG-turbulence interactions, particularly the buoy-587

ancy term, are the leading contributor to turbulence growth in phase 2, demonstrated by588

the green solid lines in the bottom plots of Figure 7. In the observation by de Nijs and589
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Pietrzak [2012], they found that buoyancy production dominates in some instants. The590

influence of buoyancy is typically taken into account as a sink of KEturb but when buoy-591

ancy is negative, which is associated with unstable stratification, the buoyancy can con-592

vert turbulent potential energy into KEturb . Therefore, buoyancy can cause an increase in593

KEturb . Extra study about total turbulent energy and turbulent potential energy is neces-594

sary to examine this mechanism.595

Convective instability is the first step leading to wave breaking and turbulence gen-596

eration [Koudella and Staquet, 2006]. In the chosen domain, instabilities occur 10 minutes597

before GWs start to break. GW breaking generates turbulence which reduces instabilities598

through turbulence momentum flux absorbing energy from BG wind shear. This simula-599

tion provides support for the mechanisms proposed in Fritts and Dunkerton [1985].600

This 2D simulation provided valuable insight into the dynamics of gravity wave601

breaking. However, as suggested by Fritts et al. [1994, 2022b,c] and Andreassen et al.602

[1994], 2D computations may not accurately capture the instability structure and turbu-603

lence generation associated with wave breaking. Additionally, this study focuses on turbu-604

lence kinetic energy (KEturb) and does not account for conversions between KEturb and605

turbulence potential energy. Further research in this area is necessary.606

7 Conclusion607

Energy conversions between KE, PE, and IE over the chosen region, are investi-608

gated. Throughout the simulation, kinetic energy in the mesopause region increased. Po-609

tential energy is converted to kinetic energy, and most of the increased kinetic energy is610

converted to internal energy. The energy conversion shows different patterns of dominance611

during the two intervals. Specifically, during the GW breaking process, the period of tur-612

bulence growth is divided into two distinct phases based on KEturb change rate. Before613

phase 2, the dominant total energy change in the chosen region is caused by PE-KE con-614

version and KE transportation. After phase 1, the dominant total energy change in the615

chosen region results from PE-KE conversion and KE-IE conversion. The primary mecha-616

nism for KE-IE conversion is through pressure flux, which is associated with the decay of617

turbulence.618

The kinetic energy transfer among the turbulence, GW, and background is studied.619

Energy transfers among these three components are bilateral. At different stages, the com-620
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bined effects show different energy-transferring directions. The interactions between the621

BG and GWs dominate the energy transfer process during the GW-breaking event. On622

the other hand, GW-turbulence interactions initiated the growth of turbulence. However,623

in the second phase, the GW-turbulence interactions feed back energy from turbulence to624

the GWs. The only mechanism of energy transfer between GWs and turbulence through625

GW-turbulence interactions is the turbulent stress against the wave rates of strain. BG-626

turbulence interactions are the dominant contributor to the growth of turbulence, espe-627

cially in the second phase, and the dominant contributor in BG-turbulence interaction is628

the work by buoyancy. However, buoyancy reduces KEGW over the simulation.629

Instabilities lead to the breaking of GWs. The breaking of GWs generates turbu-630

lence, which in turn weakens instabilities by dissipating wave energy. The BG acts as an631

intermediary in the process of turbulence dissipating wave energy.632

DNS modeling studies are valuable in explaining small structure dynamics. Increas-633

ingly realistic DNS modeling can yield an improved ability to quantify the contributions to634

turbulence development through different mechanisms. More studies such as 3D simula-635

tions are necessary to improve our understanding of the GW breaking process.636
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A: Energy Conversion640

This appendix is to present the deduction for energy conservation among kinetic641

energy (KE), internal energy (IE), and potential energy (PE).642

Start with CGCAM governing equations.643

∂ρ

∂t
+
∂(ρu)
∂x

+
∂(ρw)
∂z

= 0; (A.1)

∂(ρu)
∂t
+
∂(ρuu)
∂x

+
∂(ρuw)
∂z

= −∂p
∂x
+ (∂σxx
∂x
+
∂σxz
∂z

); (A.2)

∂(ρw)
∂t

+
∂(ρwu)
∂x

+
∂(ρww)
∂z

= −∂p
∂z

− ρg + (∂σxz
∂x
+
∂σzz
∂z

). (A.3)

(A.2) and (A.3) can be rewritten as644

ρ
∂u
∂t
+ ρu

∂u
∂x
+ ρw

∂u
∂z
+ u(∂ρ
∂t
+
∂(ρu)
∂x

+
∂(ρw)
∂z

) = −∂p
∂x
+ (∂σxx
∂x
+
∂σxz
∂z

); (A.4)

ρ
∂w

∂t
+ ρu

∂w

∂x
+ ρw

∂w

∂z
+ w(∂ρ

∂t
+
∂(ρu)
∂x

+
∂(ρw)
∂z

) = −∂p
∂z

− ρg + (∂σxz
∂x
+
∂σzz
∂z

). (A.5)

Substitute (A.1) into the left hand side of equations above. The equations can be rewrit-645

ten as follow after every term is divided by ρ. The equations describe the tendencies of646

momentum and energy per unit mass.647

∂u
∂t
+ u
∂u
∂x
+ w
∂u
∂z
= − 1
ρ

∂p
∂x
+

1
ρ

!
∂σxx
∂x
+
∂σxz
∂z

"
, (A.6)

∂w

∂t
+ u
∂w

∂x
+ w
∂w

∂z
= − 1
ρ

∂p
∂z

− g +
1
ρ

!
∂σxz
∂x
+
∂σzz
∂z

"
, (A.7)

where648

σxx = µ

!
4
3
∂u
∂x

− 2
3
∂w

∂z

"
, (A.8)

649

σzz = µ

!
4
3
∂w

∂z
− 2

3
∂u
∂x

"
, (A.9)

650

σxz = µ

!
∂w

∂x
+
∂u
∂z

"
, (A.10)

where dynamical viscosity µ = 1.57×10−5 (N m−3 kg). Substituting σxx,σzz,σxz into651

(A.6) and (A.7) yields:652

∂u
∂t
+ u
∂u
∂x
+ w
∂u
∂z
= − 1
ρ

∂p
∂x
+ µ

#
1
ρ0

− ρ1

ρ20

$ !
4
3
∂2u
∂x2 +

1
3
∂2w

∂x∂z
+
∂2u
∂z2

"
, (A.11)

∂w

∂t
+ u
∂w

∂x
+ w
∂w

∂z
= − 1
ρ

∂p
∂z

− g + µ

#
1
ρ0

− ρ1

ρ20

$ !
4
3
∂2w

∂z2 +
1
3
∂2u
∂x∂z

+
∂2w

∂x2

"
. (A.12)
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Part of the horizontal and vertical components of the kinetic energy tendency can be de-653

rived by multiplying ρu and ρw on (A.11) and (A.12), respectively.654

ρu
∂u
∂t
+ ρu2 ∂u

∂x
+ ρwu

∂u
∂z
= −u

∂p
∂x
+ uµ

!
4
3
∂2u
∂x2 +

1
3
∂2w

∂x∂z
+
∂2u
∂z2

"
, (A.13)

ρw
∂w

∂t
+ ρuw

∂w

∂x
+ ρw2 ∂w

∂z
= −w ∂p

∂z
− ρwg + wµ

!
4
3
∂2w

∂z2 +
1
3
∂2u
∂x∂z

+
∂2w

∂x2

"
. (A.14)

The equations above missed the part of kinetic energy tendency due to density variation.655

Multiplying u2 or w2 with mass conservation (A.1) leads to the KE tendency due to den-656

sity tendency:657

u2 ∂ρ

∂t
+ u3 ∂ρ

∂x
+ u2w

∂ρ

∂z
+ ρu2 ∂u

∂x
+ ρu2 ∂w

∂z
= 0, (A.15)

w2 ∂ρ

∂t
+ w2u

∂ρ

∂x
+ w3 ∂ρ

∂z
+ ρw2 ∂u

∂x
+ ρw2 ∂w

∂z
= 0. (A.16)

Combining equations(A.13) and (A.15) together leads to the total tendency of the horizon-658

tal part of KE as (A.17). Combining equations(A.14) and (A.16) together gives the total659

vertical and the horizontal part of KE as (A.18). In the simulation, the diffusivity is negli-660

gible, so the diffusion terms are dropped in the KE tendency equations. The deduction of661

diffusion terms is in appendix 1.662

∂( 1
2 ρu

2)
∂t

+
1
2

u3 ∂ρ

∂x
+

1
2

u2w
∂ρ

∂z
+

1
2
ρu2 ∂u
∂x
+

1
2
ρu2 ∂w

∂z
+ ρu2 ∂u

∂x
+ ρuw

∂u
∂z
= −u

∂p
∂x
, (A.17)

∂( 1
2 ρw

2)
∂t

+
1
2
w2u
∂ρ

∂x
+

1
2
w3 ∂ρ

∂z
+

1
2
ρw2 ∂u
∂x
+

1
2
ρw2 ∂w

∂z
+ρwu

∂w

∂x
+ρw2 ∂w

∂z
= −w ∂p

∂z
−gρw. (A.18)

Combining the 2 parts leads to the KE tendency.663

∂KE
∂t
= −∇ · (KE$v) − $v · ∇p − gρw

= −∇ · (KE$v) − ∇ · (p$v) + p∇ · $v − gρw.

(A.19)

The other part of the energy is the internal energy per unit mass (IE).664

Cv
dT
dt

− 1
ρ

dp
dt
=
κ

ρ
∇2T +

dq
dt
, (A.20)

where κ is the conductivity, and κ is not a constant.665

κ = di f ∗ suth. (A.21)
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where diffusivity di f = µCp/Pr , where Prandtl number Pr = 1. suth is Sutherland’s666

formula:667

suth =
(T0 + Tsuth)
(T + Tsuth)

!
T
T0

"3/2
, (A.22)

where Tsuth = 110 K. T0 is the given background temperature in CGCAM at the initial668

time, which is 300 K. And dq/dt is zero since there is no heat input or output. So669

κ = µ
Cp

Pr
(T0 + Tsuth)
(T + Tsuth)

!
T
T0

"3/2

κ = µ
Cp

Pr
410

(T + 110)

!
T

300

"3/2
.

(A.23)

Cv
dT
dt
=

1
ρ

dp
dt
+
κ

ρ
∇2T . (A.24)

With ideal gas law,670

Cv
dT
dt
= RT

dlnρ
dt
+
κ

ρ
∇2T . (A.25)

With the continuity equation,671

Cv
dT
dt
= −RT∇ · $v + κ

ρ
∇2T

∂T
∂t
= − 1

Cv
RT∇ · $v − $v · ∇T +

κ

Cvρ
∇2T

= − 1
ρCv

p∇ · $v − $v · ∇T +
κ

Cvρ
∇2T .

(A.26)

Cvρ× (A.26) + CvT× (A.1),672

∂IE
∂t
= −CvT($v · ∇ρ + ρ∇ · $v) − p∇ · $v − Cvρ$v · ∇T + κ∇2T

= −∇ · (IE$v) − p∇ · $v.
(A.27)

Another energy format is potential energy (PE). Potential energy PE = ρgh. The673

tendency of PE is674

∂pE
∂t
= gh

∂ρ

∂t
+ gρw = −gh ($v · ∇ρ + ρ∇ · $v) + gρw

= −∇ · (PE$v) + gρw.
(A.28)

B: Energy Transfer among Background and Perturbations675

The variables are separated into the background part and the perturbation part. De-676

fine variable q = q0 + q1, and q0 = q0(x, z), q1 = q1(t, x, z). Rewrite (A.11), (A.12), (A.13)677

and (A.14) as:678
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∂u0
∂t
+
∂u1
∂t
+ $v0 · ∇u0 + $v1 · ∇u0 + $v0 · ∇u1 + $v1 · ∇u1

= − 1
ρ0

∂p0
∂x

− 1
ρ0

∂p1
∂x
+
ρ1

ρ20

∂p0
∂x
+
ρ1

ρ20

∂p1
∂x

+µ( 1
ρ0

− ρ1

ρ20
)
!
4
3
∂2u0

∂x2 +
1
3
∂2w0
∂x∂z

+
∂2u0

∂z2 +
4
3
∂2u1

∂x2 +
1
3
∂2w1
∂x∂z

+
∂2u1

∂z2

"
,

(B.1)

∂w0
∂t
+
∂w1
∂t
+ $v0 · ∇w0 + $v1 · ∇w0 + $v0 · ∇w1 + $v1 · ∇w1

= − 1
ρ0

∂p0
∂z

− 1
ρ0

∂p1
∂z
+
ρ1

ρ20

∂p0
∂z
+
ρ1

ρ20

∂p1
∂z

− g

+µ( 1
ρ0

− ρ1

ρ20
)
!
4
3
∂2w0

∂z2 +
1
3
∂2u0
∂x∂z

+
∂2w0

∂x2 +
4
3
∂2w1

∂z2 +
1
3
∂2u1
∂x∂z

+
∂2w1

∂x2

"
,

(B.2)

where Taylor expansion 1
ρ0+ρ1

= 1
ρ0

− ρ1
ρ2

0
+

2ρ2
1

ρ3
0
+O(ρ2) is used. Do a time average over one679

period. For the ideally theoretical case, the averaged q0 over one period stays the same680

and the linear terms would vanish. Do a time average on (B.1) and (B.2). The tendency681

for averaged variables q0 can be derived.682

∂u0
∂t
+ $v0 · ∇u0 + $v1 · ∇u1

= − 1
ρ0

∂p0
∂x
+
ρ1

ρ20

∂p1
∂x

+µ
1
ρ0

!
4
3
∂2u0

∂x2 +
1
3
∂2w0
∂x∂z

+
∂2u0

∂z2

"
− µ 1
ρ20

#
4
3
ρ1
∂2u1

∂x2 +
1
3
ρ1
∂2w1
∂x∂z

+
ρ1∂2u1

∂z2

$
,

(B.3)

∂w0
∂t
+ $v0 · ∇w0 + $v1 · ∇w1

= − 1
ρ0

∂p0
∂z
+
ρ1

ρ20

∂p1
∂z

− g

+µ
1
ρ0

!
4
3
∂2w0

∂z2 +
1
3
∂2u0
∂x∂z

+
∂2w0

∂x2

"
− µ 1
ρ20

#
4
3
ρ1
∂2w1

∂z2 +
1
3
ρ1
∂2u1
∂x∂z

+ ρ1
∂2w1

∂x2

$
.

(B.4)

Derive momentum equations for perturbations or GWs by subtracting the BG-period-683

averaged equations from (B.1) and (B.2).684

∂u1
∂t
+ $v1 · ∇u0 + $v0 · ∇u1 + $v1 · ∇u1 − $v1 · ∇u1

= − 1
ρ0

∂p1
∂x
+
ρ1

ρ20

∂p0
∂x
+
ρ1

ρ20

∂p1
∂x

− ρ1

ρ20

∂p1
∂x

+µ
1
ρ0

!
4
3
∂2u1

∂x2 +
1
3
∂2w1
∂x∂z

+
∂2u1

∂z2

"

−µ ρ1

ρ20

!
4
3
∂2u0

∂x2 +
1
3
∂2w0
∂x∂z

+
∂2u0

∂z2 +
4
3
∂2u1

∂x2 +
1
3
∂2w1
∂x∂z

+
∂2u1

∂z2

"

+µ
1
ρ20

#
4
3
ρ1
∂2u1

∂x2 +
1
3
ρ1
∂2w1
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+
ρ1∂2u1

∂z2

$
,

(B.5)
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∂w1
∂t
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(B.6)

For kinetic energy (KE), KE is separated into background and perturbation parts. KE in685

GWs is averaged over a wave period.686

KEx =
1
2
ρu2

=
1
2
ρ0u2

0 +
1
2
ρ0u2

1 + ρ0u0u1,

(B.7)

where u0u1 = 0 for averaging over a period. The horizontal part of background KE and687

perturbation KE change rate are derived by multiplying ρ0u0 and ρ0u1 to every terms of688

horizontal part of background and perturbation momentum change rate equations (B.3)689

and (B.5), respectively. The same processes are applied to the vertical part of KE.690

ρ0
∂u2

0
2∂t
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(B.8)
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ρ0
∂w2

1
2∂t
+ ρ0w1 $v1 · ∇w0 + ρ0w1 $v0 · ∇w1 + ρ0w1 $v1 · ∇w1 − ρ0w1 $v1 · ∇w1

= −w1
∂p1
∂z
+
w1ρ1
ρ0

∂p0
∂z
+
w1ρ1
ρ0

∂p1
∂z

− w1
ρ1
ρ0

∂p1
∂z

+µw1

!
4
3
∂2w1

∂z2 +
1
3
∂2u1
∂x∂z

+
∂2w1

∂x2

"

−µ ρ1w1
ρ0

!
4
3
∂2w0

∂z2 +
1
3
∂2u0
∂x∂z

+
∂2w0

∂x2 +
4
3
∂2w1

∂z2 +
1
3
∂2u1
∂x∂z

+
∂2w1

∂x2

"

+µ
w1
ρ0

#
4
3
ρ1
∂2w1

∂z2 +
1
3
ρ1
∂2u1
∂x∂z

+ ρ1
∂2w1

∂x2

$
,

(B.11)

Combining 2 parts of background KE tendency equations (B.8) and (B.10) together gives691

the KE0 tendency:692
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Combining two parts of KE1 equations (B.9) and (B.11) yields:693
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∂KE1
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From the tendency for KE in perturbation, it is clear that the instantaneous KE1 variation694

is related to BG flow expansion or compression, products of perturbation momentum flux695

and BG shear, advection, BG pressure gradient work, and perturbation pressure gradient696

work. Based on the model output, the KE change due to diffusivity is negligible. So equa-697

tions for tendencies can be simplified as:698
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+ ρ0u0u0
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(B.14)
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