
P
os

te
d

on
24

A
pr

20
24

|T
he

co
py

ri
gh

t
ho

ld
er

is
th

e
au

th
or

/f
un

de
r.

A
ll

ri
gh

ts
re

se
rv

ed
.

N
o

re
us

e
w

it
ho

ut
pe

rm
is

si
on

.
|h

tt
ps

:/
/d

oi
.o

rg
/1

0.
22

54
1/

au
.1

71
39

58
51

.1
53

30
79

8/
v1

|T
hi

s
is

a
pr

ep
ri

nt
an

d
ha

s
no

t
be

en
pe

er
-r

ev
ie

w
ed

.
D

at
a

m
ay

be
pr

el
im

in
ar

y. Variation of parameters and initial time difference Lipschitz
stability of impulsive differential equations
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Abstract

In this paper, we investigate the Lipschitz stability of a perturbed impulsive differential system concerning the unperturbed
system. We employ the variation of parameters or the constant of variation for impulsive differential systems with an initial
time difference.
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1. Introduction

In real-time applications, many evolutionary processes are abruptly modified under the influence of short-lasting

disruptions, whose period is insignificant compared to the process’s duration. It is natural to assume that these

perturbations in time and position take effect immediately in the form of impulses. Observing such ”leaps and

bounds” in developing dynamical situations is significant in various areas, including control theory, popula-

tion dynamics, pharmacokinetics, mechanics, epidemiology, economics, ecology, and more [7,8,12]. Therefore,

impulsive differential equations (IDEs) are practical mathematical models for behaviours and processes, such

as the operation of a damper subjected to impact effects, variation of valve shutter speed in the transition

from an open to a closed state, variations of the pendulum system under external repulsive effects, percussion

models of a clock mechanism, vibratory percussion systems, electronic schemes, intermittent oscillators subject

to impulsive influences, control of satellite orbits using radial acceleration, optimization problems in population

dynamics of impulsive tamper and predator-prey species, and population death due to impulsive influences [3].

Moreover, stability is one of the most significant features to examine in differential equations. Many

studies on this issue with initial time differences (ITD) employ various approaches such as Lyapunov functions,

in terms of two measures, comparison principles, monotone iterative techniques, and quasilinearization methods,

etc. [17–23].

In addition to these, the literature discusses two solutions starting at different times instead of analyzing

only the change or perturbation of the dependent variable that keeps the initial time constant for initial value

problems. There is a detailed relation between the unperturbed system and its perturbed system. However, this

relation may be unfamiliar. Shifting the perturbed system to the left by µ times makes it uncertain whether

there is a solution for the perturbed system in the time interval t ∈ [t0, τ0] , where τ0 > t0 , and τ0 − t0 = µ.

To address this difficulty, this study shifts the unperturbed system to the right by µ units. Consequently, it

*Correspondence: salihademirbuken@gmail.com
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is known that the unperturbed system has a solution for t > τ0 . This approach proves to be more useful and

applicable than previous study [16].

In this paper, we have some basic definitions and theorems. Then, in section 2, we present main

lemmas and theorems. In section 3, we discuss the variation of parameters formula for IDEs relative to ITD.

Subsequently, the Lipschitz stability of one of the obtained results is examined theoretically and numerically in

section 4.

2. Basic definition and theorems

Let the n -dimensional Euclidean space is indicated by Rn with suitable norm ||.|| and R+ = [0,+∞) .

Consider the subsequent unperturbed IDEs [2,7,16,17]

z′ = F (t, z), t ̸= tj ,

z(t+0 ) = z0,

z(t+j ) = z(tj) + Itj (z(tj)),

(2.1)

z′ = F (t, z), t ̸= tj ,

z(τ+0 ) = w0,

z(t+j ) = z(tj) + Itj (z(tj)), tj ≥ τ0,

(2.2)

with corresponding the perturbed system of (2.2)

w′ = h(t, w), t ̸= tj ,

w(τ+0 ) = w0,

w(t+j ) = w(tj) + Itj (w(tj)), tj ≥ τ0,

(2.3)

where h(t, w) = F (t− µ,w) + g(t, w) and

(1) 0 ≤ t0 < t1 < t2 < · · · < tj < . . . and limj→∞ tj = ∞ j = 1, 2, . . . ;

(2) τ0 > t0 , µ = τ0 − t0 ;

(3) t̄j = tj − µ ≥ 0;

(4) X1 = {tj} , X∗
1 = {t̄j} , X = X1 ∪X∗

1 ;

(5) t ∈ R+, z ∈ Λ ⊂ Rn , Λ-open;

(6) F, h : R+ × Λ → Rn ;

(7) Itj : Λ → Rn ;

(8) F (t, 0) = 0, Itj (0) = 0, for all tj .

2
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Hereby, we investigate nonlinear variation of parameter for IDEs with ITD. Before the necessary lemmas,

let give the main theorem for variation of parameters.

Theorem 2.1 (Variation of parameters) Assume that F ∈ C[I × Rn,Rn] and possess continuous partial

derivatives ∂F
∂z on I ×Rn . Let the solution z(t) = z(t, τ0, z0) of IVP of z′ = F (t, z), z(τ0) = z0 exist for t ≥ τ0

and let

G(t, τ0, z0) =
∂F

∂z
(t, z(t, τ0, z0)) (2.4)

Then (i)

Ψ(t, τ0, z0) =
∂z(t, τ0, z0)

∂z0
(2.5)

exists and is a solution of the IVP for the linear system

u′ = G(t, τ0, z0)u, (2.6)

u(τ0) = En, (2.7)

where En is n× n identity matrix.

(ii) ∂z(t,τ0,z0)
∂τ0

exists and is the solution of (2.6) and satisfies the relation

∂z(t, τ0, z0)

∂τ0
= −Ψ(t, τ0, z0)F (τ0, z0), t ≥ τ0 (2.8)

and this implies that

∂z(t, τ0, z0)

∂τ0
+Ψ(t, τ0, z0)F (τ0, z0) ≡ 0, t ≥ τ0. (2.9)

The Equation (2.6) is called variational equation.

For more information, see the reference [2]. Now, we can give essential lemmas to reach the principal
consequences.

Lemma 2.2 Let the given conditions be satisfied:

(A1 ) the function is a element of C[R+ × Λ,Rn] in (tj−1, tj ] × Λ , j = 1, 2, . . . and F (t, z) has a finite limit

as (t, z) → (tj , z0(tj)) , t > tj , for each j and z0 ∈ Rn ;

(A2 ) the function F satisfies being locally Lipschitzian (if for each z0 ∈ R+ × Λ , constants L > 0 exist and

λ0 > 0 such that ||z − z0|| < λ0 implies that ||F (z)− F (z0)|| ≤ L||z − z0||);

(A3) for j = 1, 2, . . . the mapping ϕj : Λ → Λ, z → u, u = ϕj(z) ≡ z + Itj (z) is a homeomorphism;

(A4 ) ψ(t) is a solution of the system (2.1) in [α, β] , (α, β ̸= tj , j = 1, 2, . . . ).

Then, ∃ ϵ > 0 and a set

V = {(t, z) ∈ R+ × Λ, α ≤ t ≤ β, |z − ψ(t+)| < ϵ}, (2.10)

such that

3
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(i) There exists the system (2.1) has a unique solution z(t, t0, z0) for every (t0, z0 ) ∈ V , that is described

on [α, β] ;

(ii) the function z(t, t0, z0) is continous for

t ∈ [α, β], (t0, z0) ∈ V, t, t0 /∈ X1; (2.11)

(iii) t, t0 depend on the range of existence of solution z(t, t0, z0) of system (2.1), for j = 1, 2, . . . , z0 ∈ Λ ,

t /∈ X1 ,

lim
η→t0
ζ→z0

z(t, η, ζ) = z(t, t0, z0). (2.12)

Lemma 2.3 Let the given conditions be satisfied:

(A5) the function F : R+ × Λ → Rn is continuous in (tj−1, tj ]× Λ , j = 1, 2, . . . and Fz(t, z) is continuous in

(tj−1, tj)× Λ, j = 1, 2, . . . ;

(A6) F and Fz have finite limits of as (t, z) → (tj , z0(tj)) , t > tj , for every z0 ∈ Λ, j = 1, 2, . . . ;

(A7) The mapping ϕj : Λ → Λ, z → u, u = ϕj(z) ≡ z + Itj (z) is a diffeomorphism for j = 1, 2, . . . and for

z ∈ Λ

det

(
I +

∂Itj
∂z

(z)

)
̸= 0, j = 1, 2, . . . . (2.13)

Then,

(i) there exists λ > 0 such that the solution z(t, t0, z0) of system (2.1) has continuous derivatives ∂z
∂t ,

∂z
∂t0

,

∂z
∂z0

, in the domain

V : α < t < β, α < t0 < β, t, t0 ̸= tj , j = 1, 2, . . . |z0 − ψ(t+0 )| < λ; (2.14)

(ii) the derivative Ψ(t, t0, z0) = ( ∂z
∂z0

)(t, t0, z0) is a solution of the initial value problem

v′ = Fz(t, ψ(t))v, t ̸= tj ,

∇v =
∂Itj
∂z

(ψ(tj))v, t = tj ,

v(t+0 ) = I,

(2.15)

where ψ(t) is the solution of system (2.1) in [α, β] α ,β ̸= tj , j = 1, 2, . . . ;

(iii) the derivative ∂z
∂t0

provides the following statement

∂z

∂t0
(t, t0, z0) + Ψ(t, t0, z0)F (t0, z0) ≡ 0. (2.16)

Please see in details [7,16].

4
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Definition 2.4 The solution w(t, τ0, w0) of the system (2.3) is said to be initial time difference Lipschitz stable

(ITDLS) with respect to the solution z(t− µ, t0, z0) for t ≥ τ0 , where z(t, t0, z0) is any solution of the system

(2.1), if and only if there exists a κ = κ(τ0) > 0 such that

||w(t, τ0, w0)− z(t− µ, t0, z0)|| ≤ κ(||w0 − z0||+ (τ0 − t0)). (2.17)

Please see in details [16,17].

According to the study of Kulev and Bainov (1990) [6] under some assumptions zero solution of the perturbed

impulsive equation is (uniformly) Lipschitz stable. Let give this theorem. Firstly, let define the necessary

conditions, say (A).

(A1) 0 ≤ t0 < t1 < t2 < · · · < tj < . . . and limj→∞ tj = ∞ j = 1, 2, . . . .

(A2) The functions F and Fz(t, z) are continuous in (tj−1, tj ]×Λ, j = 1, 2, . . . and (tj−1, tj)×Λ, j = 1, 2, . . . ,

respectively and F (t, 0) ≡ 0.

(A3) For any z0 ∈ Λ, j = 1, 2, . . . , the functions F and Fz have finite limits as (t, w) → (tj , z), t > tj .

(A4) The functions Itj : Λ → Λ, j = 1, 2, . . . are continuously differentiable in Λ and Itj (0) = 0, j = 1, 2, . . . .

(A5) The solution z(t; t0, z0) of system (2.1) satisfying the initial condition z(t0 + 0; t0, z0) = z0 is defined in

the interval α < t < β.

Theorem 2.5 Let the following conditions be fulfilled:

(1) Conditions (A) hold.

(2) The zero of system (2.1) is uniformly Lipschitz stable.

(3) |Ψ(t, x, u)f(x, u)| ≤ α(x)|u| for t ≥ x > t0 ≥ 0, u ∈ Rn , where Ψ is the fundamental solution of (2.5)

and the function f : J × Rn → Rn satisfies condition (A2) and (A3)

(4) |Qj(w)| ≤ bj |w| for w ∈ Rn, j = 1, 2, . . . , where Qj : Rn → R satisfy condition (A4) and bj ≥ 0, j =

1, 2, . . . , are constants.

(5) ||Ψ(t, tj , w + Itj (w) + xQj(w))|| ≤ aj for t > t0 ≥ 0, w ∈ Rn, 0 ≤ x ≤ 1, and j = 1, 2, . . . , where

aj ≥ 0, j = 1, 2, . . . , are constants.

(6)
∫∞
σ
α(t)dt <∞ and

∏
σ<tj<∞(1 + ajbj) <∞ for σ > t0 ≥ 0.

Then, the zero solution of the perturbed impulsive system (2.3) is uniformly Lipschitz stable.

For the detail of the proof, see the study of Kulev and Bainov (1990) [6].

5
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3. Main results of nonlinear variation of parameters

In this section, the relation between the unperturbed IDEs system and its perturbed system will be shown by

using nonlinear variation of parameters formula. Accordingly, it is crucial to examine the stability features.

Theorem 3.1 Let the system (2.1) provide the properties of Lemma (2.3) and let z(t, t0, z0) be a solution of

system (2.1). Then, for any solution w(t) = w(t, τ0, t0) of the system (2.3). The sequent statement is acceptable.

w(t, τ0, w0) = z(t− µ, t0, z0) +

∫ 1

0

Θ(t, τ0, γ(x))(w0 − z0)dx

+

∫ t

τ0

h̃(x, z̃(x), µ)dx

+
∑

τ0<t̄j<t

∫ 1

0

Θ(t, t̄j , z̃(t̄j) + xIt̄j−µ(z̃(t̄j)))dx.It̄j−µ(z̃(t̄j))

, (3.1)

where Θ(t, τ0, γ(x)) = ∂w
∂γ (t, τ0, γ(x)) , h̃(x, z̃(x), µ) = ∂w

∂x (t, x, z̃(x)) +
∂w
∂z̃ (t, x, z̃(x))F (x, z̃(x)) and z̃(x) =

z(x− µ, τ0, z0), τ0 < x < t.

Proof Set m(x) = w(t, x, z̃(x)), where z̃(x) = z(x− µ, τ0, z0), τ0 < x < t . Then for x /∈ X , we get

m′(x) =
∂w

∂x
(t, x, z̃(x)) +

∂w

∂z̃
(t, x, z̃(x))F (x, z̃(x))

≡ h̃(x, z̃(x), µ). (3.2)

When x ∈ X , there are two cases.

Case 1. Consider

∆m(x)|x=t̄j = w(t, t̄j
+
, z̃(t̄j

+
))− w(t, t̄j

−
, z̃(t̄j

−
))

= w(t, t̄j , z̃(t̄j) + It̄j−µ(z̃(t̄j)))− w(t, t̄j , z̃(t̄j))

=

∫ 1

0

Θ(t, t̄j , z̃(t̄j) + xIt̄j−µ(z̃(t̄j)))dxIt̄j−µ(w̃(t̄j)). (3.3)

Case 2. Consider

∆m(x)|x=tj∈X1−X∗
1
= w(t, tj

+, z̃(tj
+))− w(t, tj

−, z̃(tj
−)) = 0. (3.4)

Integrating (3.2) from τ0 to t and using (3.3) and (3.4), the following equality is obtained.

w(t, τ0, z0) = z(t− µ, t0, z0) +

∫ t

τ0

h̃(x, z̃(x), µ)dx

+
∑

τ0<t̄j<t

∫ 1

0

Θ(t, t̄j , z̃(t̄j) + xIt̄j−µ(z̃(t̄j)))dxIt̄j−µ(z̃(t̄j)). (3.5)

6
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Now, let p(x) = w(t, τ0, γ(x)), where γ(x) = w0x+ (1− x)z0, 0 ≤ x ≤ 1. Then,

dp(x)

dx
=
∂w

∂γ
(t, τ0, γ(x))(w0 − z0). (3.6)

After integrating (3.6) from 0 to 1, we get

w(t, τ0, w0)− w(t, τ0, z0) =

∫ 1

0

∂w

∂γ
(t, τ0, γ(x))(w0 − z0)dx. (3.7)

Combining (3.5) and (3.7)

w(t, τ0, w0) = z(t− µ, t0, z0)−
∫ t

τ0

h̃(x, z̃(x), µ)dx

+
∑

τ0<t̄j<t

∫ 1

0

Θ(t, t̄j , z̃(t̄j) + xIt̄j−µ(z̃(t̄j)))dx.It̄j−µ(z̃(t̄j))

+

∫ 1

0

Θ(t, τ0, γ(x))(w0 − z0)dx,

(3.8)

where Θ(t, τ0, γ(x)) = ∂w
∂γ (t, τ0, γ(x)), h̃(x, z̃(x), µ) = ∂w

∂x (t, x, z̃(x)) +
∂w
∂z̃ (t, x, z̃(x))F (x, z̃(x)) and z̃(x) =

z(x− µ, τ0, z0), t0 < x < t. 2

Corollary 3.2 Assume that the conditions of the previous theorem satisfy except that F (t−µ, z) being replaced

with h(t, z) + g(t, z), then the given statement is prevalent:

w(t, τ0, w0) = z(t− µ, t0, z0) +

∫ 1

0

Θ(t, τ0, γ(x))(w0 − z0)dx

−
∑

τ0<t̄j<t

∫ 1

0

Θ(t, t̄j , z̃(t̄j) + xIt̄j−µ(z̃(t̄j)))dx.It̄j−µ(z̃(t̄j))

+

∫ t

τ0

Θ(t, x, z̃(x))g(x, z̃)dx.

(3.9)

7
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Theorem 3.3 Assume that the conditions of the previous theorem hold; then the following formula is valid:

w(t, τ0, w0)− z(t− µ, t0, z0) = z(t, τ0, z0 − w0) +

∫ t

τ0

G̃(x, ν(x), µ)dx

−
∑

τ0<t̄j<t
t̄j∈X∗

1−X1

∫ 1

0

Ψ
(
t, t̄j , w(t̄j)− z(t̄j − µ)

− xIt̄j−µ(z(t̄j − µ))
)
dxIt̄j−µ(z(t̄j − µ))

+
∑

τ0<tj<t
tj∈X1−X∗

1

∫ 1

0

Ψ
(
t, tj , w(tj)− z(tj − µ)

+ xItj (w(tj))
)
dxItj (w(tj))

+
∑

τ0<tj<t
t̄j∈X∗

1∩X1

∫ 1

0

Ψ
(
t, tj , w(tj)− z(tj − µ)

+ xItj (w(tj))− xItj−µ(z(tj)− µ)
)
dx

.
(
Itj (w(tj))− Itj−µ(z(tj)− µ)

)
,

(3.10)

where Ψ(t, τ0, u0) = ( ∂z
∂z0

)(t, τ0, u0) , G̃(x, ν(x), µ) =
∂z
∂x (t, x, ν(x))+

∂z
∂ν (t, x, ν(x))G(x, ν(x), µ) and G(x, ν(x), µ) =

h(x,w(x))− F (x− µ,w(x)− ν(x)).

Proof Set m(x) = z(t, x, ν(x)), where ν(x) = w(x, τ0, w0)− z(x− µ, t0, z0), t0 < x < t. Then for x /∈ X,

m′(x) =
∂z

∂x
(t, x, ν(x)) +

∂z

∂ν
(t, x, ν(x))G(x, ν(x), µ) ≡ G̃(x, ν(x), µ), (3.11)

where G(x, ν(x), µ) = h(x,w(x))− F (x− µ,w(x)− ν(x)). If x ∈ X, there are three cases.

Case 1. Consider

∆m(x)|x=t̄j∈X∗
1−X1

= z(t, t̄j
+
, ν(t̄j

+
))− z(t, t̄j

−
, ν(t̄j

−
))

= z(t, t̄j , w(t̄j
+
)− z(t̄j − µ+))− z(t, t̄j , w(t̄j

−
)− z(t̄j

− − µ))

= z(t, t̄j , w(t̄j)− z(t̄j − µ)− It̄j−µ(z(t̄j − µ)))− z(t, t̄j , w(t̄j + µ)− z(t̄j))

=

∫ 1

0

Ψ
(
t, t̄j , w(t̄j)− z(t̄j − µ)− xIt̄j−µ(z(t̄j − µ))

)
dxIt̄j−µ(z(t̄j − µ)). (3.12)

Case 2. Consider

∆m(x)|x=tj∈X1−X∗
1
= z(t, tj

+, ν(tj
+))− z(t, tj

−, ν(tj
−))

= z(t, tj , w(tj
+)− z(tj

+ − µ))− z(t, tj , w(tj
−)− z(tj

− − µ))

= z(t, tj , w(tj) + Itj (w(tj))− z(tj − µ))− z(t, tj , w(tj)− z(tj − µ))

= −
∫ 1

0

Ψ
(
t, tj , w(tj)− z(tj − µ) + xItj (w(tj))

)
dxItj (w(tj)). (3.13)

8
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Case 3. Consider

∆m(x)|x=tj∈X1∩X∗
1
= z(t, tj

+, ν(tj
+))− z(t, tj

−, ν(tj
−))

= z(t, tj , w(tj
+)− z(tj

+ − µ))− z(t, tj , w(tj
−)− z(tj

− − µ))

= z(t, tj , w(tj) + Itj (w(tj))− z(tj − µ)− Itj−µ(z(tj − µ)))

− z(t, tj , w(tj)− z(tj − µ))

=

∫ 1

0

Ψ
(
t, tj , w(tj)− z(tj − µ) + xItj (w(tj))− xItj−µ(z(tj − µ))

)
dx

.
(
Itj (w(tj))− Itj−µ(z(tj − µ))

)
. (3.14)

Integrating (3.11) from τ0 to t and using Equation (3.12) - (3.14),

w(t, τ0, w0)− z(t− µ, t0, z0) = z(t, τ0, z0 − w0) +

∫ t

τ0

G̃(x, ν(x), µ)dx

−
∑

τ0<t̄j<t
t̄j∈X∗

1−X1

∫ 1

0

Ψ
(
t, t̄j , w(t̄j)− z(t̄j − µ)

− xIt̄j−µ(z(t̄j − µ))
)
dxIt̄j−µ(z(t̄j − µ))

+
∑

τ0<tj<t
tj∈X1−X∗

1

∫ 1

0

Ψ
(
t, tj , w(tj)− z(tj − µ)

+ xItj (w(tj))
)
dxItj (w(tj))

+
∑

τ0<tj<t
t̄j∈X∗

1∩X1

∫ 1

0

Ψ
(
t, tj , w(tj)− z(tj − µ)

+ xItj (w(tj))− xItj−µ(z(tj)− µ)
)
dx

.
(
Itj (w(tj))− Itj−µ(z(tj)− µ)

)
,

(3.15)

where Ψ(t, τ0, u0) = ( ∂z
∂z0

)(t, τ0, u0), G̃(x, ν(x), µ) =
∂z
∂x (t, x, ν(x))+

∂z
∂ν (t, x, ν(x))G(x, ν(x), µ) and G(x, ν(x), µ) =

h(x,w(x)))− F (x− µ,w(x)− ν(x)).

The desired result is obtained [7,8,16]. 2

4. An application of the Lipschitz stability of perturbed system with respect to the unperturbed

system

In this section, we have investigated that the Lipschitz stability of perturbed system (2.3) with respect to the

unperturbed system (2.2) by using the Corollary 3.2. Additionally, we demonstrate this application with a

simple numerical example. Moreover, considering Theorem 2.5, condition (B2 ) is acceptable in the following

theorem.

Theorem 4.1 Let the following conditions be fulfilled.

9
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(B1 ) the hypotheses of Corollary 3.2 are provided;

(B2 ) the zero solution of system (2.3) is Lipschitz stable;

(B3 ) ||Θ(t, x, z̃(x))g(x, z̃(x))|| ≤ α(x)||z̃(x)|| for τ0 < x ≤ t ;

(B4 ) ||Θ(t, t0, τ(x)|| ≤ κ1(||w0 − z0||+ µ)/||w0 − z0|| and κ1 is a constant;

(B5 ) ||It̄j−µ(z̃(t̄j))|| ≤ bj ||z̃(t̄j)|| and bj ≥ 0 are constants;

(B6 ) ||Θ(t, t̄j , z̃(t̄j) + xIt̄j−µ(z̃(t̄j)))|| ≤ aj and aj ≥ 0 are constants;

(B7 )
∫∞
τ0
α(x)dx <∞, α(x) ∈ C[R+,R+] and

∏
t0<t̄j<t(1 + ajbj) <∞ .

Then, the solution w(t, τ0, w0) of the system (2.3) for t ≥ τ0 is ITDLS with respect to the solution z(t−µ, t0, z0)
for t ≥ τ0 .

Proof Using Corollary (3.2), the following statement is attained.

w(t, τ0, w0) = z(t− µ, t0, z0) +

∫ 1

0

Θ(t, t0, γ(x))(w0 − z0)dx

−
∑

t0<t̄j<t

∫ 1

0

Θ(t, t̄j , z̃(t̄j) + xIt̄j−µ(z̃(t̄j)))dx.It̄j−µ(z̃(t̄j))

+

∫ t

τ0

Θ(t, x, z̃(x))g(x, z̃)dx.

(4.1)

For both sides, applying the norm and employing the triangle inequality gives the following inequality.

||w(t, τ0, w0)− z̃(t)|| ≤
∫ 1

0

||Θ(t, t0, γ(x))||||(w0 − z0)||dx

+
∑

τ0<t̄j<t

∫ 1

0

||Θ(t, t̄j , z̃(t̄j) + xIt̄j−µ(z̃(t̄j)))||dx.||It̄j−µ(z̃(t̄j))||

+

∫ t

τ0

||Θ(t, x, z̃(x))g(x, z̃)||dx.

(4.2)

Conditions (B2 )-(B5 ) implies that

||w(t, τ0, w0)− z̃(t)|| ≤ κ1(||w0 − z0||+ µ) +

∫ t

τ0

α(x)||z̃(x)||dx+
∑

τ0<t̄j<t

ajbj ||z̃(t̄j)||. (4.3)

Setting κ∗(t) = ||w(t, τ0, w0)− z̃(t)|| , then it gives that

κ∗(t) ≤ κ1(||w0 − z0||+ µ)−
∫ t

τ0

α(x)κ∗(x)dx+

∫ t

τ0

α(x)||w(x, τ0, w0)||dx

−
∑

τ0<t̄j<t

ajbjκ
∗(t̄j) +

∑
τ0<t̄j<t

ajbj ||w(t̄j)||. (4.4)

10
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Since ||w(t, τ0, w0)|| ≤ κ2||w0|| as long as ||w0|| < ϵ , then ||w(t, τ0, w0)|| ≤ κ2ϵ for t ≥ τ0 ,

κ∗(t) ≤ κ1(||w0 − z0||+ µ) +

∫ t

τ0

α(x)κ∗(x)dx+ κ2ϵ

∫ t

τ0

α(x)dx

+ κ2ϵ
∑

t0<t̄j<t

ajbjκ
∗(t̄j) + κ2ϵ

∑
t0<t̄j<t

ajbj .
(4.5)

Applying the Gronwall’s Lemma to (4.5), [6,13–15],

κ∗(t) ≤
(
κ1(||w0 − z0||+ µ) + κ2ϵ

∫ t

t0

α(x)dx+ κ2ϵ
∑

t0<t̄j<t

ajbj

)

.
∏

t0<t̄j<t

(1 + κ2ϵajbj)exp

{∫ t

t0

α(x)dx

}
.

(4.6)

Setting κ3 = {κ1+(κ2ϵ
∫ t

t0
α(x)dx/||w0−z0||+µ)+(κ2ϵ

∑
t0<t̄j<t ajbj/||w0−z0||+µ)}

∏
t0<t̄j<t(1+κ2ϵajbj)exp{

∫ t

t0
α(x)dx},

κ∗(t) ≤ κ3(||w0 − z0||+ µ). (4.7)

Finally, by the condition (B7), the solution w(t, τ0, w0) of the system (2.3) for t ≥ τ0 is ITDLS with respect

to the solution z(t− µ, t0, z0) for t ≥ τ0 .

The desired result is obtained. 2

Followingly, we have an illustrative application of the main theorem as follows how to apply some of the

results. The figures were generated using MATLAB R2022a.

Example 4.2 Let’s consider the following systems.

z′ = −z, t ̸= tj ,

z(0) = 1,

z(t+j ) = z(tj) +
z(tj)

2
,

(4.8)

and

z′ = −z, t ̸= tj ,

z(1) = e,

z(t+j ) = z(tj) +
z(tj)

2
, tj ≥ τ0,

(4.9)

corresponding its perturbed system of (4.9)

w′ = −w + e−t, t ̸= tj ,

w(e) = e,

w(t+j ) = w(tj) +
w(tj)

2
, tj ≥ τ0,

(4.10)

11
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The solution of the systems for each interval can be obtained as follows. For the system (4.8), we get that

z(t) =



z0(t) = e−t , t ∈ [0, 2]

z1(t) =
3
2e

−t , t ∈ (1, 2]

z2(t) =
(
3
2

)2
e−t , t ∈ (2, 3]

...

zn(t) =
(
3
2

)n
e−t , t ∈ (n, n+ 1].

Similarly, the solutions of the unperturbed system (4.9) and its perturbed system (4.10) can be found in the

following.

z(t) =



z1(t) = e2−t , t ∈ [1, 2]

z2(t) =
3
2e

2−t , t ∈ (2, 3]

z3(t) =
(
3
2

)2
e2−t , t ∈ (3, 4]

...

zn(t) =
(
3
2

)n−1
e2−t , t ∈ (n, n+ 1]

and

w(t) =



w1(t) = (t+ e2 − 1)e−t , t ∈ [1, 2]

w2(t) = (t+ 3
2e

2 + 1)e−t , t ∈ (2, 3]

w3(t) = (t+
(
3
2

)2
e2 + 1)e−t , t ∈ (3, 4]

...

wn(t) = (t+
(
3
2

)n
e2 + 2n− 3)e−t , t ∈ (n, n+ 1].

Now, our aim is to show that they satisfy Lipschitz condition with respect to in time and in position.

That is, ||w(t, τ0, w0)− z̃(t)|| < κ(||w0 − z0||+ µ) for t ≥ τ0 . Regarding each interval, the following inequality

can be obtained and easily proved by mathematical induction.

||wn(t, n, wn(n))− zn(t− 1, n− 1, zn−1(n− 1))|| ≤ e−n(||(3n− 3)e+
(3
2

)n−1||+ 1), n ≥ 1. (4.11)

Then, by choosing the Lipschitz constant κ such that κ = e−1 = maxn≥1{e−n} , we have that

||wn(t, n, wn(n))− zn(t− 1, n− 1, zn−1(n− 1))|| ≤ e−1(||(3n− 3)e+
(3
2

)n−1||+ 1), n ≥ 1.

where ||w0 − z0|| = ||(3n− 3)e+
(
3
2

)n−1|| and µ = 1.

Hence, it is seen easily that the unperturbed system (4.8) has the initial time difference Lipschitz stability with

respect to the perturbed system (4.10).

Moreover, the behaviour of the given systems is represented in t ∈ [0, 6] in the following Figure 1.

12
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Figure 1. The graph of the perturbed systems (4.8), (4.9) and the unperturbed system (4.10).

Additionally, in the Equation (4.11), it can be observed that

for n = 50, ||w50(t, 50, w50(50))− z50(t− 1, 49, z49(49))|| ≤ 1, 4× 10−13,

for n = 100, ||w100(t, 100, w100(100))− z100(t− 1, 99, z99(99))|| ≤ 1, 7× 10−26.

Thus, it can be inferred that behaviour of perturbed system (4.8) with respect to unperturbed system (4.10) in

terms of initial time difference goes to 0 as time t approaches to ∞ . In other words, this implies that these

systems are an asymptotically stability. It is also presented in Figure 2 and Figure 3.

Figure 2. The graph of the perturbed system (4.8) with shifted µ = 1 and the unperturbed system (4.10).
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Figure 3. The graph of the difference between perturbed system (4.8) with shifted µ = 1 and the unperturbed system
(4.10).

5. Conclusion

IDEs can be described as differential equations containing impulse effects, that is, they seem as spontaneous

description of investigated modification of some real world problems and applications. While examining the

manner of these systems, the stability is of great importance. In this paper, variation of parameter formulas,

which is a beneficial tool, for impulsive differential equations with initial time difference have been improved.

In addition to these, we have attained the one of the most important result and shown that the initial time

difference Lipschitz stability of unperturbed system with respect to the perturbed system.

In addition to these, recent studies by F.Karakoç, A.Unal and H. Bereketoğlu (2018), A. Elbori, R.M.N.

Al-wahishi and O. Mohammed (2021), M.L. Büyükkahraman (2022), A. Moumen, A.C. Benaissa M. Ferhat, M.

Bouye and K. Zennir (2023) and R. Liu, J. Wang and D. O’Regan (2023) provide comprehensive insights into

IDEs across various approaches [1,4,5,9,11].

Furthermore, as a future work, we will plan to investigate the stability, boundedness, controllability and

observability of IDEs with ITD and application of these for two measures.
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