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Abstract

Ecological niche models, crucial for estimating species’ potential distribution under global change, can face reduced accuracy
when the timing of occurrence data does not align with the environmental data. One solution is to ensure a close temporal match
between the environment and the observation date. While this approach is typically recommended for highly mobile species, a
few findings support its use for species with limited mobility, whose distributions may be responding to climate change via local
population changes. Additionally, it remains unclear what specific temporal resolution could improve model performance. This
study assesses the effectiveness of temporal matching for a species with low mobility, the Mexican small-eared shrew (Cryptotis
mexicanus), by evaluating different temporal resolutions (one-, five-, and ten-year averaged environmental data) against the
standard method (30-year). Occurrences between 1971 and 2000 were used for model training and cross-validation, while those
outside this range were used for external evaluation. Based on the omission rate of the external evaluation occurrences, the
approach that matched environmental data using the prior ten-year resolution performed better than the standard 30-year
average approach, while the rest of evaluation metrics (for any temporal resolution) were not different. Visual inspection
indicated that the geographic prediction resulting from a ten-year resolution was as realistic as the one from the standard
30-year approach. In contrast, the shorter temporal resolutions (one and five years) resulted in unrealistic estimates. Therefore,
matching the timing of occurrences and environmental data for other species with low mobility may also improve model
performance and geographic predictions. Additionally, this correlative approach identifies a potential time lag between climatic
changes and population responses in this species. Studies can select the optimal temporal resolution by exploring several or

using available information about population responses to climate change.

Introduction

Ecological niche models (ENMs) are commonly used to estimate the potential range of species based on
the association between occurrence sites and their environmental conditions (Peterson 2001). Under the
traditional ENM framework, occurrences are associated with a single long-term environmental average with-
out considering the temporal match of the observation date and the period of the environmental baseline
(Ingenloff and Peterson 2021, Stewart et al. 2021). This temporal occurrence-environment mismatch may
result in less accurate distribution models when occurrences do not align with the temporal range of en-
vironmental data, thereby impacting estimations of how biodiversity will respond to environmental change
(Roubicek et al. 2010, Nadeau et al. 2017). While constraining the temporal range of the occurrence data
may help address this issue (Fig. 1a), practical applications are challenging due to several factors. Examples
of these factors include the usually limited availability of occurrence data within long-term temporal ranges
(Roubicek et al. 2010), the need for methodologies that incorporate temporal variability in model building
(Milanesi et al. 2020, Ingenloff and Peterson 2021, Pang et al. 2022, Dobson et al. 2023), and the lack of
guidelines to obtain environmental variables reflecting non-traditional temporal ranges.



ENMs commonly rely on climatic variables, such as temperature and precipitation, usually derived from the
interpolation of monthly data obtained by weather stations (e.g., Climatic Research Unit dataset; Harris et
al. 2020). Although these data are available for more than the past 50 years, climatic variables are typically
summarized as a single period that corresponds to a climatological standard normal, a 30-year average in
which the last year of the period ends with a zero (e.g., 1971-2000). Bioclimatic variables in global climatic
datasets are created using these long-term periods as reference (Karger et al. 2017, Fick and Hijmans 2017,
Abatzoglou et al. 2018). Unfortunately, using a single average can hide trends and variability in climate
(Zimmermann et al. 2009, Ingenloff and Peterson 2021, Perez-Navarro et al. 2022, Pinilla-Buitrago 2023) or
could fail to represent the current climate due to recent changes in temperature and precipitation (Livezey
et al. 2007, Arguez and Vose 2011, Wilks and Livezey 2013). One approach to address these limitations is
to incorporate explicit temporal variables, such as extremes during the reference period (Zimmermann et al.
2009, Moran-Ordonez et al. 2018, Stewart et al. 2021) and inter-annual variability variables (Zimmermann
et al. 2009, Brodie et al. 2021, Gardner et al. 2021). However, this may not completely solve the issue of
occurrence-environment mismatch since occurrences are associated with the climatic variability or extreme
values that occurred after their observation date, especially for records from the beginning of the reference
period (Fig. 1a).

ENMs that account for temporal mismatches have improved model performance by aligning the weather or
climatic variability with the precise location and time of the occurrence data. These frameworks, known as
dynamic ENMs (Milanesi et al. 2020, Dobson et al. 2023) or time-matched ENMs (Peterson et al. 2005,
Ingenloff and Peterson 2021), establish correlations between occurrences and atmospheric conditions over
temporal resolutions ranging from days (Abrahms et al. 2019), months (Reside et al. 2010, Welch et al.
2018, Andrew and Fox 2020, Ingenloff and Peterson 2021), seasons (Williams et al. 2017), years (Bateman
et al. 2012, VanDerWal et al. 2013), or even a decade (Smith et al. 2019), and are designed to match
the species’ response time to the changing variable (referred to in this study as a time-matched approach;
Fig. 1b). For example, Abrahms et al. (2019) used tracked satellite data to create daily suitability maps
of blue whales. In another study, monthly to yearly variability in temperature and precipitation improved
predictions of geographic ranges in highly mobile birds (Reside et al. 2010, VanDerWal et al. 2013, Williams
et al. 2017, Andrew and Fox 2020, Ingenloff and Peterson 2021).

While most studies using time-matched ENMs focus on species with high mobility (the ability of individuals
to move or spread in the environment), only a few studies have addressed its utility for models of species
ranges with limited dispersal capacity. This is particularly relevant for non-volant small mammals, which may
exhibit greater sensitivity to environmental variation due to their slower ability to track suitable conditions
(Schloss et al. 2012). For instance, Smith et al. (2019) used a time-matched approach of ten years to
generate models of American Pika distribution. Similarly, Bateman et al. (2012) used a five-year matching
to uncover competitive interactions between two bettong species, small marsupials in Australia, in which the
time-matched approach was able to define better range edges. These studies are some of the few examples
in which a temporal resolution longer than 12 months is used. Of these, Bateman et al. (2012) is the only
study that compares against a long-term average. Despite the potential advances in time-matched ENMs,
it remains unclear whether and in which kinds of cases different temporal resolutions of the environment
(ranging from one year to less than 30 years) could perform better or as accurately as traditional ENMs that
use long-term averages.

This study aims to gain insights into the effectiveness of matching the timing of occurrences and environ-
mental data in the modeling framework in a species with low mobility. It evaluates the performance and
ecological plausibility of different temporal resolutions of occurrence-environment matching to predict the
potential distribution of a non-volant small mammal, the Mexican small-eared shrew Cryptotis mezxicanus
, in the current time. Additionally, the results of this time-matching method were compared with a stan-
dard 30-year average model and differences in the prediction of the current distribution of C. mexicanus are
explored.

Methods



In this study, I used the Mexican small-eared shrew, Cryptotis mezxicanus , to compare the model performance
of the time-matched approach against the standard 30-year approach (STA). The workflow consisted of
five steps: (i) collection of occurrence and background data, (ii) generation of bioclimatic variables, (iii)
comparison of environmental values, (iv) training and selection of models, and (v) comparison between
models (Fig. 2). Cryptotis mezicanus is a cloud forest specialist that inhabits the Sierra Madre Oriental
and the mountainous areas of Oaxaca State in Mexico. It is a good model species for exploring predictions
of environmental suitability using several temporal resolutions for three reasons. First, its geographical
distribution seems largely constrained by moisture and temperature, which allows for informative ENMs
based on a few bioclimatic variables (Guevara et al. 2018, Guevara 2020). Second, shrews are considered
one of the mammalian groups with the lowest individual dispersal capabilities (Schloss et al. 2012, Urban
et al. 2013), which enables me to test the reliability of time-matched ENMs in a species with low mobility.
Third, it has a fairly short, estimated generation time of 330 days, given its body size (Pacifici et al. 2013),
which allows me to explore the existence of different time lag relationships between population dynamics
and the temporal resolutions of the environmental data (one, five, and ten years prior to the records).

Input data: Occurrences

To train the models, georeferenced and taxonomically verified occurrences of C. mezxicanus were obtained
from a taxonomic study of the genus (Guevara and Sdnchez-Cordero 2018). Metadata for the occurrences
used in that study did not include the date of observation, which is necessary to filter the occurrences points
by date. Therefore, I retrieved the capture date of each specimen from the Sistema Nacional de Informacion
sobre Biodiversidad de México (SNIB) (Sénchez-Cordero and Guevara 2016) using the museum collection
name and catalog number. To compare models between the 30-year average and different temporal resolutions
(one, five, and ten years), occurrences points collected between January 1971 and December 2000 were used
in model training, to match the months used to build the standard climatic normal (Fig. 3a). Occurrences
points were selected per cell per month (with ”month” defined as any of the 360 months between 1971 and
2000; 30 years x 12 months). If two observations occurred in the same locality in different months (e.g.,
November 2000 and December 2000), both localities were retained for model training (see Supplemental
material, Table S1).

I used occurrences reported outside the temporal range of the model training to evaluate the models. This
second set consisted primarily of occurrences with observation dates recorded before 1971 and after 2000
from two published studies (Sdnchez-Cordero and Guevara 2016, Guevara and Sanchez-Cordero 2018). Ad-
ditionally, occurrences from recent literature (Herndndez-Flores and Rojas-Martinez 2010, Mayen-Zaragoza
et al. 2019) or recent fieldwork by colleagues and myself were incorporated into this withheld dataset. To
ensure that the withheld dataset did not include occurrences near those used in model training, the withheld
occurrences needed to be at a distance greater than 10 km away from a training occurrence (see Supplemen-
tal material, Table S2). Finally, a spatial thinning of 10 km was applied to reduce the spatial bias of the
withheld data. Information on the environmental values assigned to the withheld dataset is explained later
in the model comparison section.

Input data: Background

To correct for geographical and temporal sampling biases of the occurrence data, I created a weighted
target-group background (Fig. 3b; sensu Anderson 2003) using data from the Global Biodiversity Information
Facility (GBIF.org 2022). Target-group method uses species observed with similar methods (i.e., Sherman and
pitfall traps) as background, assuming that points have similar sampling bias as the focal species (Phillips
and Dudik 2008, Phillips et al. 2009), and therefore cancelling out any spatial and temporal bias in the
occurrence data (Reside et al. 2010, VanDerWal et al. 2013). To ensure similar sampling as the occurrences,
I used occurrence records of preserved specimens from the same collections where the training occurrence
data were obtained. The Mexican collections used were: Coleccion Nacional de Mamiferos, Instituto de
Biologia (CNMA); Museo de Zoologia ’Alfonso L. Herrera’, Facultad de Ciencias (MZFC); and Coleccidn de
Mamdferos, Universidad Auténoma Metropolitana Unidad Iztapalapa(UAMI). From these collections, I used
records of Mexican small non-volant mammals captured between January 1971 and December 2000 (same



date range as the occurrence data) from the orders Soricomorpha, Rodentia (only families Cricetidae and
Heteromyidae), and Didelphimorphia (only genus Marmosa ) as background points. Background points were
removed if they were not located within a one-degree point buffer around the training occurrences (between
102 to 106 km at the latitude of occurrences). Finally, I used the CoordinateCleaner R package to identify
and remove background points mistakenly georeferenced in the ocean (Zizka et al. 2019).

Bioclimatic variables

Climate data were obtained from the Terraclimate dataset, which provides monthly temperature and
precipitation data at a resolution of 5 arcmin (Abatzoglou et al. 2018). The ClimateR R package (htt-
ps://github.com/mikejohnson51/climateR) was used to download the climate data in R. Four bioclimatic
variables — maximum temperature of the warmest month (bio05), minimum temperature of the coldest
month (bio06), precipitation of the wettest month (biol3), and precipitation of the driest month (biol4) —
were selected for model training. These variables were chosen based on previous studies of the species, which
have established their usefulness when capturing the averages of the extreme temperature and precipitation
conditions (Guevara et al. 2018).

To analyse the impact of time-matched approaches in comparison to models without time-matching, I created
bioclimatic variables of different temporal resolutions. First, a single set of the standard 30-year bioclimatic
average variables (STA; Fig. la) was created using monthly data from January 1971 to December 2000,
based on a modified version of the biovars() function of the dismo R package (Hijmans et al. 2021) that use
terra R package (Hijmans 2022) for faster processing. Multiple bioclimatic variables were then generated
using a one-forward month moving window to explore predictions using several temporal resolutions of
occurrence-environment matching. For instance, the one-year occurrence-environment matching (T01) used
bioclimatic values generated within the 12 months preceding the occurrence observation, including the month
of observation. Similarly, the five-year temporal resolution (T05) used 60 months, and the ten-year temporal
resolution (T10; Fig. 1b) used 120 months. Environmental values for both occurrence and background points
were obtained by aligning the collection date with the last month of each window period. For example,
if an occurrence record was observed in January 1971, the bioclimatic values used for ten-year matching
corresponded to the average of 120 months between February 1961 and January 1971.

Comparing environmental values before model training

Before building models or comparing their performance, it was essential to evaluate whether the environmen-
tal values between the standard approach and the temporal resolutions differed. Only if the environmental
values are different is it expected that the models will also differ. Here, time-matched bioclimatic values of the
occurrences (i.e., T01, T05, T10) were compared against those of the standard 30-year average values (STA).
The differences between values were evaluated qualitatively with Bland-Altman plots (Bland and Altman
1986, 1995) and quantitatively with paired Wilcoxon signed-rank tests (Wilcoxon 1945). The Bland-Altman
plots help to visualize the differences in environmental values between the 30-year average and the respective
temporal resolutions per occurrence. In the X-axis, each occurrence is represented by the mean of two values
(30-year and one temporal resolution), and the Y-axis denotes the difference between the same values. If the
difference between the two bioclimatic variables at a particular site of occurrence is larger than zero, it means
that the 30-year average value is higher than the average value obtained by the time-matched approach; on
the other hand, a negative value means that the 30-year average value is lower than the time-matched ap-
proach. For example, if a reported difference is -20 mm for precipitation, the standard approach was lower by
20 mm compared to the time-matched approach. For the Wilcoxon signed-rank tests (12 total), a Bonferroni
adjustment was applied separately to each of the three temporal resolution comparisons against the standard
approach (i.e., STA vs. TO1, STA vs. T05, STA vs. T10 each were considered a family of comparisons) to
reduce the probability of obtaining false positives when performing multiple comparisons. Each comparison
group (e.g., STA vs. T01) consisted of the four paired Wilcoxon signed-rank tests corresponding to each of
the four bioclimatic variables.

Model training and model selection



Maxent v3.4.3 (Phillips et al. 2017) was used through ENMeval v2 (Kass et al. 2021) to train the models for
this study. Before model comparisons, I first selected the optimal model complexity for each approach (STA,
TO01, T05, T10) by running and testing 500 combinations of feature classes (linear, linear-quadratic, hinge,
linear-quadratic-hinge, linear-quadratic-hinge-product) and regularization multipliers (0.1 to 5, steps of 0.1).
The selection of the best model in each approach was based on the lowest corrected Akaike Information
Criterion (AICc), as it provides a measure to balance model complexity and predictability (Warren and
Seifert 2011). To account for the elongated distribution of the occurrences along the Sierra Madre Oriental,
occurrence and background data were divided into four spatial bins for cross-validation using a latitudinal
block partition. Validation metrics, specifically the average Area under the Curve (AUC), the continuous
Boyce Index (CBI), and the 10'"percentile of training omission rate (OR), were used to quantify the per-
formance of the selected model in each approach. The AUC values range from 0 to 1, with values closer to
1 indicating better model performance. Similarly, the CBI values range from -1 to 1, with values closer to 1
indicating a better model performance (Hirzel et al. 2006). On the other hand, the OR ranges from 0 to 1,
and a lower value indicates a better prediction of the occurrences.

Model comparison

After selecting the best model for each approach, the standard 30-year average model (STA) was compared
against each time-matched approach (T01, T05, T10). A repeated random k -fold cross-validation (Berrar
2019) was used to obtain 1000 model iterations (4 folds x 250 repeats) using the same feature classes and
regularization multipliers of the best model per approach. At each iteration, the same training and validation
folds were used for comparing pairwise the standard approach against each of the three temporal resolutions
(T01, T05, T10), using AUC, CBI, and OR metrics (each separately). A 10%percentile of training omission
rate of the fully withheld data (OR-W) was also utilized for model evaluation. As described above, these
withheld data were outside the temporal range used for model training (i.e., outside the 1971 to 2000 period).
Nevertheless, for simplicity, environmental values from the standard 30-year average were assigned to the
withheld occurrences to ensure consistency in interpreting and comparing all geographic predictions.

Significant differences in each metric were identified using a correlated t-test (Bouckaert 2003, Nadeau and
Bengio 2003). This test accounts for deviations from the standard t-test assumption of data independence
between iterations, which is invalid in the present analysis because the occurrences are shared between the
k -folds. A Bonferroni adjustment was used to correct multiple comparisons for each of the three validation
metrics (AUC, CBI, OR) and one evaluation metric (OR.W); i.e. each metric constituted a family. Each
family consisted of three correlated t-tests, each obtained by comparing the time-matched approach (T01,
T05, T10) against the 30-year standard (STA). Finally, the geographic predictions were visually inspected
to evaluate ecological plausibility.

Results
Comparing environmental values before model training

Following the temporal filtering, the analysis included 53 records observed between January 1971 and Decem-
ber 2000 (see Supplemental material, Table S1). The paired Wilcoxon signed-rank tests revealed significant
differences in the environmental values of the occurrences when comparing the standard 30-year average
approach (STA) to each of the temporal resolutions (T01, T05, T10) for the maximum temperature of the
warmest month (bio05) and the precipitation of the driest month (biol4). In addition, the precipitation of the
wettest month (biol3) showed a significant difference when comparing the 30-year standard average (STA)
against the one-year temporal resolution (T01). The minimum temperature of the coldest month (bio06)
did not present significant differences between the approaches. The Bland-Altman plots also confirmed the
quantitative results, showing the difference between the standard average and the temporal resolutions (Fig.
4). Specifically, significant differences in environmental values were observed when the mean values of the
subtraction between the 30-year average and the temporal resolution (represented by horizontal black lines)
deviated significantly from the y-axis zero. Bio06 indicated a temporal pattern where older records (dark
orange) had lower temperatures when doing a time-matched approach, while recent occurrences (light oran-



ge) had higher temperatures. This temporal pattern was not evident for precipitation-based variables (biol3
and biol4) and the other temperature variable (bio06). Moreover, the magnitude of the difference decreases
for all the variables as the temporal resolution is lower (i.e., from one-year to ten-year). For example, the
difference between standard and time-matched approaches in some occurrences was as high as 2°C when
comparing a one-year temporal resolution to the 30-year average but decreased to 0.5°C when comparing
against the ten-year temporal resolution.

Model selection

Along with the 53 occurrences, 1401 background points were selected and used for model training. The
best models selected by the delta.AIC for each of the four approaches shared a similar combination of the
feature classes (Linear, Quadratic, and Hinge), without hinge features in the one-year temporal resolution
(parameters and validation metrics of each model are shown in Fig. 5). Selected regularization multipliers
range from 0.3 to 2.2. The standard approach yielded the highest validation AUC, although it had the lowest
CBI compared to the time-matched approaches. The validation omission rate (OR) of the 30-year average
was slightly higher for the standard approach than for the other time-matched approaches. In terms of the
geographic predictions of each approach, shorter temporal resolutions resulted in more extensive predictions
(Fig. 5).

Model comparison

After conducting repeated random k -fold cross-validation, I observed that the ten-year resolution approach
outperformed the standard 30-year average approach in terms of the omission rate for withheld data, while the
other resolutions performed the same or worse based on some validation metrics. First, the AUC validation
values of the standard approach were significantly higher than those of the one-year and five-year time-
matched approaches (Fig. 6a). When comparing with the ten-year time-matched approach, the AUC values
of the standard approach were still higher, but the difference was not significant. The Continuous Boyce
Index (Fig. 6b) and the 10%"percentile of training omission rate (Fig. 6¢) showed similar (non-significant)
values between the standard and time-matched approaches. However, the omission rate based on the 18 fully
withheld occurrences (OR.W) indicated a higher omission rate for the 30-year standard approach than for
each of the three temporal resolutions (Fig. 6d).

Visual inspection showed that the standard 30-year average and the ten-year time-matched approaches
provide more accurate predictions than the other two approaches (Fig. 7 and Fig. S1). The one-year matching
approach overpredicts suitability in the northern and southern parts of the study area, while the predictions of
the five-year matching approach are narrower than the one-year approach but still contain some unrealistic
predictions of suitable conditions to the west of the Sierra Madre Oriental between 20°N and 22°N. In
contrast, the standard and ten-year matching approaches have similar predictions. However, there is a larger
prediction at the north of the potential distribution for the ten-year matching approaches. A more detailed
comparison of ecological plausibility between these two approaches is found in Supplemental material (Fig.
S2). Moreover, the number of times the withheld data were predicted as suitable (represented by black circles
in Fig. 7) shows that the time-matched approaches have higher prediction rates than the standard approach
(which supports the quantitative test).

Discussion

This study found differences in the performance and ecological plausibility of ENMs that incorporated
temporal occurrence-environment matching compared to models that used a standard 30-year average. Using
Cryptotis mexicanusas a use-case, the results indicated that the ten-year temporal resolution performed
similar to the standard 30-year average approach based on cross-validation AUC, CBI and OR (with no
significant difference). Moreover, the results even showed an improvement in performance when considering
the fully withheld omission rate, with an average rate that is lower by 0.1 than the standard approach.
However, given the significantly lower AUC values of other shorter temporal resolutions (one and five years),
this result may not be generalized to all temporal resolutions. The ecological plausibility interpretation
supported the findings of model performance, showing that the ten-year resolution had as much of a realistic



geographical prediction of suitability as the standard 30-year approach for almost all the known shrew range,
while the shorter temporal resolutions resulted in unrealistic estimates of the potential shrew distribution.

Time-matched approaches have proven successful in obtaining reliable model predictions for other species
of small non-volant mammals (with low vagility), but none of these studies compared the performance and
ecological plausibility of different temporal resolutions, as presented in this study. For instance, time-specific
models of American Pika (Smith et al. 2019) and Australian Bettongs (Bateman et al. 2012) achieved
favourable results using resolutions of ten and five years, respectively. The observed differences in model
performance across the three temporal resolutions here suggest that using an uninformed time-matched
approach will not translate into better models for small non-volant mammals or other species with low
mobility. Ideally, the temporal resolution selection should be based on the species’ biology, specifically the
time lag in which a population could be impacted by the change in the variables used in the model training
(Levin 1992, Nadeau et al. 2017). For instance, shorter-term resolutions, such as yearly, monthly, or even daily
resolutions (Reside et al. 2010, Abrahms et al. 2019), might be more useful for highly mobile species (Ingenloff
and Peterson 2021) than for species of low mobility, such as C. mezicanus . Unfortunately, most species
worldwide lack the necessary demographic information to establish the time lag of population response,
although often information could be borrowed from taxonomically related species with similar body sizes
and natural history information. As an alternative, time-matched models should explore several temporal
resolutions and tune them empirically.

For the ten-year temporal resolution, the modified version of the target-group background obtained realistic
predictions of the shrew’s distribution, except for the northern region. This large area predicted in the north
is not expected, as it corresponds to xeric shrublands and mesic lowland areas in which populations of C.
mezicanus never have been found. This could be due to the minimal representation of the background data
in the northern area (as seen in Fig. 3b), which may fail to capture the full range of environmental conditions
due to under-sampling by biologists. In such cases, the target-group background tends to overcompensate for
the least sampled areas by increasing the number of false positives (Syfert et al. 2013, Barber et al. 2022). This
tendency can be observed even in the standard 30-year average when used to correct for spatial bias, but it
increases when also correcting the temporal bias in occurrence-environment approaches. Furthermore, while
the model performance may be affected by occurrences removed because they fell outside the temporal range
between 1971 and 2000, the time-matched approaches allow the use of occurrences traditionally discarded
in model training, such as occurrences from the exact location but captured at different times, which could
experience different environmental conditions. This situation can benefit species with a restricted distribution
or where spatial thinning (Boria et al. 2014) may significantly reduce the occurrence data available for
modelling.

Further directions

Time-matched models have potential benefits beyond current estimations of biodiversity distributions. One
such benefit is the ability to estimate how species are responding and will respond to climate change, based
on fewer years of future climatic projections. Occurrence-environment matching approaches can capture
extreme weather events hidden in long-term averages, events which could drastically affect population growth
or even drive local extirpation depending on the species (Frederiksen et al. 2008, Bauerfeind and Fischer
2014, Marcelino et al. 2020). Studies have shown that even in cases where models that incorporate the
frequency of extreme events have similar geographic predictions to standard average models in the current
time, they could differ considerably in future geographic estimations (Moran-Ordonez et al. 2018). Given
that the frequency of extreme events is becoming higher due to global warming, studies that incorporate
extreme events intrinsically in model training (as in this study) or by using extreme-derived variables (e.g.,
Zimmermann et al. 2009, Feldmeier et al. 2018) should be considered in any conservation study that accounts
for climate change.

Alongside investigating the differences between time-matched and standard approaches in climate change
impacts on species ranges, further studies should explore the benefits of using time-matched remote sensing
data. Derived remote-sensing variables such as tree forest cover (Hansen et al. 2013) or the Normalized



Difference Vegetation Index may be used together with temperature and precipitation at the exact same
temporal resolution to get almost real-time estimations of habitat suitability (Crego et al. 2022, Paz et al.
2022). For instance, based on the positive results using a ten-year resolution for estimating the C. mexicanus
distribution, time-matching of traditional bioclimatic variables could be combined with the two decades of
data captured by remote sensing instruments. When sufficient recent occurrence data exist, this represents
a viable pathway that holds advantages over the common alternative of building a climate-only model and
post-processing it by masking out regions no longer holding suitable habitat (e.g., based on remote sensing;
Merow et al. 2022). This line of further research integrating disparate environmental data streams and
temporal matching could enable us to obtain better model predictions and forecast how species respond to
the changing environment.
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Figure 1. Examples of environmental averages and their estimation. a) 30-year standard average between
January 1971 and December 2000 (360 months or 30 years). b) Matching the timing of occurrence data
and the environmental average using 120 months (ten years) before the date of observation. Black points
represent the date of observation at each of ten occurrence points. Greyline intervals represent the period
for which bioclimatic averages are calculated.
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Figure 2. Methods flowchart. Occurrence data for Cryptotis mezicanus and other small non-volant mammal
localities for the target-group (TG) background are obtained (yellow). Monthly temperature and precipita-
tion are used to create bioclimatic variables (ENVS) at several temporal resolutions (blue). Darker colours
correspond to the standard 30-year average approach (STA), while lighter colours correspond to time-matched
approaches (T01, T05, T10). Bioclimatic values are extracted to create a sample with data (SWD) file to run
a MaxEnt model to select the best model for each approach (green). Occurrence data are partitioned using
repeated cross-validation to obtain 1000 model iterations for each approach (purple). Model comparisons of
each temporal resolution are performed against the standard 30-year average models (dashed lines).
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Figure 4. Bland-Altman plots representing the differences in environmental values between the standard 30-
year average approach (STA) and each of the three temporal resolutions (T01, one-year; T05, five-year; T10,
ten-year). The temperature-based variables—the maximum temperature of the warmest month (BIO05) and
the minimum temperature of the coldest month (BIO06) are represented in orange. Precipitation-based
variables—the maximum precipitation of the wettest month (BIO13) and the minimum precipitation of the
driest month (BIO14)—are represented in blue. The values in darker colours represent older observation
occurrences, while lighter colours represent recent ones. The horizontal black lines represent the mean values
of the subtraction, and the red dashed lines correspond to the 5th (lower) and 95th (upper) percentile of
the data. Occurrences with no difference between approaches are represented by zero values on the y-axis.
Positive y-axis values represent occurrences where the standard 30-year averages are higher than the time
matched. In contrast, negative y-axis values correspond to cases with higher time matched values than the
standard approach. Asterisks in the top-right of each plot represent significant differences obtained by a
Wilcoxon signed-rank test.
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Figure 5. Thresholded geographic predictions of Cryptotis mezicanus using the standard 30-year average
approach (STA) and three temporal resolutions (T01, one-year; T05, five-year; T10, ten-year). Black areas
indicate suitable environments, while grey areas represent unsuitable environments. Red points indicate
occurrences used in model training (and cross-validation), while green points represent fully withheld evalu-
ation occurrences from other time periods (not used for selecting the best model). The dashed line outlines
the one-degree buffer around the training occurrences. The maps also display average validation metrics of
the latitudinal block partition at the top-right corner, including the Area under the Curve (AUC), Contin-
uous Boyce Index (CBI), and 10" percentile of training omission rate (OR). At the bottom-left corner of
each map, the feature classes (fc) and regularization multiplier (rm) of the selected model are reported.
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Figure 6. Difference between validation metrics for the standard 30-year average (STA) against each of the
three temporal resolutions (T01, one-year; TO05, five-year; T10, ten-year). Each panel shows the pairwise
difference between validation metrics of 1000 iterations (4 folds x 250 repeats) based on repeated % -fold
cross-validation. The histograms show the distribution of the pairwise differences of the area under the curve
(AUC; shown in A), the Continuous Boyce Index (CBI; shown in B), the 10" percentile of training omission
rate of the validation folds (OR; shown in C), and the withheld data (OR-W; shown in D) between the
standard and each time-matched approach. The black dashed lines represent the expected mean values if
the standard and time-matched matching approaches are the same. The red lines in the histograms indicate
the mean value of the difference. Mean values above the dashed line indicate higher values for the standard
30-year average approach. Higher values in AUC and CBI represent a better performance of the standard
approach. In contrast, for the omission rates (OR and OR-W), lower values represent a better performance
of the standard approach. Asterisks in the top-right of each plot indicate significant differences obtained by
the correlated t-tests.
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Figure 7. Maps showing the summation of thresholded suitability maps based on 1000 iterations (4 folds x
250 repeats) of Cryptotis mexicanus for each of the four approaches: standard 30-year average (STA), and
three temporal resolutions (T01, one-year; T05, five-year; T10, ten-year). Areas with no suitable predictions
are indicated in blue, while those where most iterations predict suitability are shown in red. Occurrences that
were fully withheld during model training and cross-validation are indicated with a white cross mark, while
the number of times an occurrence was predicted as suitable is represented the size of a semi-transparent
black circle, with larger circles indicating a greater number of suitable predictions.
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