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Abstract

A generalization of the Mercer type inequality, for strongly convex functions with modulus $c>0$, is hereby established.

Let $\mathfrak{h}:[\delta,\zeta] \rightarrow \mathbb{R}$ be a strongly convex function on the interval $[\delta,\zeta]

\subset \mathbb{R}$. Let ${\bf a}=(a 1,. . . .,a s)$, ${\bf b}=(b 1,. . . .,b s)$ and ${\bf p}=(p 1,. . . .,p s)$, where $a k, b -

k \in [\delta,\zeta], p k >0$ for each $k=\overline{1,s}$. If ${\bf n}\in{\mathbb{R}}ˆs$, $\langle {\bf a}-{\bf b}, {\bf

n}\rangle=0$ and under some separability assumptions, then we prove that $$\sum {l=1}ˆs p l\mathfrak{h}(b {l}) \leq

\sum {l=1}ˆs p l\mathfrak{h}(a l)-c\sum {l=1}ˆsp l(a l-b {l})ˆ2.$$ Using the above result, we derive loads of inequalities for

similarly separable vectors. We further applied our results to different types of tuples. Our results extend, complement and

generalize known results in the literature.
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Using the above result, we derive loads of inequalities for similarly sepa-
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1 Introduction

Let h : [δ, ζ] → R, υ, ν ∈ [δ, ζ] and t ∈ [0, 1]. We call h convex on [δ, ζ] if it satisfies
the following inequality:

h (tυ + (1− t)ν) ≤ th(υ) + (1− t)h(ν).

In the early twentieth century, D. Jensen proved the following generalization of the
above statement – which is now known as the Jensen’s inequality: if h is convex on
[δ, ζ], then

h

(
t∑

h=1

qhxh

)
≤

t∑
h=1

qhh(xh),

where
∑t
h=1 qh = 1 with qh > 0 and xh ∈ [δ, ζ] for each h.

In 2003, Mercer established the following variant of the Jensen’s inequality:

Theorem 1 ( [7]). If h : [δ, ζ]→ R is convex with xh ∈ [δ, ζ] for h = 1, · · · , t, then

h

(
x1 + xt −

t∑
h=1

qhxh

)
≤ h(x1) + h(xt)−

t∑
h=1

qhh(xh),

where
∑t
h=1 qh = 1 with qh ≥ 0.

Now, let d = (d1, ....dr) and b = (b1, ...., br) be two r-tuples such that

d1 ≥ d2 ≥ · · · ≥ dr and b1 ≥ b2 ≥ · · · ≥ br.

We say that the r-tuple d majorizes b, and write b ≺ d, if

k∑
l=1

dl ≥
k∑
l=1

bl holds for k = 1, 2, · · · , r − 1;

and
r∑
l=1

dl =

r∑
l=1

bl.

By means of the theory of majorization, Niezgoda, among other things, proved the
succeeding generalization of Theorem 1:

Theorem 2 ( [12]). Let h : [δ, ζ] → R be a continuous convex function on interval
[δ, ζ] ⊂ R. Suppose d = (d1, d2, ...., ds) with dl ∈ [δ, ζ], and Z = (zhl) is a real t × s
matrix such that zhl ∈ [δ, ζ] for all h, l. If d majorizes each row of X, that is;

zh. = (zh1, ...., zhs) ≺ (d1, ...., ds) = d for each h = 1, ....., t,

then we have the inequality

h

( s∑
l=1

dl −
s−1∑
l=1

t∑
h=1

qhzhl

)
≤

s∑
l=1

h(dl)−
s−1∑
l=1

t∑
h=1

qhh(zhl),

where
∑t
h=1 qh = 1 with qh ≥ 0 for each h.

2



The notion of convex function has been generalized in the following sense:

Definition 1 ( [13]). A function h : [δ, ζ]→ R is strongly convex with modulus c > 0
if

h (tυ + (1− t)ν) ≤ th(υ) + (1− t)h(ν)− ct(1− t)(υ − ν)2

for all υ, ν ∈ [δ, ζ] and t ∈ [0, 1].

It is known that “a function g is strongly convex with modulus c on an interval
if and only if the function h = g − c(·)2 is convex on the same interval.” So, to
show that the function g is strongly convex with modulus c, it suffices to show h′

in nondecreasing in the interval under consideration. Strongly convex functions have
been found to be applicable in the theories of optimization and approximation, and
mathematical economics. The literature is filled with abundance of work around this
class of functions. For example, see [5, 9]. In 2010, Merentes and Nikodem [8] proved
the following version of the classical discrete Jensen inequality for the class of strongly
convex function.

Theorem 3 ( [8]). If h : [δ, ζ]→ R is strongly convex with modulus c, then

h

(
t∑

h=1

qhxh

)
≤

t∑
h=1

qhh(xh)− c
t∑

h=1

qh

(
xh −

t∑
h=1

qhxh

)2

for all x1, x2, · · · , xt ∈ [δ, ζ] and all q1, · · · , qt > 0 such that

t∑
h=1

qh = 1.

In [15], Zaheer Ullah et al. established loads of majorization results for strongly
convex functions. Worthy of mention, are the following two results:

Theorem 4 ( [15]). Let h : [δ, ζ] → R be a strongly convex function with respect to
modulus c. Suppose d = (d1, ....ds) and b = (b1, ...., bs) are s-tuples, dl, bl ∈ [δ, ζ], l =
1, ......., s and the s-tuple d majorizes b. Then the following inequality holds:

s∑
l=1

h(bl) ≤
s∑
l=1

h(dl)− c
s∑
l=1

(dl − bl)2. (1)

Theorem 5 ( [15]). Let h : [δ, ζ] → R be a strongly convex function with respect to
modulus c. Suppose d = (d1, ....ds), b = (b1, ...., bs) and p = (p1, ...., ps) are s-tuples,
dl, bl ∈ [δ, ζ], l = 1, ......., s. Then the following inequality holds:

s∑
l=1

plh(dl) ≥
s∑
l=1

plh(bl) +

s∑
l=1

plh
′(bl)(dl − bl) + c

s∑
l=1

pl(dl − bl)2. (2)

For some more results related to majorization we recommend [1–3].
Inspired by the work described above, our goal in this article is twofold. Namely,

1. Extend Theorem 2 to the family of strongly convex functions.

2. Establish loads of Mercer type inequalities for similarly separable vectors within
the framework of strongly convex functions.

This work is arranged as follows: We prove our main results in Section 2. In Section 3,
we applied our main results to selected vectors and discuss nonincreasing mean tuples,
convex tuples and star-shaped tuples with regards to our results.
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2 Main results

We now state and prove an inequality of the Mercer kind by using the majorization
technique.

Theorem 6. Let h : [δ, ζ] → R be a continuous strongly convex function on interval
[δ, ζ] ⊂ R. Suppose d = (d1, d2, ...., ds) with dl ∈ [δ, ζ], and Z = (zhl) is a real t × s
matrix such that zhl ∈ [δ, ζ] for all h, l. If d majorizes each row of Z, that is;

zh. = (zh1, ...., zhs) ≺ (d1, ...., ds) = d for each h = 1, ....., t, (3)

then we have the inequality

h

( s∑
l=1

dl −
s−1∑
l=1

t∑
h=1

qhzhl

)

≤
s∑
l=1

h(dl)−
s−1∑
l=1

t∑
h=1

qhh(zhl)− c
s∑
l=1

t∑
h=1

qh(dl − zhl)2

− c
t∑

h=1

qh

[
s∑
l=1

dl −
s−1∑
l=1

zhl −
t∑

h=1

qh

( s∑
l=1

dl −
s−1∑
l=1

zhl

)]2
,

(4)

where
∑t
h=1 qh = 1 with qh ≥ 0 for each h.

Proof. We start by noticing that:

h

( s∑
l=1

dl −
s−1∑
l=1

t∑
h=1

qhzhl

)
= h

( t∑
h=1

qh

s∑
l=1

dl −
s−1∑
l=1

t∑
h=1

qhzhl

)

= h

(
t∑

h=1

qh

( s∑
l=1

dl −
s−1∑
l=1

zhl

))
.

Now, using Theorem 3 we obtained that:

h

( s∑
l=1

dl −
s−1∑
l=1

t∑
h=1

qhzhl

)

≤
t∑

h=1

qhh

( s∑
l=1

dl −
s−1∑
l=1

zhl

)

− c
t∑

h=1

qh

(
s∑
l=1

dl −
s−1∑
l=1

zhl −
t∑

h=1

qh

( s∑
l=1

dl −
s−1∑
l=1

zhl

))2

.

(5)

By (3) we have
s∑
l=1

dl −
s−1∑
l=1

zhl = zhs for each h = 1, ...., t. (6)

Using (6) and (1) with b = zh. we have that for each h = 1, ...., t

h

( s∑
l=1

dl −
s−1∑
l=1

zhl

)
= h(zhs) ≤

s∑
l=1

h(dl)−
s−1∑
l=1

h(zhl)− c
s∑
l=1

(dl − zhl)2. (7)
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Multiplying both sides of (7) by
∑t
h=1 qh, we have

t∑
h=1

qhh

( s∑
l=1

dl −
s−1∑
l=1

zhl

)

≤
t∑

h=1

qh

s∑
l=1

h(dl)−
t∑

h=1

qh

s−1∑
l=1

h(zhl)− c
t∑

h=1

qh

s∑
l=1

(dl − zhl)2.

This implies that:

t∑
h=1

qhh

( s∑
l=1

dl −
s−1∑
l=1

zhl

)

≤
s∑
l=1

h(dl)−
s−1∑
l=1

t∑
h=1

qhh(zhl)− c
s∑
l=1

t∑
h=1

qh(dl − zhl)2.

Subtracting both sides of the above inequality by

c
t∑

h=1

qh

(
s∑
l=1

dl −
s−1∑
l=1

zhl −
t∑

h=1

qh

( s∑
l=1

dl −
s−1∑
l=1

zhl

))2

,

one gets:

t∑
h=1

qhh

( s∑
l=1

dl −
s−1∑
l=1

zhl

)
− c

t∑
h=1

qh

(
s∑
l=1

dl −
s−1∑
l=1

zhl −
t∑

h=1

qh

( s∑
l=1

dl −
s−1∑
l=1

zhl

))2

≤
s∑
l=1

h(dl)−
s−1∑
l=1

t∑
h=1

qhh(zhl)− c
s∑
l=1

t∑
h=1

qh(dl − zhl)2

− c
t∑

h=1

qh

(
s∑
l=1

dl −
s−1∑
l=1

zhl −
t∑

h=1

qh

( s∑
l=1

dl −
s−1∑
l=1

zhl

))2

,

(8)
which implies from (5) and (8) that

h

( s∑
l=1

dl −
s−1∑
l=1

t∑
h=1

qhzhl

)

≤
s∑
l=1

h(dl)−
s−1∑
l=1

t∑
h=1

qhh(zhl)− c
s∑
l=1

t∑
h=1

qh(dl − zhl)2

− c
t∑

h=1

qh

(
s∑
l=1

dl −
s−1∑
l=1

zhl −
t∑

h=1

qh

( s∑
l=1

dl −
s−1∑
l=1

zhl

))2

.

This completes the proof.

Remark 1. If c → 0+, then Theorem 6 becomes Theorem 2. By setting s = 2, d1 =
a1, d2 = at with d1 ≤ d2, and zh1 = ah and zh2 = d1 + d2 − ah for h = 1, ..., t, then

5



the inequality in Theorem 6 amounts to:

h

(
a1 + at −

t∑
h=1

qhah

)

≤ h(a1) + h(at)−
t∑

h=1

qhh(ah)

− c

(
2

t∑
h=1

qh
(
a1 − ah

)2
+

t∑
h=1

qh

(
ah −

t∑
h=1

qhah

)2
)
.

We recall that an r× r matrix D = (dlj) is said to be doubly stochastic, if dlj ≥ 0

and

r∑
l=1

alj =

r∑
j=1

alj = 1 for all l, j = 1, ...,m. For matrices of this kind, the following

relation was established in [6, p.20]:

dD ≺ d for each real r − tuple d = (d1, ..., dr). (9)

By using Theorem 6 and (9), the following corollary can be easily deduced:

Corollary 1. Let h : [δ, ζ] → R be a continous strongly convex function on interval
[δ, ζ] ⊂ R. Suppose d = (d1, ..., ds) ∈ [δ, ζ]s and D1, ...,Dt are s× s doubly stochastic
matrices. If we set

Z = (zhl) =


dD1

.

.

.
dDt

 ,

then the inequality (4) holds.

Now, given that d = (d1, ...., ds) and b = (b1, ...., bs), we define the following inner
product on Rs by

〈d,b〉 =

s∑
l=1

pldlbl, (10)

where p = (p1, ...., ps) is a positive s-tuple. For t = 1, ..., s, we denote

Pt =

t∑
l=1

pl, P̂t =

t∑
l=1

lpl, P̃t =

t∑
l=1

l2pl.

Except where otherwise noted, E = {e1, ...., et} is a basis in Rs and D = {d1, ....,dt}
is the dual basis of E; that is, 〈el,dj〉 = δlj (kronecker delta), l, j = 1, ..., s. We now
collate the following definitions that will be needed in the sequel.

Definition 2 ( [10, 11]). A vector n ∈ Rs is called E-positive if 〈el,n〉 > 0 for all
l = 1, ...., s. Let H = {1, ..., s} and suppose H1 and H2 are two indexing sets such that
H1 ∪H2 = H. Given µ ∈ R and n ∈ Rs, we say that a vector a ∈ Rs is µ,n-separable
on H1 and H2 w.r.t the basis E, if

〈el,a− µn〉 ≥ 0 for l ∈ H1, and 〈ej ,a− µn〉 ≤ 0 for j ∈ H2. (11)

6



Equivalently, we say that a ∈ Rs is µ,n-separable on H1 and H2 w.r.t the basis E, if
and only if for any E-positive vector n ∈ Rs, the following double inequality holds:

max
j∈H2

〈ej ,a〉
〈ej ,n〉

≤ µ ≤ min
l∈H1

〈el,a〉
〈el,n〉

. (12)

A vector a ∈ Rs is termed n-separable on H1 and H2 w.r.t the basis E, if for some
µ ∈ R, a is µ,n-separable on H1 and H2. A map ψ : [δ, ζ]→ R preserves n-separability
on H1 and H2 w.r.t the basis E, if ψ(a) = (ψ(a1), ..., ψ(as)) is n-separable on H1

and H2 w.r.t the basis E, whenever a = (a1, ..., as) ∈ [δ, ζ]s is n-separable on H1

and H2 w.r.t the basis E. In the situation where n is E-positive on H1 = {j0} and
H2 = H/{j0}, the n-separability of a is implied by the condition

〈ej ,a〉
〈ej ,n〉

≤ 〈ej0 ,a〉〈ej0 ,n〉
for j = 1, ..., , s, (13)

that is the function H 3 j → 〈ej ,a〉
〈ej ,n〉

∈ R takes its maximum at j = j0.

The second main result of this paper shall be anchored on the following lemma:

Lemma 1 ( [10]). Let E = {e1, ...., et} be a basis in V and D = {d1, ....,dt} be the
dual basis of E. Suppose e,n,m, and z are the vectors in V with 〈e,n〉 > 0. Denote
λ = 〈m,n〉/〈e,n〉. If there exist index sets H1 and H2 with H1 ∪ H2 = H, where
H = {1, 2, ...., t} such that

(i). z is n-separable on H1 and H2 w.r.t. E;

(ii). m is λ, e-separable on H1 and H2 w.r.t. D,

then the inequality
〈z, e〉〈m,n〉 ≤ 〈z,m〉〈e,n〉

holds.

Next, we prove some inequalities of the Mercer type for similarly separable vectors.

Theorem 7. Let h : [δ, ζ]→ R be a strongly convex function on open interval [δ, ζ] ⊂
R. Suppose a = (a1, ...., at), b = (b1, ...., bt) and p = (p1, ...., pt), where ah, bh ∈
[δ, ζ], ph > 0 for h ∈ H = {1, ...., t}. Let ∂h : [δ, ζ]→ R be the subdifferential of h, and
suppose ψ ∈ ∂h. Define

ψ(z) = (ψ(z1), ..., ψ(zt)) for z = (z1, ...., zt) ∈ [δ, ζ]t.

Let E,D, e,n be as in Lemma 1 for n = Rt with inner product given by (10). Denote
λ = 〈a−b,n〉/〈e,n〉 with 〈e,n〉 > 0. If there exist index sets H1 and H2 with H1∪H2 =
H such that

(i). b is n-separable on H1 and H2 w.r.t. E;

(ii). a− b is λ, e-separable on H1 and H2 w.r.t. D; and

(iii). ψ preserves-n-separablity on H1 and H2 w.r.t. E.

Then the following statements take hold, under the above condtions.

A. If 〈a− b,n〉 = 0, then

t∑
l=1

plh(bl) ≤
t∑
l=1

plh(al)− c
t∑
l=1

pl(al − bl)2 for each l = 1, ..., t. (14)

7



B. If 〈a− b,n〉 ≥ 0 and 〈ψ(b), e〉 ≥ 0, then (14) holds.

Proof. Using (10) and a consequence of (2), we have that

t∑
l=1

pl(h(al)− h(bl))− c
t∑
l=1

pl(al − bl)2 ≥
t∑
l=1

pl(al − bl)ψ(bl) = 〈a− b, ψ(b)〉. (15)

We deduce from combining (i) and (iii) that the vector ψ(y) is n-separable on H1 and
H2 w.r.t. E. Using Lemma 1, we are going to get

〈a− b, ψ(b)〉 ≥ 1

〈e,n〉 〈a− b,n〉〈ψ(b), e〉.

Since 〈e,n〉 > 0. So, if 〈a− b,n〉 = 0 then 〈a− b, ψ(b)〉 ≥ 0, which implies from (15)
that

t∑
l=1

pl(h(al)− h(bl))− c
t∑
l=1

pl(al − bl)2 ≥ 0.

This implies that

t∑
l=1

plh(bl) ≤
t∑
l=1

plh(al)− c
t∑
l=1

pl(al − bl)2.

Hence, the desired inequality is established.

Remark 2. If we let c→ 0+ in Theorem 7, then we recover [11, Theorem 2.2].

Theorem 8. Let h : [δ, ζ]→ R be a strongly convex function on open interval [δ, ζ] ⊂
R. Let ∂h : [δ, ζ] → R be the subdifferential of h, and suppose ψ ∈ ∂h. Suppose
d = (d1, ....ds) ∈ [δ, ζ]s, and Z = (zhl) is a real t × s matrix such that zhl ∈ [δ, ζ] for
all h, l. Let m,n ∈ Rs with 〈m,n〉 > 0. For each h = 1, 2, ..., t, if there exist index sets
H1 and H2 with H1 ∪H2 = H such that

(i). zh. is n-separable on H1 and H2 w.r.t. E;

(ii). d− zh. is 0, m-separable on H1 and H2 w.r.t. D;

(iii). 〈d− zh.,n〉 = 0;

(iv). ψ preserves-n-separablity on H1 and H2 w.r.t. E.

Then we have the inequality that follows

psh

( s∑
l=1

εplnldl −
s−1∑
l=1

t∑
h=1

εqhplnlzhl

)

≤
s∑
l=1

plh(dl)−
s−1∑
l=1

t∑
h=1

qhplh(zhl)− c
s∑
l=1

t∑
h=1

qhpl(dl − zhl)2

− cps
t∑

h=1

qh

[
ε

( s∑
l=1

plnldl −
s−1∑
l=1

plnlzhl

)
−

t∑
h=1

qhε

( s∑
l=1

plnldl −
s−1∑
l=1

plnlzhl

)]2
,

(16)
where ε = 1

psns
with ns 6= 0 and

∑t
h=1 qh = 1 with qh ≥ 0.

8



Proof. For h = 1, ..., t, denote λh = 〈d− zh.,n〉/〈m,n〉. By using (iii) we get λh = 0.
Under the conditions of the theorem, with λh = 0, we deduce from Theorem 7 the
following inequality:

s∑
l=1

plh(zhl) ≤
s∑
l=1

plh(dl)− c
s∑
l=1

pl(dl − zhl)2 for each h = 1, ..., t. (17)

First, we observe that:

h

( s∑
l=1

εplnldl −
s−1∑
l=1

t∑
h=1

εqhplnlzhl

)
= h

( t∑
h=1

qh

s∑
l=1

εplnldl −
s−1∑
l=1

t∑
h=1

εqhplnlzhl

)

= h

(
t∑

h=1

qhε

( s∑
l=1

plnldl −
s−1∑
l=1

plnlzhl

))
.

Utilizing Theorem 3, we get:

h

( s∑
l=1

εplnldl −
s−1∑
l=1

t∑
h=1

εqhplnlzhl

)

≤
t∑

h=1

qhh

(
ε

( s∑
l=1

plnldl −
s−1∑
l=1

plnlzhl

))

− c
t∑

h=1

qh

(
ε

( s∑
l=1

plnldl −
s−1∑
l=1

plnlzhl

)
−

t∑
h=1

qhε

( s∑
l=1

plnldl −
s−1∑
l=1

plnlzhl

))2

,

which is equivalent to

psh

( s∑
l=1

εplnldl −
s−1∑
l=1

t∑
h=1

εqhplnlzhl

)

≤ ps
t∑

h=1

qhh

(
ε

( s∑
l=1

plnldl −
s−1∑
l=1

plnlzhl

))

− cps
t∑

h=1

qh

(
ε

( s∑
l=1

plnldl −
s−1∑
l=1

plnlzhl

)
−

t∑
h=1

qhε

( s∑
l=1

plnldl −
s−1∑
l=1

plnlzhl

))2

.

(18)
Given that 〈d − zh.,n〉 = 0 for each h = 1, ..., t, we get from (10) the following
identities:

ε

( s∑
l=1

plnldl −
s−1∑
l=1

plnlzhl

)
= zhs

psh

(
ε

( s∑
l=1

plnldl −
s−1∑
l=1

plnlzhl

))
= psh(zhs).

From (17), we have

psh(zhs) ≤
s∑
l=1

plh(dl)−
s−1∑
l=1

plh(zhl)− c
s∑
l=1

pl(dl − zhl)2 for each h = 1, ..., t.

9



So,

psh

(
ε

( s∑
l=1

plnldl −
s−1∑
l=1

plnlzhl

))
≤

s∑
l=1

plh(dl)−
s−1∑
l=1

plh(zhl)− c
s∑
l=1

pl(dl − zhl)2.

Multiplying
∑t
h=1 qh to both sides of the above inequality, one obtains:

ps

t∑
h=1

qhh

(
ε

( s∑
l=1

plnldl −
s−1∑
l=1

plnlzhl

))

≤
t∑

h=1

qh

s∑
l=1

plh(dl)−
s−1∑
l=1

t∑
h=1

qhplh(zhl)− c
s∑
l=1

t∑
h=1

qhpl(dl − zhl)2

=

s∑
l=1

plh(dl)−
s−1∑
l=1

t∑
h=1

qhplh(zhl)− c
s∑
l=1

t∑
h=1

qhpl(dl − zhl)2.

This implies:

ps

t∑
h=1

qhh

(
ε

( s∑
l=1

plnldl −
s−1∑
l=1

plnlzhl

))

− cps
t∑

h=1

qh

(
ε

( s∑
l=1

plnldl −
s−1∑
l=1

plnlzhl

)
−

t∑
h=1

qhε

( s∑
l=1

plnldl −
s−1∑
l=1

plnlzhl

))2

≤
s∑
l=1

plh(dl)−
s−1∑
l=1

t∑
h=1

qhplh(zhl)− c
s∑
l=1

t∑
h=1

qhpl(dl − zhl)2

− cps
t∑

h=1

qh

(
ε

( s∑
l=1

plnldl −
s−1∑
l=1

plnlzhl

)
−

t∑
h=1

qhε

( s∑
l=1

plnldl −
s−1∑
l=1

plnlzhl

))2

.

(19)
It therefore follows from (18) and (19) that

psh

( s∑
l=1

εplnldl −
s−1∑
l=1

t∑
h=1

εqhplnlzhl

)

≤
s∑
l=1

plh(dl)−
s−1∑
l=1

t∑
h=1

qhplh(zhl)− c
s∑
l=1

t∑
h=1

qhpl(dl − zhl)2

− cps
t∑

h=1

qh

(
ε

( s∑
l=1

plnldl −
s−1∑
l=1

plnlzhl

)
−

t∑
h=1

qhε

( s∑
l=1

plnldl −
s−1∑
l=1

plnlzhl

))2

.

This makes the proof complete.

Remark 3. If we let c→ 0+ in Theorem 8, then we recapture [12, Theorem 3.1].

Corollary 2. Let all the conditions of Theorem 8 hold and assume there exist j0 ∈
H = {1, ...., s} such that n = bj0 . Suppose H1 = {j0} and H2 = H \ {j0}, and
substitute the conditions (i), (ii) in Theorem 8 by

(i). zh. is n-separable on H1 and H2 w.r.t E, e.g., n is E-positive and

〈ej , zh.〉
〈ej ,n〉

≤ 〈ej0 , zh.〉〈ej0 ,n〉
for j = 1, ...., s;

10



(ii). d− zh. is 0,m-separable on H1 and H2 w.r.t D, that is,

〈bj ,d− zh.〉 ≤ 〈bj0 ,d− zh.〉 for j = 1, ...., s. (20)

Then the inequality (16) holds.

Proof. By (13) it can be easily seen that the conditions (i) and (ii) of Theorem 8 reduce
to (i) and (ii) of Corollary 2 respectively. Clearly, from (iii) we have 〈bj0 ,d− zh.〉 =
〈n,d− zh.〉 = 0. Hence (20) gives

〈bj ,d− zh.〉 ≤ 0 = 〈bj0 ,d− zh.〉 for j = 1, ...., s,

which means that d− zh. is 0,m-separable on H1 and H2 w.r.t. D. The statement is
now derived from Theorem 8.

3 Applications

Here, we apply Theorem 8 and Corollary 2 to different vectors m and n. For this,
the following pair of dual basis are considered: E = {e1, ...., et} and D = {d1, ....,dt}.
Take,

eτ = dτ =
1
√
pτ

( 0, ..., 0,︸ ︷︷ ︸
τ−1 times

1, 0, ..., 0) for τ = 1, ..., s (21)

and 
eτ =

(
0, ..., 0,︸ ︷︷ ︸
τ−1 times

1
pτ
,− 1

Pτ+1
, 0, ..., 0

)
for τ = 1, ..., s− 1,

er =

(
0, ..., 0, 1

ps

)
,

(22)

dτ =

(
1, ..., 1,︸ ︷︷ ︸
τ times

0, ..., 0

)
for τ = 1, ..., s. (23)

The pair given by (21) gives an orthonormal basis in Rs with respect to the inner prod-
uct defined in (10). The latter corresponds to weak majorization ordering, whenever
p1 = ... = ps = 1

Corollary 3. Let all the conditions of Theorem 8 hold. Let m = n = (1, · · · , 1) and
suppose that E = D are the basis in Rs given by (21). For each h = 1, ...., t, if there
exist index sets H1 and H2 with H1 ∪H2 = H such that

(i). zh. is n-separable on H1 and H2 w.r.t E, that is,

zhj ≤ zhl for l ∈ H1 and j ∈ H2; (24)

(ii). d− zh. is 0,m-separable on H1 and H2 w.r.t D = E, that is,

dj − zhj ≤ 0 ≤ dl − zhl for l ∈ H1 and j ∈ H2; (25)

(iii).
∑s
i=1(di − zhi)pi = 0.

11



Then the following inequality holds

h

( s∑
l=1

p̂ldl −
s−1∑
l=1

t∑
h=1

p̂lqhzhl

)

≤
s∑
l=1

p̂lh(dl)−
s−1∑
l=1

t∑
h=1

p̂lqhh(zhl)− c
s∑
l=1

t∑
h=1

p̂lqh(dl − zhl)2

− c
t∑

h=1

qh

[( s∑
l=1

p̂ldl −
s−1∑
l=1

p̂lzhl

)
−

t∑
h=1

qh

( s∑
l=1

p̂ldl −
s−1∑
l=1

p̂lzhl

)]2
,

(26)

where p̂l = pl
ps

and
∑t
h=1 qh = 1 with qh ≥ 0.

Proof. Using the double inequality in (12) and the vector given in (21), one can deduce
that a vector a = (a1, ..., at) is n-separable on H1 and H2 w.r.t E if and only if

aj ≤ al for l ∈ H1 and j ∈ H2. (27)

Therefore, (24) and (25) imply the conditions (i) and (ii) of Theorem 8. Since ψ is
nondecreasing, it thus follows from (38) that

ψ(aj) ≤ ψ(al) for l ∈ H1 and j ∈ H2.

Hence, ψ(a) is n-separable on H1 and H2 w.r.t E. So the condition (iv) of Theorem
8 is satisfied. Moreover, 〈d − zh.,n〉 =

∑s
i=1(di − zhi)pi = 0, which implies (iii) of

Theorem 8. We now obtain the desired inequality (26) by using (16).

Remark 4. We note that if both zh. and d− zh. are nondecreasing, i.e.,

zh1 ≤ ... ≤ zhs and d1 − zh1 ≤ ... ≤ ds − zhs,

then the conditions (24) and (25) hold for index sets

H1 = {i+ 1, ..., s} and H2 = {1, 2, ..., i} for some i.

If p̂l = 1 (i.e p1 = ... = ps), then (26) becomes

h

( s∑
l=1

dl −
s−1∑
l=1

t∑
h=1

qhzhl

)

≤
s∑
l=1

h(dl)−
s−1∑
l=1

t∑
h=1

qhh(zhl)− c
s∑
l=1

t∑
h=1

qh(dl − zhl)2

− c
t∑

h=1

qh

[( s∑
l=1

dl −
s−1∑
l=1

zhl

)
−

t∑
h=1

qh

( s∑
l=1

dl −
s−1∑
l=1

zhl

)]2
.

(28)

Remark 5. If s = 2, zh1 = ah and zh2 = d1 + d2 − ah for h = 1, ..., t, then (28)
reduces to

h

(
d1 + d2 −

t∑
h=1

qhah

)

≤ h(d1) + h(d2)−
t∑

h=1

qhh(ah)− 2c

t∑
h=1

qh
(
d1 − ah

)2
− c

t∑
h=1

qh

[
ah −

t∑
h=1

qhah

]2
.

(29)

12



Corollary 4. Let all the conditions of Theorem 8 hold. Suppose m = n = (1, ..., 1)
and E and D are the basis in Rs defined by (22) and (23), respectively. For each
h = 1, ...., t if there exist index sets H1 and H2 with H1 ∪H2 = H such that

(i). zh. is n-separable on H1 and H2 w.r.t E, that is, there exist µ ∈ R satisfying,

zhj − zh,j+h ≤ 0 ≤ zhl − zh,l+1 for l ∈ H1 and j ∈ H2 (30)

with the convention xh,r+1 = µ,

(ii). d− zh. is 0,m-separable on H1 and H2 w.r.t D = E; that is,

j∑
i=1

(di − zhi)pi ≤ 0 ≤
l∑
i=1

(di − zhi)pi for l ∈ H1 and j ∈ H2; (31)

(iii).

s∑
i=1

(di − zhi)pi = 0.

Then the inequalities (26), (28) and (29) hold.

Proof. Employing (22) and (23) together with (11), one can easily show that the vector
a = (a1, ..., at) is n-separable on H1 and H2 w.r.t E if and only if there exists µ ∈ R
such that

aj − aj+1 ≤ 0 ≤ al − al+1 for l ∈ H1 and j ∈ H2 (32)

with the convention as+1 = µ. Also by (12) we deduce that the vector a = (a1, ..., at)
is 0,m-separable on H1 and H2 w.r.t D if and only if

l∑
k=1

ahph ≤ 0 ≤
j∑

k=1

ahph for l ∈ H1 and j ∈ H2.

Hence (30) and (31) imply the conditions (i) and (ii) of Theorem 8. Furthermore,
since ψ is nondecreasing, one gets from (43) the following relation:

ψ(aj)− ψ(aj+1) ≤ 0 ≤ ψ(al)− ψ(al+1) for l ∈ H1 and j ∈ H2.

Hence, ψ preserves n-separability on on H1 and H2 w.r.t E, and thus the condition
(iv) of Theorem 8 is satisfied. Moreover, 〈d − zh.,n〉 =

∑s
i=1(di − zhi)pi = 0, which

implies (iii) of Theorem 8. By using the inequality (16) of Theorem 8, one obtains
(26). Also (28) and (29) follow from (26).

Remark 6. It is pertinent to note that under assumption (iii) of Corollary 4, condi-
tions (30) and (31) are satisfied for

H1 = {s} and H2 = {1, 2, ..., s− 1}

provided zh. is nondecreasing, i.e zh1 ≤ zh2 ≤ ... ≤ zhs, and d − zh. is nondecreasing
in P -mean [14, p. 318]. That is,

1

Pj

j∑
i=1

(di − zhi)pi ≤
1

Pj+1

j+1∑
i=1

(di − zhi)pi for j = 1, 2, ..., s− 1.

An s-tuple a = (a1, ..., as) ∈ Rs is called star-shaped [14, p. 318], if

aj
j
≤ aj+1

j + 1
for j = 1, 2, ..., s− 1. (33)

A function ψ : [δ, ζ] → R, h ∈ [δ, ζ], where [δ, ζ] ⊂ R+, is called star-shaped, if the

function h→ ψ(h)
h

is nondecreasing.

13



Since every strongly convex function is convex, therefore the following lemma also
holds for strongly convex function.

Lemma 2 ( [11]). Let ψ : [δ, ζ] → R be a convex and differentiable positive nonde-
creasing function on a positive open interval [δ, ζ] ⊂ R+. If ψ is star-shaped, then it
preserves star-shapeness of s-tuples in the sense that (33) implies

ψ(aj)

j
≤ ψ(aj+1)

j + 1
for j = 1, 2, ..., s− 1.

Corollary 5. Let all the conditions of Theorem 8 hold. Suppose m = n = (1, 2, ..., s)
and E = D are the basis in Rs given by (21). For each h = 1, ...., t if there exist index
sets H1 and H2 with H1 ∪H2 = H such that

(i). zh. is n-separable on H1 and H2 w.r.t E, that is,

zhj
j
≤ zhl

l
for l ∈ H1 and j ∈ H2; (34)

(ii). d− zh. is 0,m-separable on H1 and H2 w.r.t D = E, that is,

dj − zhj
j

≤ 0 ≤ dl − zhl
l

for l ∈ H1 and j ∈ H2; (35)

(iii).

s∑
i=1

(di − zhi)ipi = 0;

(iv). ψ preserves n-separability on H1 and H2 w.r.t E, that is, (34) implies

ψ(zhj)

j
≤ ψ(zhl)

l
for l ∈ H1 and j ∈ H2. (36)

Then the following inequality holds

h

( s∑
l=1

p̂ln̂ldl −
s−1∑
l=1

t∑
h=1

p̂ln̂lqhzhl

)

≤
s∑
l=1

p̂lh(dl)−
s−1∑
l=1

t∑
h=1

p̂lqhh(zhl)− c
s∑
l=1

t∑
h=1

p̂lqh(dl − zhl)2

− c
t∑

h=1

qh

(( s∑
l=1

p̂ln̂ldl −
s−1∑
l=1

p̂ln̂lzhl

)
−

t∑
h=1

qh

( s∑
l=1

p̂ln̂ldl −
s−1∑
l=1

p̂ln̂lzhl

))2

,

(37)
where p̂l = pl

ps
, n̂l = l

s
and

∑t
h=1 qh = 1 with qh ≥ 0.

Proof. Clearly from (12) and (21), it can be seen that a vector a = (a1, ..., at) is
n-separable on H1 and H2 w.r.t E if and only if

aj
j
≤ al

l
for l ∈ H1 and j ∈ H2. (38)

Also, (34) and (35) imply the conditions (i) and (ii) of Theorem 8. Also, the conditions
(iii) and (iv) of Theorem 8 can be easily derived from the assumptions (iii) and (iv)
of Corollary 5 respectively. We therefore obtain (37) by using (16).
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Remark 7. If zh. and d − zh. are star-shaped tuples. And if the map ψ preserves
star-shaped tuples, then the conditions (34), (35) and (36) are satisfied for the index
sets

H1 = {i+ 1, ..., s} and H2 = {1, 2, ..., i} for some i.

For instance, if p̂l = 1 (i.e p1 = ... = ps), then (37) becomes

h

( s∑
l=1

l

s
dl −

s−1∑
l=1

t∑
h=1

l

s
qhzhl

)

≤
s∑
l=1

h(dl)−
s−1∑
l=1

t∑
h=1

qhh(zhl)− c
s∑
l=1

t∑
h=1

qh(dl − zhl)2

− c
t∑

h=1

qh

(( s∑
l=1

l

s
dl −

s−1∑
l=1

l

s
zhl

)
−

t∑
h=1

qh

( s∑
l=1

l

s
dl −

s−1∑
l=1

l

s
zhl

))2

.

(39)

If s = 2, zh1 = ah and zh2 = d1 + d2 − ah for h = 1, ..., t, then (39) becomes

h

(
1

2
d1 + d2 −

1

2

t∑
h=1

qhah

)

≤ h(d1) + h(d2)−
t∑

h=1

qhh(ah)

− c

(
2

t∑
h=1

qh
(
d1 − ah

)2
+

t∑
h=1

qh

(
1

2
ah −

1

2

t∑
h=1

qhah

)2
)
.

(40)

Corollary 6. Let all the conditions of Theorem 8 hold. Suppose m = n = (1, 2, ..., s)
and E and D are the basis in Rs given by (22) and (23). For each h = 1, ...., t if there
exist index sets H1 and H2 with H1 ∪H2 = H such that

(i). zh. is n-separable on H1 and H2 w.r.t E, that is, there exist µ ∈ R satisfying

zh,j+1 − zh,j ≥ µ ≥ zh,l+1 − zhl for l ∈ H1 and j ∈ H2 (41)

with the convention zh,s+1 = µ(s+ 1);

(ii). d− zh. is 0,m-separable on H1 and H2 w.r.t D, that is,

j∑
i=1

(di − zhi)pi ≤ 0 ≤
l∑
i=1

(di − zhi)pi for l ∈ H1 and j ∈ H2; (42)

(iii).

s∑
i=1

(di − zhi)ipi = 0;

(iv). ψ preserves n-separability on H1 and H2 w.r.t E, that is, (41) implies that there
exists υ ∈ R satisfying

ψ(zh,j+1)− ψ(zhj) ≥ υ ≥ ψ(zh,l+1)− ψ(zhl) for l ∈ H1 and j ∈ H2

with the convention ψ(zh,s+1) = υ(m+ 1).

Then the inequalities (37), (39) and (40) hold.
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Proof. Using (11) and the vectors given in (22) and (23), it can be seen that a vector
a = (a1, ..., at) is n-separable on H1 and H2 w.r.t E if and only if there exists µ ∈ R
such that

aj − aj+1 ≤ µ ≤ al − al+1 for l ∈ H1 and j ∈ H2 (43)

with the convention as+1 = µ. In the other hand, using (12) we deduce that a vector
a = (a1, ..., at) is n-separable on H1 and H2 w.r.t D if and only if

j∑
i=1

aipi ≤ 0 ≤
l∑
i=1

aipi for l ∈ H1 and j ∈ H2.

Hence, (41) and (42) imply the conditions (i) and (ii) of Theorem 8. Also the conditions
(iii) and (iv) of Theorem 8 can be easily derived from the assumptions (iii) and (iv)
of Corollary 6 respectively. Therefore, using the inequality (16) of Theorem 8 we get
(37). Also (39) and (40) are simply derived from (37).
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