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## 1 Introduction

In many problems it is meaningless not to have dependence on the past. Time delays occur so often that to ignore them is to ignore reality [19]. A singularly perturbed equation is a differential equation involving at least one delay term and the highest derivative is multiplied by a small parameter $[3,14,27,30]$. It arises in applications where delays and perturbations play a role $[2,6,23,26]$.
One of the principal mathematical instruments of modern nonlinear dynamics is
the difference equation with continuous argument given in the form

$$
\begin{equation*}
x(t)=f(x(t-1)), \quad t \in[0, T] \tag{1.1}
\end{equation*}
$$

Let $\epsilon \in(0,1]$, the equation

$$
\epsilon \frac{d x}{d t}+x(t)=f(x(t-1)), \quad t \in[0, T]
$$

is considered as a singular perturbation of the difference equation with continuous argument (1.1) [16, 17]. We can consider the left hand side of (1.2) as an approximation to the function $x(t+\epsilon)$ :

$$
x(t+\epsilon)=x(t)+\epsilon \frac{d x}{d t}+\ldots
$$

So, it is reasonable to expect that singular perturbed equations to behave as its associated difference equation with continuous argument when the perturbation parameter $\epsilon \longrightarrow 0$ [18].
Models which have only one delay are often used when the other delays are small and insignificant to dynamical behaviors [22]. However, this assumption may not be applicable in many cases. Furthermore, there are systems that single delay can not stabilize, however, adding a second delay can stabilize the same system [25]. Therefore, models with multiple delays are of great interest. These equations have significant physical and biological background and exhibit rich dynamics $[4,5,11-13,15,21,28,29]$.

Consider the Logistic difference equation with two different continuous arguments

$$
\begin{equation*}
x(t)=\rho x(t-1)(1-x(t-2)), \quad t \in[0, T] \tag{1.2}
\end{equation*}
$$

and its singularly perturbed equation given in the form

$$
\begin{equation*}
\epsilon \frac{d x}{d t}+x(t)=\rho x(t-1)(1-x(t-2)) \quad t \in[0, T] \tag{1.3}
\end{equation*}
$$

with the initial condition

$$
x=x_{0}, \quad t \leq 0
$$

In this paper, local stability of the fixed points of (1.3) is investigated by analyzing the corresponding characteristic equations of the linearized equations. Secondly, we illustrate that the considered equation (1.3) exhibits Hopf bifurcation. A discretized analogue of (1.3) is obtained using the method of steps. Local stability
and bifurcation analysis of the discretized system are investigated. Also, we compare the results of (1.3) when the perturbation parameter $\epsilon \longrightarrow 1$ with the results that introduced in [10] concerning with the logistic differential difference equation with two different delays

$$
\begin{array}{cc}
\frac{d x}{d t}=-x(t)+\rho x(t-1)(1-x(t-2)), & t \in[0, T], \\
x(t)=x_{0}, & t \leq 0 .
\end{array}
$$

In section 3, numerical simulations are carried out to confirm the theoretical analysis obtained and to illustrate more complex dynamics of the system.

## 2 Main results

### 2.1 Existence and uniqueness

Theorem 1. Problem (1.3) has a unique solution $x \in C[0, T], 0 \leq x(t) \leq 1$.

Proof. Define the operator F from $C[0, T]$ into $C[0, T]$ by

$$
F x(t)=x_{0} e^{\frac{-t}{\epsilon}}+\frac{\rho}{\epsilon} \int_{0}^{t} e^{\frac{s-t}{\epsilon}} x(s-1)(1-x(s-2)) d s
$$

Now we want to show that F is contraction :

$$
\begin{gathered}
|F x-F y|=\frac{\rho}{\epsilon} \int_{1}^{t} e^{\frac{s-t}{\epsilon}}|x(s-1)(1-x(s-2))-y(s-1)(1-y(s-2))| d s \\
\leq \frac{\rho}{\epsilon} \int_{1}^{t} e^{\frac{s-t}{\epsilon}}[|x(s-1)-y(s-1)|+|x(s-2)-y(s-2)|] d s \\
\leq \frac{\rho}{\epsilon}\left[\max _{[1, T]}|x(s-1)-y(s-1)| \int_{1}^{t} e^{\frac{s-t}{\epsilon}} d s+\max _{[1, T]}|x(s-2)-y(s-2)| \int_{1}^{t} e^{\frac{s-t}{\epsilon}} d s\right] .
\end{gathered}
$$

Hence,

$$
\begin{aligned}
\|F x-F y\|_{[0, T]} \leq & \rho\|x-y\|_{[0, T]}\left(2-e^{\frac{-(T-1)}{\epsilon}}-e^{\frac{-(T-1)}{\epsilon}}\right) \\
& \leq 2 \rho\|x-y\|_{[0, T]} .
\end{aligned}
$$

If $\rho<\frac{1}{2}$, then F is contraction map and the solution of (1.2) exists uniquely.

### 2.2 Local stability and Hopf bifurcation

There are two fixed points of (1.3) namely $\left(x_{1}\right)_{f i x}=0$ and $\left(x_{2}\right)_{f i x}=1-\frac{1}{\rho}$.
It is easy to obtain the conditions for local asymptotic stability of the fixed point $\left(x_{1}\right)_{\text {fix }}=0$ by checking the eigenvalues of the linearized system [24].

The linearized equation at the neighborhood of $\left(x_{1}\right)_{\text {fix }}=0$ is

$$
\begin{equation*}
\epsilon \frac{d x}{d t}=-x(t)+\rho x(t-1) \tag{2.1}
\end{equation*}
$$

Assuming a trial solution $x(t)=e^{\lambda t}$. Then the characteristic equation reads

$$
\begin{equation*}
\epsilon \lambda+1-\rho e^{-\lambda}=0 \tag{2.2}
\end{equation*}
$$

Lemma 1. [14] All roots of the characteristic equation $\lambda+c+b e^{-\lambda}=0$, where $c$ and $b$ are real, have negative real parts if and only if

$$
c>-1, \quad c+b>0, \quad b<\sqrt{c^{2}+\xi^{2}}
$$

where $\xi=-c \tan \xi, 0<\xi<\pi$ if $c \neq 0$ and $\xi=\frac{\pi}{2}$ if $c=0$.
Applying lemma 1 to to equation(2.2) with $c=\frac{1}{\epsilon}, b=\frac{-\rho}{\epsilon}$, we get the next theorem.

Theorem 2. The fixed point $\left(x_{1}\right)_{\text {fix }}=0$ of (1.3) is unstable if $\rho<\rho_{0}$ or $\rho>1$ where $\rho_{0}=-\sqrt{1+(\epsilon \xi)^{2}}, \xi=\frac{-\tan (\xi)}{\epsilon}, 0<\xi<\pi$, and is stable if $\rho_{0}<\rho<1$.

Now we discuss the Hopf bifurcation.
Theorem 3. When the parameter $\rho$ passes through the critical value $\rho_{1}=\epsilon \rho_{0}=$ $-\epsilon \sqrt{\frac{1}{(\epsilon)^{2}}+\xi^{2}}, \xi=\frac{-1}{\epsilon} \tan \xi, 0<\xi<\pi$, there is a Hopf bifurcation.

Proof. Assume that $\lambda=i \omega_{0}, \omega_{0} \in R^{+}$is a pure imaginary solution of (2.2) for some parameter value $\rho=\rho_{*}$. This leads to the following equations

$$
\begin{gathered}
i \omega_{0}+\frac{1}{\epsilon}-\frac{\rho_{*}}{\epsilon} e^{-i \omega_{0}}=0 \\
\frac{1}{\epsilon}-\frac{\rho_{*}}{\epsilon} \cos \left(\omega_{0}\right)=0 \\
\omega_{0}+\frac{\rho_{*}}{\epsilon} \sin \left(\omega_{0}\right)=0
\end{gathered}
$$

$$
\begin{gathered}
\frac{1}{\epsilon}=\frac{\rho_{*}}{\epsilon} \cos \left(\omega_{0}\right), \\
\omega_{0}=\frac{\rho_{*}}{\epsilon} \sin \left(\omega_{0}\right), \\
\omega_{0}^{2}+\frac{1}{\epsilon^{2}}=\frac{\rho_{*}}{\epsilon^{2}}\left[\cos \left(\omega_{0}\right)^{2}+\sin \left(\omega_{0}\right)^{2}\right]=\frac{\rho_{*}}{\epsilon^{2}}, \\
\rho_{*}= \pm \epsilon \sqrt{\frac{1}{(\epsilon)^{2}}+\omega_{0}^{2}}, \\
\omega_{0}=\frac{-1}{\epsilon} \tan \omega_{0} .
\end{gathered}
$$

By Theorem 2, $\rho_{*}=-\epsilon \sqrt{\frac{1}{\epsilon^{2}}+\omega_{0}^{2}}$ is the critical value of $\rho$, where $\omega_{0}$ is the root of $\omega_{0}=\frac{-1}{\epsilon} \tan \omega_{0}, 0<\omega_{0}<\pi$.

The condition $\left.\frac{d(\operatorname{Re}(\lambda))}{d \rho}\right|_{\rho=\rho_{*}} \neq 0$ is the last condition for occurrence of a Hopf bifurcation.
To show that this condition is satisfied, let $\lambda=k(\rho)+i \omega(\rho)$ and using (2.2), we get

$$
\begin{gather*}
k+i \omega+\frac{1}{\epsilon}-\frac{\rho}{\epsilon} e^{-k-i \omega}=0 \\
k+\frac{1}{\epsilon}-\frac{\rho}{\epsilon} e^{-k} \cos \omega=0  \tag{2.3}\\
\omega+\frac{\rho}{\epsilon} e^{-k} \sin \omega=0 \tag{2.4}
\end{gather*}
$$

differentiate (2.3) and (2.4) with respect to $\rho$, we obtain

$$
\begin{aligned}
& \epsilon \frac{d k}{d \rho}-e^{-k} \cos (\omega)+\rho e^{-k} \cos (\omega) \frac{d k}{d \rho}+\rho e^{-k} \sin (\omega) \frac{d \omega}{d \rho}=0 \\
& \epsilon \frac{d \omega}{d \rho}+e^{-k} \sin (\omega)+\rho e^{-k} \cos (\omega) \frac{d \omega}{d \rho}-\rho e^{-k} \sin (\omega) \frac{d k}{d \rho}=0
\end{aligned}
$$

Solving for $\frac{d k}{d \rho}$, we obtain

$$
\begin{gathered}
\left.\frac{d(\operatorname{Re}(\lambda))}{d \rho}\right|_{\rho=\rho_{*}}=\left.\frac{d(\operatorname{Re}(\lambda))}{d \rho}\right|_{k=0, \omega=\omega_{0}, \rho=\rho_{*}}, \\
\quad=\frac{\epsilon \cos \left(\omega_{0}\right)+\rho_{*}}{\left(\epsilon+\rho_{*} \cos \left(\omega_{0}\right)\right)^{2}+\left(\rho_{*} \sin \left(\omega_{0}\right)\right)^{2}},
\end{gathered}
$$

$$
\begin{aligned}
& =\frac{\epsilon \rho_{*} \cos \left(\omega_{0}\right)+\rho_{*}^{2}}{\rho_{*}\left[\left(\epsilon+\rho_{*} \cos \left(\omega_{0}\right)\right)^{2}+\left(\rho_{*} \sin \left(\omega_{0}\right)\right)^{2}\right]} \\
= & \frac{\epsilon+\rho_{*}^{2}}{\rho_{*}\left[\left(\epsilon+\rho_{*} \cos \left(\omega_{0}\right)\right)^{2}+\left(\rho_{*} \sin \left(\omega_{0}\right)\right)^{2}\right]} \neq 0 .
\end{aligned}
$$

This completes the proof.
The linearized equation at the neighborhood of $\left(x_{2}\right)_{f i x}=1-\frac{1}{\rho}$ is

$$
\begin{equation*}
\epsilon \frac{d y}{d t}=-y(t)+y(t-1)-(\rho-1) y(t-2) \tag{2.5}
\end{equation*}
$$

where $y(t)=x(t)-\left(1-\frac{1}{\rho}\right)$.
The characteristic equation is of the form

$$
\begin{equation*}
\epsilon \lambda+1-e^{-\lambda}+(\rho-1) e^{-2 \lambda}=0 . \tag{2.6}
\end{equation*}
$$

Theorem 4. When the parameter $\rho$ passes through the critical value $\rho=\rho_{*}=$ $1-\sqrt{\left(\cos \left(\omega_{0}\right)-1\right)^{2}+\left(\epsilon \omega_{0}+\sin \left(\omega_{0}\right)\right)^{2}}, \omega_{0}=\frac{1}{\epsilon}\left[\left(\cos \left(\omega_{0}\right)-1\right) \tan \left(2 \omega_{0}\right)-\sin \left(\omega_{0}\right)\right]$, there is a Hopf bifurcation.

Proof. Assume that $\lambda=i \omega_{0}, \omega_{0} \in R^{+}$is a pure imaginary solution of (2.6) for some parameter value $\rho=\rho_{*}$. This leads to the following equations

$$
\begin{gathered}
i \epsilon \omega_{0}+1-e^{-i \omega_{0}}+\left(\rho_{*}-1\right) e^{-i 2 \omega_{0}}=0, \\
1-\cos \left(\omega_{0}\right)+\left(\rho_{*}-1\right) \cos \left(2 \omega_{0}\right)=0, \\
\epsilon \omega_{0}+\sin \left(\omega_{0}\right)-\left(\rho_{*}-1\right) \sin \left(2 \omega_{0}\right)=0, \\
\left(\rho_{*}-1\right)^{2}=\left(\cos \left(\omega_{0}\right)-1\right)^{2}+\left(\epsilon \omega_{0}+\sin \left(\omega_{0}\right)\right)^{2}, \\
\rho_{*}=1 \pm \sqrt{\left(\cos \left(\omega_{0}\right)-1\right)^{2}+\left(\epsilon \omega_{0}+\sin \left(\omega_{0}\right)\right)^{2}}, \\
\frac{\epsilon \omega_{0}+\sin \left(\omega_{0}\right)}{\cos \left(\omega_{0}\right)-1}=\frac{\sin \left(2 \omega_{0}\right)}{\cos \left(2 \omega_{0}\right)}, \\
\omega_{0}=\frac{1}{\epsilon}\left[\left(\cos \left(\omega_{0}\right)-1\right) \tan \left(2 \omega_{0}\right)-\sin \left(\omega_{0}\right)\right] .
\end{gathered}
$$

The condition $\left.\frac{d(\operatorname{Re}(\lambda))}{d \rho}\right|_{\rho} \neq 0$ is the last condition for occurrence of a Hopf bifurcation.
To show that this condition is satisfied, let $\lambda=k(\rho)+i \omega(\rho)$ and using (2.6), we get

$$
\begin{gather*}
\epsilon[k+i \omega]+1-e^{-k-i \omega}+(\rho-1) e^{-2(k-i \omega)}=0, \\
\epsilon k+1-e^{-k} \cos \omega+(\rho-1) e^{-2 k} \cos (2 \omega)=0,  \tag{2.7}\\
\epsilon \omega+e^{-k} \sin \omega-(\rho-1) e^{-2 k} \sin \omega=0, \tag{2.8}
\end{gather*}
$$

differentiate (2.7) and (2.8) with respect to $\rho$, we obtain

$$
\begin{aligned}
& \epsilon \frac{d k}{d \rho}+e^{-k} \cos (\omega) \frac{d k}{d \rho}+e^{-k} \sin (\omega) \frac{d \omega}{d \rho}-2(\rho-1) e^{-2 k} \cos (2 \omega) \frac{d k}{d \rho} \\
& \quad+e^{-2 k} \cos (\omega)-2(\rho-1) e^{-2 k} \sin (2 \omega) \frac{d \omega}{d \rho}=0 \\
& \epsilon \frac{d \omega}{d \rho}-e^{-k} \sin (\omega) \frac{d k}{d \rho}+e^{-k} \cos (\omega) \frac{d \omega}{d \rho}-e^{-2 k} \sin (2 \omega) \\
& \quad+2(\rho-1) e^{-2 k} \sin (2 \omega) \frac{d k}{d \rho}-2(\rho-1) e^{-2 k} \cos (2 \omega) \frac{d \omega}{d \rho}=0
\end{aligned}
$$

Solving for $\frac{d k}{d \rho}$, we obtain

$$
\begin{gathered}
\left.\frac{d(\operatorname{Re}(\lambda))}{d \rho}\right|_{\rho=\rho_{*}}=\left.\frac{d k}{d \rho}\right|_{k=0, \omega=\omega_{0}, \rho=\rho_{*},} \\
=\frac{2\left(\rho_{*}-1\right)-\epsilon \cos \left(2 \omega_{0}\right)-\sin \left(2 \omega_{0}\right) \sin \left(\omega_{0}\right)-\cos \left(2 \omega_{0}\right) \cos \left(\omega_{0}\right)}{\left.\left[\epsilon+\cos \left(\omega_{0}\right)-2\left(\rho_{*}-1\right) \cos \left(2 \omega_{0}\right)\right]^{2}+\left[\sin \left(\omega_{0}\right)-2\left(\rho_{*}-1\right) \sin \left(2 \omega_{0}\right)\right]^{2}\right]} \\
=\frac{2\left(\rho_{*}-1\right)-\epsilon \cos \left(2 \omega_{0}\right)-\cos \left(\omega_{0}\right)}{\left.\left[\epsilon+\cos \left(\omega_{0}\right)-2\left(\rho_{*}-1\right) \cos \left(2 \omega_{0}\right)\right]^{2}+\left[\sin \left(\omega_{0}\right)-2\left(\rho_{*}-1\right) \sin \left(2 \omega_{0}\right)\right]^{2}\right]} .
\end{gathered}
$$

Using (2.7) at $k=0, \rho=\rho_{*}, \omega=\omega_{0}$, we get

$$
=\frac{2 \rho_{*}-3-\epsilon \cos \left(2 \omega_{0}\right)-\left(\rho_{*}-1\right) \cos \left(2 \omega_{0}\right)}{\left[\epsilon+\cos \left(\omega_{0}\right)-2\left(\rho_{*}-1\right) \cos \left(2 \omega_{0}\right)\right]^{2}+\left[\sin \left(\omega_{0}\right)-2\left(\rho_{*}-1\right) \sin \left(2 \omega_{0}\right)\right]^{2}} .
$$

It is clear that for $0<\rho_{*}<1$ and $0<\epsilon<1,\left.\frac{d(\operatorname{Re}(\lambda))}{d \rho}\right|_{\rho=\rho_{*}} \neq 0$.
Hence, at $\rho=\rho_{*}=1-\sqrt{\left(\cos \left(\omega_{0}\right)-1\right)^{2}+\left(\epsilon \omega_{0}+\sin \left(\omega_{0}\right)\right)^{2}}$, the condition $\left.\frac{d(\operatorname{Re}(\lambda))}{d \rho}\right|_{\rho=\rho_{*}} \neq$ 0 is satisfied.

We can see that as $\epsilon \rightarrow 1$, we get the same results obtained in [10].

### 2.3 The discretized system

The I.V.P (1.3) can be writen as

$$
\begin{align*}
\epsilon \frac{d x}{d t} & =-x(t)+\rho x(t-1)(1-y(t-1)),  \tag{2.9}\\
y(t) & =x(t-1),  \tag{2.10}\\
x(t) & =y(t)=x_{0},
\end{align*} \quad t \leq 0 . ~ \$
$$

The method of steps is used to get a discretized analogue of the system (2.9)-(2.10) as follows [14]:

Let $t \in(0,1]$, then

$$
\begin{gathered}
y_{1}(t)=x_{0}, \\
x_{1}(t)=x_{0} e^{\frac{-t}{\epsilon}}+\frac{\rho}{\epsilon} \int_{0}^{t} e^{\frac{s-t}{\epsilon}} x(s-1)(1-(y(s-1))) d s \\
=x_{0} e^{\frac{-t}{\epsilon}}+\rho x_{0}\left(1-y_{0}\right)\left(1-e^{\frac{-t}{\epsilon}}\right) .
\end{gathered}
$$

Let $t \longrightarrow 1$, then

$$
\begin{gathered}
y_{1}(1)=x_{0}, \\
x_{1}(1)=x_{0} e^{\frac{-1}{\epsilon}}+\rho x_{0}\left(1-y_{1}\right)\left(1-e^{\frac{-1}{\epsilon}}\right) .
\end{gathered}
$$

For $t \in(1,2]$, when $t \leq 1$, take $x(t)=x_{1}=x_{1}(1), y_{1}(t)=y_{1}(1)=y_{1}$, then

$$
\begin{gathered}
y_{2}(t)=x_{1}(t), \\
x_{2}(t)=x_{0} e^{\frac{-(t-1)}{\epsilon}}+\frac{\rho}{\epsilon} \int_{1}^{t} e^{\frac{s-t}{\epsilon}} x_{1}\left(1-\left(y_{1}\right)\right) d s \\
=x_{1} e^{\frac{-(t-1)}{\epsilon}}+\rho x_{1}\left(1-y_{1}\right)\left(1-e^{\frac{-(t-1)}{\epsilon}}\right) .
\end{gathered}
$$

Let $t \longrightarrow 2$, then

$$
\begin{gathered}
y_{2}(1)=x_{1}, \\
x_{2}(2)=x_{1}(1) e^{\frac{-1}{\epsilon}}+\rho x_{1}(1)\left(1-y_{1}(1)\right)\left(1-e^{\frac{-1}{\epsilon}}\right) .
\end{gathered}
$$

For $t \in(2,3]$, when $t \leq 2$, take $x(t)=x_{2}=x_{2}(2), y_{2}(t)=y_{2}(2)=y_{2}$, then

$$
\begin{gathered}
y_{3}(t)=x_{2}(t), \\
x_{3}(t)=x_{2} e^{\frac{-(t-2)}{\epsilon}}+\frac{\rho}{\epsilon} \int_{2}^{t} e^{\frac{s-t}{\epsilon}} x_{2}\left(1-\left(y_{2}\right)\right) d s
\end{gathered}
$$

$$
=x_{2} e^{\frac{-(t-2)}{\epsilon}}+\rho x_{1}\left(1-y_{2}\right)\left(1-e^{\frac{-(t-2)}{\epsilon}}\right) .
$$

Let $t \longrightarrow 3$, then

$$
\begin{gathered}
y_{3}(3)=x_{2} \\
x_{3}(3)=x_{2} e^{\frac{-1}{\epsilon}}+\rho x_{2}\left(1-y_{2}(1)\right)\left(1-e^{\frac{-1}{\epsilon}}\right)
\end{gathered}
$$

Repeating the process we deduce that the solution of (1.3) is given by

$$
\begin{gathered}
y_{n+1}(t)=x_{n}(t) \\
x_{n+1}(t)=x_{n} e^{\frac{-(t-n)}{\epsilon}}+\rho x_{n}\left(1-y_{n}\right)\left(1-e^{\frac{-(t-n)}{\epsilon}}\right) .
\end{gathered}
$$

Let $t \longrightarrow n+1$, then

$$
\begin{gather*}
y_{n+1}=x_{n} \\
x_{n+1}=x_{n} e^{\frac{-1}{\epsilon}}+\rho x_{n}\left(1-y_{n}\right)\left(1-e^{\frac{-1}{\epsilon}}\right) \tag{2.11}
\end{gather*}
$$

### 2.4 Local stability and bifurcation analysis of the discretized system

The system (2.11) has two fixed points $\left(x_{1}^{*}, y_{1}^{*}\right)=(0,0)$ and $\left(x_{2}^{*}, y_{2}^{*}\right)=\left(1-\frac{1}{\rho}, 1-\frac{1}{\rho}\right)$. (1) $\operatorname{At}\left(x_{1}^{*}, y_{1}^{*}\right)=(0,0)$ :

The Jacobian matrix calculated $\left(x_{1}^{*}, y_{1}^{*}\right)=(0,0)$ reads

$$
J(0,0)=\left(\begin{array}{cc}
e^{\frac{-1}{\epsilon}}+\rho\left(1-e^{\frac{-1}{\epsilon}}\right) & 0 \\
1 & 0
\end{array}\right)
$$

The characteristic equation

$$
\lambda^{2}-\lambda\left(e^{\frac{-1}{\epsilon}}+\rho\left(1-e^{\frac{-1}{\epsilon}}\right)\right)=0
$$

has two roots $\lambda_{1}=0$ and $\lambda_{2}=e^{\frac{-1}{\epsilon}}+\rho\left(1-e^{\frac{-1}{\epsilon}}\right)$.
We can see that $\lambda_{2}=1$ at $\rho=1, \lambda_{2}>1$ for $\rho>1$ and $\lambda_{2}<1$ when $\rho<1$, then we have

Proposition 1. The fixed point fix $x_{1}(0,0)$ is

1. a sink if $\rho<1$,
2. a saddle if $\rho>1$,
3. a non-hyperbolic if $\rho=1$.

The bifurcation associated with the appearance of an eigenvalue $\lambda=1$ is called a fold bifurcation and its condition implies that

$$
\operatorname{det}\left(J\left(0,0, \rho^{*}\right)-I_{2}\right)=0
$$

where $I_{2}$ is is the unit 2 x 2 matrix [20].
Lemma 2. If $\rho=1$, then system (2.11) admits a fold bifurcation at $\left(x_{1}^{*}, y_{1}^{*}\right)=$ $(0,0)$.

Proof. The condition of the fold bifurcation gives

$$
\begin{gathered}
\operatorname{det}\left(\begin{array}{cc}
e^{\frac{-1}{\epsilon}}+\rho^{*}\left(1-e^{\frac{-1}{\epsilon}}\right)-1 & 0 \\
1 & -1
\end{array}\right)=0 \\
1-e^{\frac{-1}{\epsilon}}-\rho^{*}\left(1-e^{\frac{-1}{\epsilon}}\right)=0 \\
\rho^{*}\left(1-e^{\frac{-1}{\epsilon}}\right)=1-e^{\frac{-1}{\epsilon}}
\end{gathered}
$$

then $\rho^{*}=1$.
(2) $\operatorname{At}\left(x_{2}^{*}, y_{2}^{*}\right)=\left(1-\frac{1}{\rho}, 1-\frac{1}{\rho}\right)$ :

The Jacobian matrix calculated $\left(x_{2}^{*}, y_{2}^{*}\right)=\left(1-\frac{1}{\rho}, 1-\frac{1}{\rho}\right)$ reads

$$
J\left(1-\frac{1}{\rho}, 1-\frac{1}{\rho}\right)=\left(\begin{array}{cc}
1 & -(\rho-1)\left(1-e^{\frac{-1}{\epsilon}}\right) \\
1 & 0
\end{array}\right)
$$

The characteristic equation reads

$$
\lambda^{2}-\lambda+(\rho-1)\left(1-e^{\frac{-1}{\epsilon}}\right)=0
$$

Lemma 3. [1] Let $F(\lambda)=\lambda^{2}+P \lambda+Q$. Suppose that $F(1)>0$, and $F(\lambda)=0$ has two roots $\lambda_{1}$ and $\lambda_{2}$. Then

1. $F(-1)>0$ and $Q<1$ if and only if $\left|\lambda_{1}\right|<1$ and $\left|\lambda_{2}\right|<1$;
2. $F(-1)<0$ if and only if $\left|\lambda_{1}\right|<1$ and $\left|\lambda_{2}\right|>1\left(\right.$ or $\left|\lambda_{1}\right|>1$ and $\left.\left|\lambda_{2}\right|<1\right)$;
3. $F(-1)>0$ and $Q>1$ if and only if $\left|\lambda_{1}\right|>1$ and $\left|\lambda_{2}\right|>1$;
4. $F(-1)=0$ and $P \neq 0,2$ if and only if $\lambda_{1}=-1$ and $\left|\lambda_{2}\right| \neq 1$;
5. $P^{2}-4 Q<0$ and $Q=1$ if and only if $\lambda_{1}$ and $\lambda_{2}$ are complex and $\left|\lambda_{1,2}\right|=1$.

Proposition 2. The fixed point $\left(x_{2}^{*}, y_{2}^{*}\right)=\left(1-\frac{1}{\rho}, 1-\frac{1}{\rho}\right)$ is

1. a sink if $1<\rho<\frac{2}{1-e^{\frac{-1}{\epsilon}}}$,
2. a source if $\rho>\frac{2}{1-e^{\frac{-1}{\epsilon}}}$.

Definition 1. The bifurcation correspondence to the existence of $\lambda_{1,2}=e^{ \pm i \theta_{0}}$, $0<\theta_{0}<\pi$ is called a Neimark-Sacker bifurcation [20].
Lemma 4. If $\rho=1+\frac{1}{1-e^{\frac{-1}{\epsilon}}}$, then system (2.11) admits a Neimark-Sacker bifurcation at $\left(x_{1}^{*}, y_{1}^{*}\right)=(0,0)$.

Proof. The characteristic equation

$$
\lambda^{2}-\lambda+(\rho-1)\left(1-e^{\frac{-1}{\epsilon}}\right)=0
$$

has two roots

$$
\begin{equation*}
\lambda_{1,2}=\frac{1 \pm \sqrt{1-4(\rho-1)\left(1-e^{\frac{-1}{\epsilon}}\right)}}{2} \tag{2.12}
\end{equation*}
$$

We can see that when

$$
1-4(\rho-1)\left(1-e^{\frac{-1}{\epsilon}}\right)<0
$$

the two roots are complex. Then for $\rho>1+\frac{1}{4\left(1-e^{\frac{-1}{\epsilon}}\right)}$, we can write

$$
\lambda_{1,2}=\frac{1 \pm i \sqrt{4(\rho-1)\left(1-e^{\frac{-1}{\epsilon}}\right)-1}}{2}
$$

Suppose that $\lambda_{1,2}=e^{ \pm i \theta_{0}}, 0<\theta_{0}<\pi$ for some parameter value $\rho=\rho^{*}>$ $1+\frac{1}{4\left(1-e^{\frac{-1}{\epsilon}}\right)}$, then

$$
\begin{gather*}
\lambda_{1} \lambda_{2}=\frac{1-1+4\left(\rho^{*}-1\right)\left(1-e^{\frac{-1}{\epsilon}}\right)}{4}=1 \\
\left(\rho^{*}-1\right)\left(1-e^{\frac{-1}{\epsilon}}\right)=1 \\
\rho^{*}=1+\frac{1}{1-e^{\frac{-1}{\epsilon}}} \tag{2.13}
\end{gather*}
$$

Thus at $\rho=\rho^{*}=1+\frac{1}{1-e^{\frac{-1}{\epsilon}}}$, we have $\lambda_{1,2}=e^{ \pm \frac{i \pi}{3}}$ and the system admits a Neimark-Sacker bifurcation.

We can see that as $\epsilon \rightarrow 1$, we get the same results obtained in [10].

## 3 Numerical simulations

In this section, we perform numerical simulations to confirm theoretical analysis obtained.
In Figure 1, we can see that as $\epsilon \rightarrow 0$ in (2.11), we get the same results obtained in [9].


Figure 1: Dynamics of the system(2.1) as $\epsilon \rightarrow 0$.

In Figure 3 and Figure 4, we can see that as $\epsilon \rightarrow 1$ in (2.11), we get the same results obtained in [10].


Figure 2: Dynamics of the $\operatorname{system}(2.11)$ as $\epsilon \rightarrow 1$.


Figure 3: Phase portraits of (2.11) for different values of $\rho$ as $\epsilon \rightarrow 1$.

Figure 5 illustrate more complex dynamics of the system by giving phase portraits of the system (2.11) for different values of $\rho$ at which the map is chaotic and different values of $\epsilon$.


Figure 4: Phase portraits of the system (2.11) for different values of $\rho$ and $\epsilon$.

## 4 Conclusion

In this work, we studied the dynamics of the singularly perturbed logistic difference equation with two different continuous arguments. First of all, we obtained fixed points and discussed their local stability by analyzing the corresponding characteristic equations of the linearized equations. secondly, we show that the equation exhibits Hopf bifurcation and we have reached explicit conditions for its occurrence. Then, the method of steps is applied to obtain a discrete analogue of the considered system. We investigated local stability conditions of the fixed points of the discretized system. Explicit conditions for the occurrence of a variety of complex dynamics such as fold and Neimark-Sacker bifurcations are reached. By letting the perturbation parameter tends to one, it is illustrated that the singularly perturbed logistic difference equation with two different continu-
ous arguments behaves as the logistic delay differential equation with two delays. Finally, numerical simulations including Lyapunov exponent, bifurcation diagram and phase portraits carried out to confirm the theoretical analysis obtained and to illustrate more complex dynamics of the system.

## References

[1] Albert, C. J. L. (2012). Regularity and complexity in dynamical systems. Springer, New York.
[2] Artstein, Z., Slemrod, M. (2001). On singularly perturbed retarded functional differential equations. Journal of differential equations, 171, 88-109.
[3] Bellman, R., Cooke, K. L. (1963). Differential-Difference Equations. Academic Press, New York.
[4] Beuter, A., Larocque, D., Glass, L. (1989). Complex oscillations in a human motor system. Journal of motor behavior 21, 277-289.
[5] Braddock, R. D., van den Driessche, P. (1983). On a two lag differential delay equation. Journal of the australian mathematical society series B, 24, 292-317.
[6] Derstine, M. W., Gibbs, H. M., Hopf, F. A., Kaplan, D. L. (1982). Bifurcation gap in a hybrid optically bistable system. Physical review A, 26, 3720-3722.
[7] Driver, R.D. (1977). Ordinary and delay differential equations. Springer-Verlag, New York.
[8] Elaydi, S.N. (2005). An introduction to difference equations. Springer, New York.
[9] El-Sayed, A. M. A., Nasr, M. E. (2013). Discontinuous dynamical system represents the Logistic retarded functional equation with two different delays. Malaya Journal of Matematik 1.
[10] EL-Sayed, A.M.A., Salman, S.M., Abo-Bakr, A.M.A. (2021). On the dynamics of a logistic delay differential equation with two different delays. Journal of Applied and Computational Mechanics, 7 (2), 442-449.
[11] Gopalsamy, K. (1990). Global stability in the delay-logistic equation with discrete delays. Houston J. Math. 16, 347-356.
[12] Hassard, B. D. (1997). Counting roots of the characteristic equation for linear delaydifferential systems. Journal of differential equations, 136, 222-235.
[13] Hale J. K., Huang, W. (1993). Global geometry of the stable regions for two delay differential equations. Journal of Mathematical Analysis and Applications, 178, 344362.
[14] Hale, J.K., Verduyn Lunel, S.M. (1993). Introduction to functional differential equations. Springer, New York.
[15] Hale, J. K., Tanaka, S. M. (2000). Square and pulse waves with two delays. Journal of dynamics differential equations, 12, 1-30.
[16] Ivanov, A. F. (2009). Global dynamics of a differential equation with piecewise constant argument. Nonlinear analysis, 71.
[17] Ivanov,A. F., Sharkovsky, A. N. (1992). Oscillations in singularly perturbed delay equations. In: Jones, C. K. R. T., Kirchgraber, U., Walther, H. O.: Dynamics reported expositions in dynamical systems. Springer-Verlag, Berlin Heidelberg.
[18] Hale, J. K. (1991). Dynamics and delays. In: Busenberg,S., Martelli, M.(Eds.): Delay differential equations and dynamical systems, Springer-Verlag, Berlin Heidelberg.
[19] Kuang, Y. (1993). Delay differential equations with applications in population dynamics. Academic Press, Boston.
[20] Kuznetsov, Y. (2004). Elements of Applied Bifurcation Theory. Springer-Verlag, New York .
[21] Li, X., Ruan, S., Wei, J. (1999). Stability and bifurcation in delay-differential equations with two delays. Journal of Mathematical Analysis and Applications, 236, 254280.
[22] Lin, X., Wang, H. (2012). Stability analysis of delay differential equations with two discrete delays. Canadian applied mathematics quarterly volume 20 (4).
[23] Longtin, A., Milton, J. G. (1988). Complex oscillations in the human pupil light reflex with mixed and delayed feedback. Mathematical biosciences, 90, 183-199 .
[24] Luenberger, D. G. (1979). Introduction to dynamic systems: Theory, models and applications. John Wiley-Sons.
[25] MacDonald, N. (2006). Two delays may not destabilize although either can delay. Mathematical biosciences, 82 (2), 127-140 .
[26] Mackey, M. C., Glass, L. (1977). Oscillation and chaos in physiological control systems. Science, 197, 287-289 .
[27] McCartin, B. J. (2001). Exponential fitting of the delayed recruitment/renewal equation. Journal of Computational and Applied Mathematics, 136, 343-356 .
[28] Ragazzo, C. G., Malta, C. P. (1992). Singularity structure of the Hopf bifurcation surface of a differential equation with two delays. Journal of dynamics differential equations 4, 617-650.
[29] Ruany S., Weiz J. (2003). On the zeros of transcendental functions with application to stability of differential equations with two delays. Dynamics of continuous, discrete and impulsive systems series A: mathematical analysis, 10, pp. 863-874.
[30] Tian, H. (2002). The exponential asymptotic stability of singularly perturbed delay differential equations with a bounded lag. Journal of mathematical analysis and applications, 270, pp. 143-149 .

