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Abstract. This paper deals with a class of backward stochastic differen-
tial equations driven by both standard and fractional Brownian motions
with time deplayed generators. In this type of equation, a generator at
time ¢ can depend on the values of a solution in the past, weighted with
a time delay function, for instance, of the moving average type. We es-
tablish an existence and uniqueness result of solutions for a sufficiently
small time horizon or for a sufficiently small Lipschitz constant of a
generator.
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1. Intoduction

Nonlinear Backward stochastic differential equations (BSDEs in short) have
been first introduced by Pardoux and Peng [12] in order to give a probabilistic
interpretation for the solutions of semi-linear Partial differential equations
(PDEs). Since this first result, it has been widely recognized that BSDEs
provide a useful framework for formulating a lot of mathematical problems
such as used in financial mathematics, optimal control, stochastic games and
partial differential equations. We also mention that, following Pardoux and
Peng [12], many papers were devoted to improving the results of Pardoux and
Peng [12] by weakening the Lipschitz conditions on coefficients (for example,
see Aidara [2], Wang and Huang [13], Aidara and Sow [1], Mao [10], Aidara
and Sagna [3]). Based on the above important applications, specially in the
field of Finance, and optimal control, recently in [6], Delong and Imkeller
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introduced BSDEs with time delayed generators defined by

T T
Y(t)=§+/ f(s,Y;,Zs)ds—/ Z(t)yaws 0<t<T, (L.1)
where for all ¢ € [0, T7,
(Y, Zi) = (Yt +u), Z(E+w)) _reu<o (1.2)

represents all the past of the process solution until ¢. An existence and unique-
ness result under a small global Lipschitz K or a small horizon time T has
been derived. This restrictive is inevitable, since authors with two examples,
proved that this result can not be extended in the general case. However,
for some special class of generators, existence and uniqueness result may still
hold for arbitrary both time horizon and Lipschitz constant.

On the other hand, several authors investigates BSDEs with respect to
fractional Brownian motion (fractional BSDEs in short). In [4], Bender gaves
one of the earliest result on fractional BSDEs. The author established an
explicit solution of a class of linear fractional BSDEs with arbitrary Hurst
parameter H. This is done essentially by means of solution of a specific linear
parabolic PDE. There are two major obstacles depending on the properties
of fractional Brownian motion: Firstly, the fractional Brownian motion is not
a semimartingale except for the case of Brownian motion (H = 1/2), hence
the classical Ito calculus based on semimartingales cannot be transposed di-
rectly to the fractional case. Secondly, there is no martingale representation
theorem with respect to the fractional Brownian motion. Studing nonlinear
fractional BSDEs, Hu and Peng [9] overcame successfully the second obsta-
cle in the case H > 1/2 by means of the quasi-conditional expectation. The
authors prove existence and uniqueness of the solution but with some re-
strictive assumptions on the generator. In this same spirit, Maticiuc and Nie
[11] interesting in backward stochastic variational inequalities, improved this
first result by weakening the required condition on the drift of the stochastic
equation.

In this paper, our aim is to generalize the result established in [6] to the
following driven by both standard and fractional Brownian motions (SFBS-
DEs in short):

T T T
Y(t)=g+/ f(s,ns,ig,Z17s,Zg7s)ds—/ Zl(s)st—/ Zo(s)dBY, vt €
t t t

where <Yt, ARE Zgyt> = <Y(t +u), Z1(t + u), Za(t + u)) , Bis a

—T<u<0
Brownian motion, B is a fractional Brownian motion with Hurst parameter
greater than 1/2 and 7 is a stochastic process given by

t t t
N =10 —|—/ b(s)ds +/ o1(s)dBs —l—/ ag(s)dBSH.
0 0 0

We establish an existence and uniqueness result of solutions for this kind of
BSDEs by a Picard-type iteration.

0,77,
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This paper is organized as follows. In section 2, we introduce some
preliminaries. In section 3, we prove existence and uniqueness of solutions of
SFBSDEs with time deplayed generators.

2. Fractional Stochastic calculus

Let € be a non-empty set, F' a c—algebra of sets €2, P a probability measure
defined on F and {F;, t € [0,T]} a o—algebra generated by both standard
and fractional Brownian motions. The triplet (2, F, P) defines a probability
space and E the mathematical expectation with respect to the probability
measure P.

The fractional Brownian motion (Bf!) with Hurst parameter H €

>0
(0,1) is a zero mean Gaussian process with the covariance function
1
E[BF B = 3 "+ 27—t —s*), t,s>0.

Suppose that the process (Bfl ) />0 18 independent of the standard Brownian
motion (B;),s,. Throughout this paper it is assumed that H € (1/2,1) is
arbitrary but fixed.

Denote ¢(t,s) = H(2H — 1)|t — s|*# 2, (¢,s) € R%
Let ¢ and 1 be measurable functions on [0, T]. Define

(€& mhe = / / &(u, 0)E(n(v)dudy and (€] = (£,€),.

Note that, for any ¢ € [0, 7], ({,n): is a Hilbert scalar product. Let H be the
completion of the set of continuous functions under this Hilbert norm ||-||,
and (£,)n be a sequence in H such that (&;,&;), = d;;. Let 21 be the set
of all polynomials of fractional Brownian motion. Namely, 2H contains all
elements of the form

T T T
F(w):f</0 51(t)dBtH,/o §g(t)dBfI,...,/0 fn(t)dBfI>

where f is a polynomial function of n variables. The Malliavin derivative D}
of F' is given by

n 9 T T T
DfF:;a;i (/O a(ﬂdBff,/O &@ngf,...,/o gna)dBf’)si(s) 0<s<T

Similarly, we can define the Malliavin derivative D,G of the Brownian
functional

Gw)=f (/OT 51(t)dBt7/OT gg(t)ch...,/OT §n(t)dBt> .

The divergence operator D is closable from L?(Q, F, P) to L*(Q, F, P, H).
Hence we can consider the space D 5 is the completion of 22 with the norm

I1FI[} 2 = EIF|* + E|[D{F||7.
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Now we introduce the Malliavin ¢-derivative D of F by
T
DAF = / o(t,s)DH Fds.
0

We have the following (see[[8], Proposition 6.25]):

Theorem 2.1. Let F': (Q, F,P) — H be a stochastic processes such that

T T
E <F||§+/ / |Dth|2dsdt> < +00.
0 0

Then, the Ito-Skorohod type stochastic integral denoted by fOT F.dBE exists
in L? (2, F,P) and satisfies

T
E(/ FsdBf>=o and
0
T 2 T T
E(/ FSdBf> =E<||F?F+/ / DthDstdsdt>.
0 0 0

Let us recall the fractional It6 formula (see[[7], Theorem 3.1]).

Theorem 2.2. Let o1 € L*([0,7]) and oo € H be deterministic continuous
functions.

Assume that ||o2]|, is continuously differentiable as a function of t € [0,T].
Denote

t t t
Xt:Xo+/ a(s)ds+/ Jl(s)st+/ o2(s)dBE
0 0 0

¢
where X is a constant, a(t) is a deterministic function with / la(s)|ds <
0

+oo. Let F(t,x) be continuously differentiable with respect to t and twice
continuously differentiable with respect to x. Then

t t
F(t, Xy) ZF(O,X0)+/ 6—F(S,Xs)d8—|—/ a—F(S,XS)dXS
0 83 0 613

1 (' 0*F ) d ,
+§ o @(S,Xs) |:01(3)+ds||0'2||8:| ds, 0<t<T.

Let us finish this section by giving a fractional It6 chain rule (see[[7],
Theorem 3.2]).

Theorem 2.3. Assume that for i = 1,2, the processes ;, o; and Uy, satisfy

T T T
E / u?(s)ds—i—/ a?(s)ds—l—/ 93 (s)ds
0 0 0

< +00.
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Suppose that Dya;(s) and DHEY;(s) are continuously differentiable with respect
to (s,t) € [0,T)? for almost all w € Q. Let X; and Y; be two processes
satisfying

t t t
X: = Xy +/ w1 (s)ds +/ a1(s)dBg Jr/ ﬂl(s)dBf, 0<t<T,
0 0 0

t t t
Yi=Yo +/ pa(s)ds +/ az(s)dBs +/ ¥2(s)dBH 0<t<T.
0 0 0

If for i = 1,2, the following conditions hold:

T T
E / |Dycvi(s)|?dsdt| < 400, E / DI, (s)|?dsdt| < +oo,
0 0

then

t t
X,Y; = XoYo + / X,dY, + / Y,dx,
0 0

t
+ / (o1 () Ds Yy + aa(s)Ds X + 91(s)DIY; + 92(s)DF X, ds,
0
which may be written formally as
d(X1Y;) = X4dYi+Y,dXo+ [an () DiYy + a(t) Dy Xy + 91 (DY, + 92(¢)Dy X, ] dt.

We are now in position to move on to study our main subject.

3. SFBSDEs with time deplayed generators

3.1. Definitions and notations

Let us consider
t t
ne = 1o + b(t) +/ o1(s)dB, +/ oa(s)dBE, o0<t<T
0 0

where the coefficients 7g, b, 01 and o9 satisfy:

e. 1) is a given constant,
e. b,01,09 : [0,T] = R are deterministic continuous functions, o and o
are differentiable and o1 (t) # 0, o2(t) # 0 such that

t
ot = [ teds + ol?, 0 <<, (3.1
0
t t
where lowl? = H(2H-1) / / lu—ov2 =205 (w) oz (v) dudo.
0 JO
t
Let &g(t):/ o(t,v)oz(v)dv, 0<t<T.
0

The next Remark will be useful in the sequel.

Remark 3.1. The function |o|? defined by eq.(3.1) is continuously differen-
tiable with respect to ¢ on [0, 7], and

a) Llof2 = 03(t) + & |oall? = 03(t) + 0x(t)da(t) >0, 0<t<T.
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b) for a suitable constant Cy > 0, info<i<r Zi—gg > Cy.
The goal of this paper is to study backward stochastic differential equa-
tions driven by both standard and fractional Brownian motions with time

delayed generators which dynamics is described by

T T T
Yit) =+ / F(5y 10 Yo Zes Zo)ds— / Z,(s)dB, - / Zo(s)dBY, 0<t<T,
t t t

(3.2)
where the generator f at time s € [0,7T] depends on the past values of the
solution denoted by Yy := Y (s + u)_r<u<0, Z1,s = Z1(s + u)_r<u<o and
Zy,s = Za(s + u)_r<u<o. We always set Z1(t) = 0, Z3(t) = 0 and Y (¢) =
Y (0) for t < 0.

Before giving the definition of the solution for the above equation, we
introduce the following sets (where E denotes the mathematical expectation
with respect to the probability measure P):

. %Sgl([O,T] x R) is the space of all €12-functions over [0,7] x R, which
together with their derivatives are of polynomial growth;
« Vory = {¥ =(m): v e €,(0.7) x R), % is bounded, ¢ € 0,71}

° \7[3 7) the completion of Vi 1) under the following norm (3 > 0)

T 1/2 T 1/2
HYH :(/ eﬂtEm?dt) :(/ eBtE|zp(t,nt)|2dt> ;
B 0 0

e #%([0,T],R) = ‘7[51] X IN/[’g’T] X 17£7T] is a Banach space with the norm

2 2 2 2

H (Y, Z1,Z5) Z

-l

+|z

"

?

B2 8 B B

e Finally let L? ,(R) denote the space of measurable functions ¢ : [T, 0] —
R satisfying

0
/ lo(t)]? dt < +o0.
-T

Definition 3.2. A triplet of processes (Y, Z1, Zs) is called a solution to SFB-
SDE (3.2), if (Y, Z1, Z) € %2([0,T], R) and satisfies eq.(3.2).

More precisely we establish an existence and uniqueness result for (3.2)
under the following assumptions:
e (H1): £ = h(nr) for some function A with bounded derivative, E [¢T|¢]?] <
+00;
e (H2): the generator f: Qx [0,7] x Rx L% (R)x L% (R)x L% (R) = R
is product measurable, F-adapted and Lipschitz continuous in the sense that
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for some probability measure a on ([—T,0] x B([-T,0]))

2

‘f(t,%yt,zl,t,zg’t) — flt,= yt,zl t,22 Ol < K/ y(t+u) — (t—l—u)\Qa(du)

0 ) ,
+K/_T (|zl(t+u)—zi(t+u)| + |22 (t + u) — 25(t + )] )a(du)

for P ® Aa.e. (w,t) € Q x [0,T] and for any = € R; y, 21, 29,9, 27,25 €
L%, (R).
o (H3): f(s,-,-,-) =0fort <O0.

We have the following (see [[7], Theorem 5.3])

Theorem 3.3. Assume that o1 and o9 are continuous and |a|f defined by
eq.(3.1) is a strictly increasing function of t. Let the SFBSDE (3.2) has a
solution of the form

(Y(t) = w(tvnt)a Zl(t) = —<P1(t777t)7 Z2(t) = _@Q(tvnt))7 where 1 € %172([07T]X
R). Then

p1(t,z) = o1(t)U(t, @), w2t x) = o2(t)Y, (¢ 7).
The next proposition will be useful in the sequel.

Proposition 3.4. Let (Y, Z1, Zs) be a solution of the SFBSDE (3.2). Then for
almost t € [0, T,

G (t)
LS

Proof. Since (Y, Z,Zs) satisfies the SFBSDE (3.2) then we have Y () =
¥(-,m.) where
1 € €4%([0,T] x R). From Theorem 3.3, we have

Zi(t) = o1 (Y, (t, ), Za(t) = o2(t),(t, ).
Then we can write D;Y (t) = o1 (). (¢, ) = Z1(t) and

DY (t) = Z(t), and DIY(t) =

]D)HY /gbts Y(t,n)ds tnt/gbtsag
= Galt)it. ) = 24D 2a(0).

The main result of this section is the following theorem:

Theorem 3.5. Assume that (H1), (H2) and (H3) hold. Then the SFBSDE
(3.2) has a unique solution (Y, Zy, Zs) € %%([0,T],R).

Proof. To prove the existence and uniqueness of a solution, we follow the
classical idea by constructing a Picard scheme and show its convergence. To
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this end, we consider now the sequence (Y™, Z}', Z5)n>0 given by

YO(t) = Z3(t) = Z3(t) = 0,

T T T
Y™ () = € + / (5,0, Y, 20, 72 )ds — / 20+ (s)dB, — / 25+ (s)dBY
t t t
(3.3)

Let us define for a process 0 € {Y, 21,22}, n > 1, P IR (82 R
and the function

A (s) = f(s,m5 Y 27 0 25 ) = s, YOO 2000, 2500,

Then, it is obvious that (Y vy Z?H Z;H) solves the SFBSDE

lt):/ Af(")(s)ds—/ 77" (s)dB, / Zy N (s)dBE, 0<t<T.
t t

By the fractional It6 chain rule, we have

T
")) =2 /t Y AL (5)ds — 2 / 77 () DY (s)ds

t

T
/ 2 iy s -2 [ 76021 (s)a.
t t

T
= 2/ V" (5)Zy " (s)dBY.
t
Applying 1t6 formula to eﬁt|?n+1(t)|27 we obtain that

T
SV (1))? =2 / BV ()AL (5)ds — 2 / 7 (5)D Y™ (5)ds

t

T T
o [T pET as 2 [ V7 (a
t t

T T
P / V" ()25 (s)dBH — B / Y () Pds.
t t

Take mathematical expectation on both sides, then we have

E [eﬂq?”“(t)ﬂ ) )

t t

T
/ A7y (s DEYHY( ds—B/ P 7 (5)] d]
t

By Proposition 3.4, we have that

B[ e [ pas 2 [z >|2ds}

/tTengm() A (s) ﬁ/ o7 |d1

/T eﬁ‘g?nH(S)Af(")(s)ds —/ /3‘;Zn+1( )DSYnH(s)ds}

—2E

=2E
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By Remark 3.1, we obtain that

E|:€'Bt|Yn+1(t)2+2/ BS|4’”+ ( )|2d8+2C()/ BS|Z7H—1( )|2d8:|

T T
2/ eﬁ“”?nﬂ(s)Af(”)(s)ds—ﬁ/t e'ﬁ3|Yn+1(s)|2ds] .

t

<E

Using standard estimates 2ab < Aa? + b?/\ (where A > 0), we obtain

that
n+1 Tttt |2 1 r
QE/ YT () AfM(s)ds < /\E/ e’ Y (s)’ ds—&-XE/ els
t t t
T
§ lE/eﬂs
B A 0

which implies
Using the assumptlon (H2) and Fubini’s Theorem, we have

iE/O ePs ds<— /5/ ‘Y s+u  a(du)ds
+I§E/T [/0 (‘Zn(eru ‘ ’22 s+u)’2> a(du)} ds
E/OT /0 B(s+u

K

A

K 0 T —n 2

—|——E/ e Pu /eﬁ(”“) (‘Z (s—i—u‘ +‘Z2(s+u)‘ )ds a(du)

A Jor 0

K

A

K

A

Af(”)(s)Fds

—n+1

n+1
ZQ

n+1 +2Hzl

Af(")(s)‘zds
(3.4)

+2C,
B

o7

Af™(s)

s+u) ’ dsa(du)

IN

E/_OTe—ﬁu M””eg(v) ()Y”(v)f + ‘Z’f@)f 4 ‘Z;(v)‘2> dv} o(du)

)

2 2

n

IN

I

—n
+|z

+ HZZ

B B

2

<=5 | (77| (3.5)
»
Hence gathering (3.4) and(3.5) we obtain
2 2
—n n n KePT =N Sn Sn
(8- HY i +2Hzl+1 + 20, 22“ < ;ﬂ (Y ,21,22)

B B B B>
(3.6)

Hence, if we choose A = )¢ satisfying fAg = 8 — 2min {1; Cy}, then we have

2

;o (37
@2

2
H (Y o ZQH)‘ ¢ ‘(Y ,Zl,ZQ)

e " 2B (B )
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where putting T' = %,
2
—n+1 —ntl —n+l Ke
Yyt ozt 7 ) ‘ < ne
H ( ' ’ @ MB(B— o)

Choosing K such that K = W, we obtain

‘ (v".7..75) H; (3.8)

2 2
] ] —n 3| fon n on
H (Y “,21“,22“) H < H (Y ,21,22) H . (3.9)
a4 B2

Hence, the inequality (3.9) is a contraction, and there exists a unique

B Vi B Vi
limit (Y, Z1, Z2) € Vo1 Vo Vo

which satisfies the fixed point equation

3 n n n
of a converging sequence (Y, 27, Z3),, c.n

T T T
Y(t) = §+/ frns,Ys, Z1.s, Zas) ds—/ Zl(s)dBS—/ Zy(s)dBHE, 0<t<T.
t ¢ t

With the same arguments, repeating the above technique we obtain a unique-
ness of the solution of SFBSDE with time deplayed generators on [0,7]. O
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