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Abstract

Dispersal abilities play a crucial role in shaping the extent of population genetic structure, with more mobile species being

panmictic over large geographic ranges and less mobile ones organized in meta-populations exchanging migrants to different

degrees. In turn, population structure directly influences the coalescent pattern of the sampled lineages, but the consequences on

the estimated variation of the effective population size (Ne) over time obtained by means of unstructured demographic models

remain poorly understood. However, this knowledge is crucial for biologically interpreting the observed Ne trajectory and further

devising conservation strategies in endangered species. Here we investigated the demographic history of four shark species

(Carharhinus melanopterus, Carharhinus limbatus, Carharhinus amblyrhynchos, Galeocerdo cuvier) with different degrees of

endangered status and life history traits related to dispersal distributed in the Indo-Pacific and sampled off New Caledonia.

We compared several evolutionary scenarios representing both structured (meta-population) and unstructured models and then

inferred the Ne variation through time. By performing extensive coalescent simulations, we provided a general framework

relating the underlying population structure and the observed Ne dynamics. On this basis, we concluded that the recent

decline observed in three out of the four considered species when assuming unstructured demographic models can be explained

by the presence of population structure. Furthermore, we also demonstrated the limits of the inferences based on the sole

site frequency spectrum and warn that statistics based on linkage disequilibrium will be needed to exclude recent demographic

events affecting meta-populations.

Introduction

Reconstructing the evolutionary history of a species is a challenging exercise only partially eased by the
growing size of genetic data available. However, larger amounts of data will indeed provide more precision
but not more accuracy if the model(s) chosen to infer demographic parameters is distant from the true one.
Species are dynamic entities whose geographic range has often changed in time trough range expansions,
contractions and shifts (Arenas, Ray, Currat, & Excoffier, 2012; Excoffier, Foll, & Petit, 2009; Mona, Ray,
Arenas, & Excoffier, 2014). This suggests that species are most likely organized in meta-populations (i.e.
groups of demes or sub-populations exchanging migrants to some extent), even though the more vagile ones
might be panmictic at a large scale (Corrigan et al., 2018; Karl et al., 2010). Neglecting the meta-population
structure (i.e., performing demographic inferences under unstructured models) may lead to spurious inference
of population size change (Chikhi, Sousa, Luisi, Goossens, & Beaumont, 2010; Maisano Delser et al., 2019,
2016; Olivier Mazet, Rodŕıguez, & Chikhi, 2015), which is particularly worrisome for species of conservation
concern. Unfortunately, the link between the inferred temporal trajectory of Ne and the real demographic
history of the meta-population remains largely under explored. However, the role of connectivity, particularly
the number of migrants Nm exchanged each generation and the migration matrix, has been put forward as
a key actor in shaping the gene genealogy of lineages sampled from a deme belonging to a meta-population
(Chikhi et al., 2010; Mona et al., 2014; Ray, Currat, & Excoffier, 2003; Städler, Haubold, Merino, Stephan,
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& Pfaffelhuber, 2009).

Understanding the relations between meta-population structure, the inferred Ne variation under unstructured
models, and species dispersal abilities, is crucial to correctly interpret the pattern of genetic variability and to
establish conservation priorities. To search for general rules describing such relations, we followed an inductive
approach investigating species: i) with large distribution (which in principle should guarantee an organization
in meta-populations); ii) with different life history traits (LHT) related to dispersal; iii) of conservation
concerns. In this spirit, we selected for our genomic study four shark species (Carcharhinus amblyrhynchos
, Carcharhinus limbatus , Carcharhinus melanopterus, and Galeocerdo cuvier ) from New Caledonia. These
species have a large and overlapping distribution in the Indo-Pacific (https://sharksrays.org/) and they differ
for LHT features such as size (which is positively correlated with the capacity for long distance swimming
and oceanic migration (Parsons, 1990)), residency pattern, and long-distance dispersal ability as measured by
tagging data (Table S1). Moreover, the IUCN red list reported that Carcharhinus limbatusand Galeocerdo
cuvier are Near Threatened (with a decreasing trend in the tiger shark), Carcharhinus melanopterus is
vulnerable with decreasing trend, and Carcharhinus amblyrhynchosis Endangered with decreasing trend as
well. We first compared several population genetics models by means of coalescent simulations coupled with
an approximate Bayesian computation framework (Bertorelle, Benazzo, & Mona, 2010) to detect whether
panmixia or a meta-population model best describe the genomic variation of each species. Then, we inferred
the demographic parameters under the most likely model and applied the stairwayplot , which assumes a
panmictic unstructured population (Liu & Fu, 2015), to detect theNe variation through time in each species.
We finally run extensive coalescent simulations under the tested meta-population models with parameters
compatible to those observed in real data. The simulated datasets were in turn analysed with the stairwayplot
to: i) help interpreting the observed data in the four shark species; ii) providing general coalescent arguments
relating the demographic history of a meta-population and the reconstructed variation in Ne through time
by means of unstructured models.

Material & Methods

Sampling

Eight specimens of tiger shark (G. cuvier ), 13 black tip shark (C. limbatus ), and 12 grey reef shark
(C. amblyrhynchos ) were collected off New Caledonia. Total genomic DNA was extracted from muscle
tissue or fin clips, and preserved in 96% ethanol using QIAGEN DNeasy Blood and Tissue purification kit
(Qiagen, Hilden, Germany) according to the manufacturer’s protocols. Double-digest restriction-associated
DNA (ddRAD) libraries were prepared following Peterson et al. (2012) using EcoRI and MspI restriction
enzymes and a 400-bp size selection. The genomic libraries obtained were sequenced with a HiSeq 2500
Illumina sequencer (single-end, 125 bp). Exon capture data of eight black tip reef shark (Carcharhnius
melanopterus ) from New Caledonia (Maisano Delser et al. 2019) were included in this study for comparative
purposes.

De novo assembly and data filtering (dd-RADseq samples)

Raw reads were first demultiplexed and quality filtered through theprocess radtags.pl pipeline in stacks v.2.5
(Rochette, Rivera-Colón, & Catchen, 2019). In the absence of a reference genome for any of the three species,
RAD-seq loci were de novo assembled independently in each species under the denovo map.pl pipeline in
stacks. We used the following assembly parameters:m =3 (minimum read depth to create a stack), M =4
(number of mismatches allowed between loci within individuals), and n=4 (number of mismatches allowed
between loci within catalogue). We found an average coverage per species of ˜10x (see results). A consensus
on the threshold below which SNP calling may be considered unreliable is still lacking. However, genotype
free estimation of allele frequency is generally recommended with low to medium coverage (Korneliussen,
Albrechtsen, & Nielsen, 2014). This approach, implemented in the software angsd v.0.923 (Korneliussen
et al., 2014), has been rarely applied to Rad-seq data (however, see Warmuth and Ellegren (2019) for an
exception) and, to our knowledge, never to Rad-seq data from non-model organisms, probably due to need
of a reference sequence for the software to work. Here, we followed the approach of Khimoun et al., (2020) by
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creating an artificial reference sequence. First, we used the population script in stacks to assembly loci present
in at least 80% of the individuals (using the flag r=0.8 ); then, we concatenated the consensus sequences
of the retrieved loci spaced by a stretch of 120 N (unknown) characters (the same length of the Rad-loci)
to facilitate the subsequent mapping. Raw reads were then mapped back to the novel reference sequence by
means of the bwa-mem algorithm with default parameters (Li & Durbin, 2009). Using custom bash scripts
coupled with angsd, we applied a number of filters to the aligned data and eliminated: i) sites with coverage
<3 (-minIndDepth =3 flag),ii) bad quality bases and poorly aligning reads (-minQ and -minMapQ and -C
flags with default values); iii)poor quality sites based on the per base alignment quality (-baq=1 flag); : iv)
SNPs in the last 5 bp of each locus;v) SNPs heterozygote in at least 80% of individuals; vi)loci with more
than 5 SNPs that could potentially be paralogous;vii ) sites with missing data by setting the -minInd flag
to the total number of individuals retained in each species. The filtered dataset was then used to generate
a site allele frequency likelihood file, with the genotype likelihoods computed with the SAMtools method
(-GL=1 flag), further optimised to compute a folded site frequency spectrum (SFS) with no missing data for
downstream analyses. An alternative (and simpler) approach would have been to augment m to achieve an
higher coverage (Paris, Stevens, & Catchen, 2017). However, beside the considerable loss in the number of
assembled loci (and hence of retrieved SNPs), we found by extensive simulation of in silico Rad experiments
that selecting high coverage loci biases the SFS towards low frequency variants (Mona, Bertorelle, Benazzo,
in preparation). The SFS for C. melanopteruswas estimated directly from the high coverage exon-capture
dataset of Maisano Delser et al. (2019).

Genetic diversity and demographic inferences

Nucleotide diversity ( ),w (Watterson’s theta, based on segregating sites (Watterson, 1975)) and Tajima’s
D (TD, (Tajima, 1989)) were computed from the SFS for each species with custom scripts. Significance
of TD was evaluated after 1,000 coalescent simulations of a constant population model with scaled size π
. To test whether sampled demes are isolated or belong to a structured meta-population and to eventually
estimate connectivity, we devised three alternative evolutionary models for each species (Figure 1) within
an approximate bayesian computation framework (ABC) framework. Model NS (non-structured) defined an
isolated population characterized by a modern effective population size (Nmod ) switching instantaneously
into an ancestral population size (Nanc ) atTc generations before present. Model FIM specifies a non-
equilibrium finite island model defined by 100 demes exchangingNm migrants each generation under a
symmetric migration matrix. The array of demes is instantaneously colonized Tcol generations before present
from a population with an ancestral size (Nanc ). Model SST is similar to FIM but demes exchanging
migrants only with their four neighbours (or less, if they are at the border of the array), in a steppingstone
fashion. We performed 50,000 coalescent simulations from prior distributions using fastsimcoal v.2.6.0.3
(Excoffier, Dupanloup, Huerta-Sánchez, Sousa, & Foll, 2013),reproducing the exact number of individuals
and loci for each species (Table 1). We first performed model selection through the random forest (RF)
classification method implemented in the abcRF R package (Pudlo et al., 2016). We then performed 50,000
additional simulations under the most supported model in order to estimate demographic parameters with
the abcRF regression method (Raynal et al., 2019). Both model selection and parameter estimation were
computed with the following set of summary statistics: the SFS, ,w and TD. The first two axes of a Linear
Discriminate Analysis performed on the previous statistics were also included for model selection in order
to increase the accuracy of the estimates (Pudlo et al., 2016). Even though π ,w and TD are function
of the SFS, they convey additional information by the non-linear feature of the functions. Information
redundancy among the considered summary statistics is accounted for by the RF algorithm. Model selection
and parameter estimation were performed twice to check the consistency of the analyses, and cross validation
(or confusion matrix for the model selection) was performed on the first of the two runs. The number of
trees in each RF algorithm was chosen by monitoring the evolution of the out-of-bag error (Pudlo et al.,
2016).

We investigated the variation in the effective population size (Ne ) through time by running the composite
likelihood approach implemented in the stairwayplot v.0.2 software (Liu & Fu, 2015). We set the generation
time to seven years for C. melanopterus (Maisano Delser et al., 2016) and to 10 years for the other species

3
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(Cortés, 2002; Pirog et al., 2019) for all demographic inferences. We applied a mutation rate per generation
per site of 8.4×10-9 to the exon capture data of C. melanopterus (Maisano Delser et al. 2016) and of 1.93×10-8

to the RADseq data for the remaining three species. This mutation rate was determined by scaling genetic
diversity between ddRAD (obtained under the same protocol of this study) and Exon Capture data from 12
C. melanopterus individuals from Moorea, French Polynesia (Supplementary Material).

Simulation study

We ran coalescent simulations under FIM, SST and their modified version FIM-CH and SST-CH, where the
Nm parameter is changed atTch generations B.P. (Figure 1), to first inspect the shape of the SFS and to
further uncover the variation of Ne over time assuming a panmictic population by means of the stairwayplot
. We investigated in total 288 demographic scenarios under the four meta-population models (Tables 2, S4,
S7, S8, S9 and S10). Similarly, to the analyses performed on the real data, all scenarios were represented by
100 demes exchanging migrants. We sampled 10 diploid individuals either from a randomly selected deme
in the case of FIM/FIM-CH (since all demes have the same coalescent history) or from the central deme
of the array in the case of SST/SST-CH (to avoid border effects). Deme size was fixed to N=5000 with m
varying accordingly to obtain a long-term Nm of 1, 5, 10, and 15 in order to encompass the range of the
estimated values (see results). Tcol was fixed to 5,000, 15,000 and 50,000 generations B.P. or to [?] (i.e.,
equilibrium model). Change of connectivity occurred at Tch =10 or 50 generations B.P., to mimic human
induced effects due to overfishing and/or habitat modifications (i.e., climate changes). Looking forward in
time, we modelled the change in connectivity by instantaneously decreasingm or N by a factor 10 or 100
with respect to the long-termNm (Tables S4, S7, S8, S9 and S10). For each combination of parameters, we
performed 100 coalescent simulations of 50,000 Rad-like loci of 115 bp. Mutation rate per site per generations
was set to 1.93x10-8 and the generation time to 10 years. We computed for each scenario (averaged over the
100 replicates): a) summary statistics ( ,w , and TD ); b) the normalised SFS as in (Lapierre, Lambert, &
Achaz, 2017); c) the stairwayplot , to reconstruct the apparent variation of Ne through time.

Results

The number of assembled loci with no missing data ranged from 60,812 to 117,916 (Table 1). Mean coverage
(and standard deviation) per sample was 9.02 (± 2.62), 7.93 (± 0.48), 8.39 (± 0.81) for G. cuvier, C. limbatus
and C. amblyrhynchos respectively. Genetic diversity was very heterogeneous, with varying from 0.0004 (C.
melanopterus ) to 0.0021 (C. amblyrhynchos ) per site (Table 1). Tajima’s D was significantly positive for
C. melanopterus (TD = 0.691, p<0.001) and C. limbatus (TD = 0.43, p<0.001), significantly negative for
C. amblyrhynchos (TD = -0.23, p<0.001) and not significant forG. cuvier (TD = -0.03, p=0.059) (Table 1).

We compared the models NS, FIM, and SST (Figure 1) in the four species by means of an ABC-RF algorithm
and estimated demographic parameters for the most supported model. After checking for the evolution of
the out-of-bag error of the RF, model selection and parameter estimation were computed using respectively
500 and 1,000 trees in each species. We found that NS had the higher posterior probability (p =0.84)
forG. cuvier , suggesting that an unstructured model fit the data better than structured models for this
species (Table 1). In contrast, demographic histories of the three other species were best described by SST,
with a posterior probability ranging from 0.53 to 0.88 (Table 1 and S2). The estimated median number of
migrants per generationNm was 1.8 (95% CI: 0.7-3.0) for C. melanopterus , 6.6 (95% CI: 1.5-15.4) for C.
limbatus, and 11.5 (95% CI: 3.0-22.0) for C. amblyrhynchos (Figure 2, Table 1). The posterior distribution
of Nm strongly differed from the prior distribution and showed a clear unimodal peak with small credible
intervals, and low mean square error (SME) and mean root square error (SMRE) in all three species (Figure
2, Table S3), suggesting that these estimates are highly reliable. Conversely, both Tcol and Nanc had
larger SME and SMRE errors in all species (Table S3), but it was only in C. melanopterus where posterior
and prior distribution could not be distinguished (Figure 2). Tcol has a clear unimodal distribution in C.
amblyrhynchos but a more disperse one (and with wider credible intervals) in C. limbatus (Figure 2, Table
1).

The stairwayplots showed a nearly similar dynamic for C. amblyrhynchos and C. limbatus , characterized by a
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strong ancestral expansion (Figure 3). During a short time interval, theNe increased rapidly about ˜2 times,
reaching a value between 35,000 and 42,000 individuals. When approaching T=0, both species underwent a
bottleneck but of distinct strength: Nedropped down to ˜12,500 for C. amblyrhynchos but almost to 0 for
C. limbatus . This is consistent with the shape of the normalized SFS, which clearly shows a stronger deficit
in low frequency variants for C. limbatus compared to C. amblyrhynchos (Figure 3). Similarly to C. limbatus
, C. melanopterus experienced a recent 10-fold population collapse around 20,000 years B.P. starting from a
long term constant Ne . However,C. melanopterus showed no signature of ancestral expansion, consistent to
the results obtained by Maisano Delser et al. (2019) usingabc-skyline method. Finally, G. cuvier displayed
an ancestral expansion around 100,000 years B.P. with Ne reaching ˜12,000 before dropping to ˜3000 at T
˜1,600 years B.P. Remarkably, the ancestral expansion retrieved by the stairwayplot (Figure 3) for both C.
amblyrhynchos and C. limbatus is overlapped with the posterior distribution of Tcol estimated by the SST
model (Table 1). This analogy holds too for C. melanopterus, where Tcol could not be properly estimated
under the structured model (we obtained a flat posterior distribution, Figure 2) and there was no signature
of ancestral expansion in the stairwayplot (Figure 3).

In order to study the shape of the SFS under the considered models and to understand how Ne changes
over time assuming a panmictic population, we run sets of coalescent simulations. The first set of coalescent
simulations was run under FIM and SST only (Table 2 and S4) to check if simulated data could reproduce
the pattern of genetic variability (both θ estimators and TD ) observed for C. melanoptetus , C.limbatus
, and C. amblyrynchos . The simulated θ values (excluding the equilibrium model) ranged between 0.001
and 0.003 per site, in line with the observed values (Table 1, 2 and S4). TD follows a U-shaped distribution
for each Nmvalue as a function of Tcol , being more positive at recentTcol and at equilibrium and less
positive (or negative for higherNm ) at intermediate values. Therefore, species demography withNm ˜10
(and higher) and Tcol within 15k and 50k generations B.P. will have negative TD values. In contrast,
species with lower Nm and very recent or very ancientTcol will have positive TD . This matches strikingly
theTD observed for the three shark species and their estimated demographic parameters under SST (Table
1). We plot the normalized SFS and the stairwayplot for all scenarios presented in Table 2 (Figure 4, 5, 6,
S1 and S2). First, we note that none of our scenarios, even those at equilibrium and with no variation in Nm
through time, showed a normalized SFS compatible with a constant size population (Figure 4, 5, 6, S1 and
S2). The normalized SFS and the reconstructedstairwayplot depend generally on the interaction betweenNm
and Tcol with a dynamic strikingly similar to TD(which is indeed a summary of the SFS). For Nm=1 we
observed the signature of a recent decrease in Ne for all scenarios and independently of Tcol (Figure 4).
The normalized SFS showed consistently a strong deficit of low frequency variants, typical of a demographic
bottleneck and in agreement with the positive TD(Figure 4 and Table 1). Furthermore, the stairwayplot
could never detect the ancestral expansion for any Tcol . These results are consistent with the normalized
SFS and the stairwayplot observed in C. melanopterus , which had a median Nm of ˜1 and for which it was
not possible to estimateTcol (Figure 2, 3 and Table 1). For growing Nm, the interplay with Tcol becomes
more complex. A general result is that, once again, all scenarios were characterized by a recent decrease
of Ne when looking at the stairwayplot and a deficit of singletons compared to the other low frequency
classes when looking at the normalized SFS (Figure 5, 6 and S1). However, a strong signature of ancestral
expansion appeared for Nm >10 andTcol between 15k and 50k generations B.P., mirroring the results of
TD for which most of these scenarios displayed a negative value. Remarkably, the stairwayplot retrieved the
ancestral expansion only slightly overestimating the simulated Tcol (Figure 5, 6, S1). The signature of the
expansion becomes weaker for growingTcol (up to the equilibrium) even for larger Nm and the magnitude of
the deficit of low frequency variants increases (Figure 5, 6, S1 and S2). These results are consistent with the
stairwayplotand the normalized SFS observed in C. amblyrynchos and C. limbatus , with the former showing
larger Nm and more recentTcol than the latter. This can explain why C. limbatusshowed a stronger decrease
in Ne in recent times compared toC. amblyrhynchos (Figure 2, Table 1). Similar results were obtained for
FIM (Figure S3).

We further tested whether a change in connectivity occurred in any of the three species best described by SST.
To this end, we compared SST vs SST-CH model (Figure 1) by means of the same ABC-RF model selection
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framework previously adopted. The two models cannot be clearly distinguished in any of the three species
since: i ) they showed similar posterior probability (˜0.50); ii ) the prior error rates are large ˜0.40 (Table
S5);iii ) posterior distributions of Nm before and afterTch are wide and largely overlapping (Table S6); iv
) the normalized SFS closest to the observed data retrieved under the two models are very similar (Figure
S4). These results can be explained either because SST and SST-CH produce a similar pattern in genetic
diversity, or because we lacked enough data given our framework. To explore this issue, we ran a second set
of coalescent simulations focusing on the consequences of a recent change in connectivity on the observed
SFS and the reconstructed stairwayplot (Table S7 and S8). The decrease in connectivity was simulated
by reducing eitherm (the migration rate per generation) or N (the effective population size of each deme)
(Figure 7 and 8). As expected, we found a signature of recent population decline in all simulated scenarios,
with its intensity only slightly affected by the change in Nm (Figure 7, 8, S5 and S6). However, the drop in
N (Figure 8) had larger effect compared to the drop in m (Figure 7) on both the normalized SFS and the
expansion time estimated by thestairwayplot . In scenarios with 100x reduction in N , thestairwayplot could
not retrieve the ancestral expansion even for large long-term Nm (Figure 8). FIM-CH models displayed
a behaviour similar to SST-CH models but more pronounced (Figure S7, S8, S9 and S10, Table S9 and
S10). While at Tch =10 a decrease inNm slightly affected the SFS and the reconstructedstairwayplot ,
the consequence of the change in connectivity are more substantial at Tch =50, with a stronger deficit in
singletons and a more pronounced recent decline in Ne particularly in scenarios with a 100-fold reduction of
N (Figure S8, S10).

Discussion

Discriminating whether the most appropriate model to reconstruct the demographic history of a species is
structured orunstructured should be the first step in empirical population genetics investigations, particularly
when targeting species of conservation concerns. Even when an extensive spatial sampling is lacking, an
ABC model selection approach can actually distinguish whether the sampled deme belongs or not to a
meta-population (similarly to previous studies (Maisano Delser et al., 2019; Peter, Wegmann, & Excoffier,
2010)). This should inform on how to interpret the variation in Ne through time traced using unstructured
models. Among the four species considered here, the tiger shark is the only panmictic. This means that the
reconstructed stairwayplot has a direct biological interpretation, with the shark experiencing a mild ancestral
expansion and a recent ˜4-fold bottleneck around 2,000 years B.P. (consistent with the results of (Pirog et al.,
2019)) (Figure 3). How to interpret the stairwayplot in the remaining three species? Coalescence simulations
provided helpful and general insights into the understanding of the relation between the inferences performed
under unstructured and structured models. We first focus on scenarios simulated under the SST, with
parameters close to those estimated in real data. The first and most striking result is that we systematically
observed a recent bottleneck under all simulated scenarios (Table 2, Figure 4, 5, 6, S1, and S2). This result
could seem at a first glance surprising and due to an artefact. However, this is not the case, as: i) the signal
does not depend on the inferential algorithm chosen to analyse the data (i.e., the stairwayplot ), since the
normalized spectra showed a deficit in singletons compared to the other low frequency classes (Figure 4, 5,
6 and S1), which is typical of a recent population decline; ii) it is consistent with the distribution of the
Inverse Instantaneous Coalescent Rate (IICR) computed in one diploid individual, which shows a signature of
decline under similar meta-population models (Chikhi et al., 2018; O. Mazet, Rodŕıguez, Grusea, Boitard, &
Chikhi, 2016; Rodŕıguez et al., 2018). The results of our simulations are consistent with the recent bottleneck
observed in the three shark species (Figure 3), with its intensity inversely correlated to the estimated Nm
(i.e., stronger forC. melanopterus and C. limbatus than for C. amblyrhynchos ). In our SST model there
is an instantaneous colonization of the array of demes at Tcol , which corresponds also to a demographic
expansion (i.e., the total number of individuals in the array of deme is larger than those in the ancestral
deme). However, this signature is detected only for Nm [?]5 when Tcol is neither too recent nor too old
(at equilibrium) (Figure 5, 6, S1 and S2). In these scenarios, the beginning of the expansion retrieved by
thestairwayplot broadly corresponds to the simulated Tcol . This again corroborates the results obtained
for the three shark species, since the two species with higher Nm displayed indeed an ancestral expansion
in the stairwayplot with a timing consistent with the estimated Tcol (Table 1, Figure 2 and 3). Similarly,
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it explains why we could not retrieve the ancestral expansion for C. melanopterus nor estimate Tcol under
the SST model: this appears to be a property of the coalescent pattern and it is not related to the amount
of data available (see below).

It is now straightforward to frame all these findings under the coalescent perspective. The coalescent history
of the lineages sampled from a single deme in an SST (or FIM) model can be separated for simplicity into
three phases: the scattering , thecollecting and the ancestral phase. Going backward in time, lineages will
coalesce in the sampled deme with a rate according to both Nm and N until all lineages either have coalesced
or migrated to another deme. This is the scattering phase described in the seminal works of (Wakeley, 1998,
1999). Thescattering phase was considered instantaneous for mathematical tractability, with its outcome
dependent on Nm only, but later works could disentangle the effect of N and m on the shape of the gene
genealogy (Mona, 2017). The collecting phase starts when the lineages which did not coalesce have migrated
to other demes of the array: they will then coalesce according to a Kingman process with a rate scaled by Nm
and the number of demes of the array (Wakeley, 1999). Finally, all surviving lineages (in non-equilibrium
model) will reach the ancestral deme at Tcol , where they will coalesce at a rate depending only on the Nanc
parameter. In species with lowNm , the rate of coalescent during the scattering phase is very fast since
lineages have low probability of emigrating from the sampled deme and high probability of coalescence due
to the smallN . Once all the lineages are dispersed in the array of demes, there will be two possible outcomes:
i) in equilibrium model, we shift to the collecting phase, where the rate of coalescent drops since lineages
will hardly fall in the same deme again; ii) in non-equilibrium model, with the parameters we have simulated
here, there will be very few (if any) coalescent events during the collecting phase and the transition will be
directly from the scattering to theancestral phase. Both the collecting and theancestral phases have a rate of
coalescent lower than thescattering phase, which determines the observed recent drop inNe for all simulated
scenarios. Remarkably, the decline inNe is much stronger in equilibrium model, since the rate of coalescent
is much lower in the collecting than in theancestral phase (Figure 4, 5, 6, S1, and S2). Low Nmspecies will
therefore have only two coalescent phases, thescattering and either the collecting (in equilibrium model) or
the ancestral (in non-equilibrium model) which is why the signature of the ancestral expansion is lost. For
growing Nm , in equilibrium model there will be again only two coalescent phases, namely the scattering and
collecting , with the latter having lower rate of coalescent than the former independently of the simulated
parameters. This is why we observed always a strong bottleneck consistent with the distribution of the IICR
statistics in any equilibrium model (Chikhi et al., 2018; Olivier Mazet et al., 2015; Rodriguez et al., 2018).
In non-equilibrium model, there will be two different situations: a) Tcol (in generations) is of the same order
of the deme size N . In this setting, going backward in time few lineages would have escaped the sampled
demes before Tcol . This corresponds to a shift in the coalescent rate directly from thescattering to the
ancestral phase, resulting in a bottleneck of lower intensity compared to an equilibrium model (Figure 4, 5,
6 and S1), for the same reasons as above; b) Tcol (in generations) is larger than N . In this setting, some
coalescent events may occur during the collecting phase, at a rate much slower than the two other phases.
This determines the hump observed in the stairwayplot (Figure 4, 5, 6) and explains why in this window of
parameters it is also possible to correctly estimate Tcolusing our ABC framework. Further simulations under
the FIM model confirmed those patterns even though the ancestral expansion could be detected for lower
long-term Nm than the corresponding SST scenario (Figure S3). This is probably due to a higher apparent
connectivity underlined the by FIM, where lineages can move more freely during the collecting phase in
comparison to SST where migrants only come from the closest neighbours. If many coalescent events occur
during the collecting phase, the change in coalescent rate will affect the resulting gene genealogy and it will
be detected by thestairwayplot (or any other unstructured method based on coalescent theory).

Using coalescent arguments, we clarified why simple meta-population models with constant connectivity
generate a gene genealogy harbouring a signature of a recent decline for any parameters’ combination.
The signature of bottleneck detected by the stairwayplot in the three shark species best described by SST
can be therefore interpreted as a consequence of the underlying structure. However, connectivity likely
changes through time. For instance, human activities have likely impacted the evolutionary history of a
large number of species either by decreasing their effective population size and/or by fragmenting their
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habitat (i.e., reducing migration rates between demes). This intuitively should exacerbate the signature of
population decline in the resulting gene genealogy. However, it remains to be shown whether this signature
is qualitatively and quantitatively distinguishable from models with constant connectivity. This is a question
of fundamental importance to understand whether it is possible to detect recent bottleneck in structured
populations. To this end, we further investigated by coalescent simulations the expected gene genealogy
in SST-CH (and FIM-CH) models with a change in connectivity 10 or 50 generations B.P., which matches
the beginning of extensive anthropogenic influence on biodiversity considering our species’ generation time
(Ceballos et al., 2015). The resulting gene genealogies were poorly affected by the recent drop in connectivity,
with both the normalized SFS and the inferredNe dynamic following the same trajectory of the corresponding
scenario with the same long-term Nm and Tcol (Figures 7, 8, S5, S6, S7, S8, S9 and S10). We noticed the
drop in N (Figure 8, S6, S9 and S10) had stronger influence than the drop in m(Figure 7, S5, S7 and S8),
consistent with previous finding showing that the distribution of coalescent events depends not only by the
Nmcompound parameter but also by their individuals values (Mona, 2017). These results imply that the
simulated change in connectivity is too recent to significantly alter the pattern of coalescent events during
the scattering phase and that a recent drop can be hardly detected on the basis of the SFS only. Our
empirical data are consistent with these findings: when we compared SST vs. SST-CH models in the three
shark species using the ABC framework, we failed to clearly distinguish the two models (Table S5, Table
S6, Figure S4). This seems a paradox: we observed a recent bottleneck in species of conservation concern
usingunstructured model, but we cannot exclude that this is just the consequence of population structure.

This study highlight once more the importance to explicitly test for meta-population structure before inter-
preting the demographic signals detected by unstructured models, similarly to what advocated previously by
(Maisano Delser et al., 2019; Rodriguez et al., 2018). If the meta-population structure hypothesis is rejected,
the variation ofNe through time can be directly interpreted as the demographic history of the population
under investigation, such as the case of tiger shark. Otherwise, this variation is still related to demographic
events, but it has to be explained in the light of population structure and its consequence on the rate of co-
alescent events. We showed by coalescent simulations how to interpret such variation: the recent bottleneck
detected by the stairwayplot in demes belonging to a meta-population is a consequence of the coalescent
process. In other words, any inferential method implementing an unstructured model will detect such decline
(if enough data is available) since it is a property of the gene genealogy. Importantly, the gene genealogy
is only slightly affected by recent changes in connectivity if the time of this change in generations is of the
same order of the size of the deme.

Our study highlights a key issue in conservation genetics as a recent decline inferred by an unstructured model
can be mis-interpreted as a consequence of recent anthropic pressures (Ceballos et al., 2015) when it actually
results from meta-population structure. This is all the more alarming since the majority of species is likely
organised in meta-populations across their range rather than panmictic at a large scale. We therefore stress
the necessity for an educated choice of tools to correctly uncover the recent trend of a species and design
proper conservation programs. For instance, detecting a recent bottleneck in meta-populations will require
summary statistics measuring the linkage disequilibrium (Boitard, Rodriguez, Jay, Mona, & Austerlitz, 2016;
Kerdoncuff, Lambert, & Achaz, 2020) and/or the inferential framework based on the IICR (Chikhi et al.,
2018; Rodriguez et al., 2018) coupled with whole genome data. On a positive note, we showed that the
colonization time of the array of demes can be estimated to some extent (and under some combinations
of parameters) by unstructuredmodels. We believe that this is particularly important because it has been
shown that the simple instantaneous colonization process we used here behaves similarly to a spatial explicit
range expansion (Hamilton, Stoneking, & Excoffier, 2005; Mona, 2017), which is certainly a more realistic
model but more difficult to investigate. We are aware that the meta-population models here tested are simple
and the parameters chosen are specific of the three shark species we focused on. Nevertheless, the time-scale
separation of the coalescent process is general, and it allows explaining intuitively any structured models. The
four shark species here used as an example has the merit to cover a large spectrum of LHT and consequently
a large spectrum of demographic scenarios, going from a highly structured to a panmictic population: this
has strong implications on the distribution of coalescent times and therefore on the interpretation of the
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observed data.

In this study we found that population structure, independently from the degree of connectivity between
demes and the migration matrix relating them, intrinsically determines a variation in the rate of coalescent
events through time. We showed that the intensity and the direction(s) of such variation related to the
demographic parameters of the meta-population in a predictable way. Our results highlight the importance
of detecting population structure (which depends on LHT among other factors) before performing any
demographic inferences but, at the same time, they reveal the utility of unstructured models to describe the
shape of the gene genealogy, which is the final product of the evolutionary history of a species. A combination
of structured andunstructured models is therefore the key to best characterize the evolutionary history of a
species. We call for a change in perspective when investigating the demographic history of a species: the
focus should be put in the reconstruction of the variation of both N and m through time, which requires
certainly new methodological development and probably more data.
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difference (θπ), Watterson theta (θw), Tajima’s D (TD), posterior probability of the most supported model
and its parameters (median value and 95% credible interval in parentheses).
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N° Loci
N°
SNP θπ θw TD

Model
(probability)+Nm

Tcol
++ Nanc

G.

cuvier §

(N=8)

117976 25785 0.00057 0.00051 -0.03 NS
(0.84)

- - -

C. am-
blyrhyn-
chos
(N=12)

69490 68355 0.00216 0.00229 -0.23* SST (0.85) 11.5
(3.0-22.0)

20456
(12567-
75649)

40961
(1315-
49276)

C.
limbatus
(N=13)

60812 43449 0.00180 0.00166 0.43* SST (0.55) 6.6
(1.5-15.4)

50198
(475-
245440)

25521
(1913-
52820)

C.

melanopterus¶

(N=8)

926 784 0.00040 0.00030 0.691* SST (0.89) 1.8
(0.7-3.0)

91719
(5000-
291341)

34607
(2760-
95380)

Priors
a

U:
0.001 -
100

U: 1 -
300000

U: 100
–
100000.

* Tajima’s D values are significant (p <0.001).

+ Most supported model and its posterior probability.

++ Tcol is expressed in generations.

§ G. cuvier is best represented by the NS model: its demography is depicted through the stair-
wayplotalgorithm (see discussion).

¶ Data from Maisano Delser et al. (2019).

a Uniform prior distribution. The prior distribution of Nm is the product of two uniforms (one for N and
one for m ).

Table 2. Coalescent simulations of 50,000 Rad-loci under SST model, with mutation rate fixed to 1.93*10-8

per site per generation and Nanc fixed to 50,000. Mean pairwise difference (θπ), Watterson theta (θw),
Tajima’s D (TD), and number of segregating sites (S) are averaged over 100 replicates.

Nm Tcol θπ
++

θς
++ TD S

1 5000 0.0013 0.0011 0.531 23599
15000 0.0013 0.0012 0.405 24094
50000 0.0017 0.0016 0.406 32201
[?]+ 0.0161 0.0139 0.669 283564

5 5000 0.0017 0.0016 0.361 32443
15000 0.0019 0.0018 0.191 37712
50000 0.0028 0.0028 0.035 56474
[?] 0.0177 0.0150 0.749 306786

10 5000 0.0019 0.0018 0.180 36561
15000 0.0021 0.0022 -0.087 44380
50000 0.0031 0.0034 -0.364 69436
[?] 0.0180 0.0158 0.585 321619

15 5000 0.0019 0.0019 0.048 38919
15000 0.0022 0.0024 -0.274 48479
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Nm Tcol θπ
++

θς
++ TD S

50000 0.0032 0.0038 -0.608 77391
[?] 0.0181 0.0163 0.465 331816

+ Equilibrium model obtained by simulatingTcol =[?].

++ Theta values are expressed per site per generation.

Figure 1. Evolutionary scenarios considered in this study (to both infer parameters in real data under an
ABC framework and to perform coalescent simulations). SST (FIM) model is a simplified version of SST-CH
(FIM-CH) in which connectivity Nm is constant after Tcol. Details on each parameter are presented in the
main text.

Hosted file

image2.emf available at https://authorea.com/users/410702/articles/709538-coalescent-times-

life-history-traits-and-conservation-concerns-an-example-from-four-shark-species-from-

the-indo-pacific

Figure 2. Posterior distribution of the number of migrants per generation Nm (panel A) and of the
colonisation time of the array of deme Tcol (panel B) estimated under the stepping stone model (SST) for
Carcharhinus amblyrhynchos (red), Carcharhinus limbatus (green) and Carcharhinus melanopterus (blue).

Figure 3. Panel A: variation of the effective population size (Ne) through time and its 75% confidence
interval estimated by the stairwayplot. Panel B: normalized SFS computed as in (Lapierre et al., 2017). Car-

13

https://authorea.com/users/410702/articles/709538-coalescent-times-life-history-traits-and-conservation-concerns-an-example-from-four-shark-species-from-the-indo-pacific
https://authorea.com/users/410702/articles/709538-coalescent-times-life-history-traits-and-conservation-concerns-an-example-from-four-shark-species-from-the-indo-pacific
https://authorea.com/users/410702/articles/709538-coalescent-times-life-history-traits-and-conservation-concerns-an-example-from-four-shark-species-from-the-indo-pacific


P
os

te
d

on
30

J
an

20
24

—
T

h
e

co
p
y
ri

gh
t

h
ol

d
er

is
th

e
au

th
or

/f
u
n
d
er

.
A

ll
ri

gh
ts

re
se

rv
ed

.
N

o
re

u
se

w
it

h
ou

t
p

er
m

is
si

on
.

—
h
tt

p
s:

//
d
oi

.o
rg

/1
0.

22
54

1/
au

.1
70

66
54

26
.6

81
25

94
7/

v
1

—
T

h
is

is
a

p
re

p
ri

n
t

a
n
d

h
as

n
o
t

b
ee

n
p

ee
r-

re
v
ie

w
ed

.
D

a
ta

m
ay

b
e

p
re

li
m

in
a
ry

.

charhinus amblyrhynchos is represented in red, Carcharhinus limbatus in green,Carcharhinus melanopterus
in blue, and Galeocerdo cuvier in purple.

Figure 4. stairwayplot (maximum likelihood Ne and 75% confidence interval) (panel A) and normalized SFS
(panel B) computed in simulated non-equilibrium SST scenarios with Nm=1, averaged over 100 replicates.
Colonisation time of the array of demeTcol occurred 5,000 (red), 15,000 (blue), and 50,000 (green) generations
B.P., visually represented by the vertical dashed lines in panel A. The normalized SFS expected under a
constant size non-structured model (NS constant size) is also shown (grey dashed line in panel B).

Figure 5. stairwayplot (maximum likelihood Ne and 75% confidence interval) (panel A) and normalized SFS
(panel B) computed in simulated non-equilibrium SST scenarios with Nm=5, averaged over 100 replicates.
Colonisation time of the array of demeTcol occurred 5,000 (red), 15,000 (blue), and 50,000 (green) generations
B.P., visually represented by the vertical dashed lines in panel A. The normalized SFS expected under a
constant size non-structured model (NS constant size) is also shown (grey dashed line in panel B).
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Figure 6. stairwayplot (maximum likelihood Ne and 75% confidence interval) (panel A) and normalized SFS
(panel B) computed in simulated non-equilibrium SST scenarios with Nm=10, averaged over 100 replicates.
Colonisation time of the array of demeTcol occurred 5,000 (red), 15,000 (blue), and 50,000 (green) generations
B.P., visually represented by the vertical dashed lines in panel A. The normalized SFS expected under a
constant size non-structured model (NS constant size) is also shown (grey dashed line in panel B).

Figure 7. stairwayplot (maximum likelihood Ne) (panel A) and normalized SFS (panel B) computed in
simulated non-equilibrium SST scenarios with Tcol=15,000 generations B.P. and an instantaneous decrease
of the migration rate (m) forward in time at Tch=10 generations B.P. Colours represent the long-term
connectivity values: Nm=1 (blue), Nm=5 (green),Nm=10 (red), Nm=15 (black). Line style represents the
10-fold (small dashes) or 100-fold (dots) reduction of m, or constant Nm (continuous line). The vertical grey
dashed line in panel A represents the simulated colonisation time Tcol.

Hosted file

image8.emf available at https://authorea.com/users/410702/articles/709538-coalescent-times-

life-history-traits-and-conservation-concerns-an-example-from-four-shark-species-from-

the-indo-pacific

Figure 8. stairwayplot (maximum likelihood Ne) (panel A) and normalized SFS (panel B) computed in
simulated non-equilibrium SST scenarios with Tcol=15,000 generations B.P. and an instantaneous decrease
of the deme size (N ) forward in time at Tch=10 generations B.P. Colours represent the long-term connectivity
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values: Nm=1 (blue), Nm=5 (green),Nm=10 (red), Nm=15 (black). Line style represents the 10-fold (small
dashes) or 100-fold (dots) reduction of N, or constant Nm (continuous line). The vertical grey dashed line
in panel A represents the simulated colonisation time Tcol.
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