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#### Abstract

Infections carry inherent tradeoffs in growing hosts due to the changing demands for resource allocation among key processes (i.e., growth and immunity). We implemented dynamic state variable models to determine which changes in energy allocation maximize fitness in amphibians with enzootic infections. By accounting for seasonality in our mechanistic models, we identified critical windows that maximize individual growth while limiting mortality under increased pathogen burden. The model predicted that seasonality in pathogen exposure and foraging success exacerbate growth-defense tradeoffs, resulting in delayed maturity and lower survival when frogs hatched under sub-optimal environmental conditions. Our simulations support wellknown field patterns showing that increased frog reproduction coincides with high resource availability and low pathogen risk. Our models can be further parameterized to understand the effect of emerging diseases under predicted climate change across taxa, and to evaluate the best timing for species re-introductions that would reduce fitness tradeoffs in the population.
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#### Abstract

Infections carry inherent tradeoffs in growing hosts due to the changing demands for resource allocation among key processes (i.e., growth and immunity). We implemented dynamic state variable models to determine which changes in energy allocation maximize fitness in amphibians with enzootic infections. By accounting for seasonality in our mechanistic models, we identified critical windows that maximize individual growth while limiting mortality under increased pathogen burden. The model predicted that seasonality in pathogen exposure and foraging success exacerbate growth-defense tradeoffs, resulting in delayed maturity and lower survival when frogs hatched under sub-optimal environmental conditions. Our simulations support well-known field patterns showing that increased frog reproduction coincides with high resource availability and low pathogen risk. Our models can be further parameterized to understand the effect of emerging diseases under predicted climate change across taxa, and to evaluate the best timing for species re-introductions that would reduce fitness tradeoffs in the population.


## Introduction

Immune responses are one of the most critical factors controlling diseases and maintaining homeostasis. Hosts spending resources on immune responses incur in fitness costs associated with decreasing investments in development (Keehnen et al. 2021), growth (Korfel et al. 2015; Soler et al. 2003), and/or reproduction (Brannelly et al. 2021a), likely mediating the arms race with pathogen virulence. Tradeoffs between energy-demanding processes have been widely studied across taxa (Brannelly et al. 2021b; Grogan et al. 2020; Huot et al. 2014; Keehnen et al. 2021; Korfel et al. 2015; Soler et al. 2003), and the magnitude of the interactions among the aforementioned processes varies at different scales. Although empirical studies have provided evidence for the effect of energy allocation tradeoffs on individuals' fitness, it is rarely included in disease ecology models.

To understand tradeoffs in disease ecology, susceptible and infected models have been broadly applied to predict pathogen spread using individual's abundance (Alizon et al. 2009; DiRenzo et al. 2019; Drewry 1970; Dushoff 1999; Miller et al. 2005; Simon et al. 2022; Stephenson et al. 2017). These models assume that individuals come from homogeneous populations, ignoring sources of variability. For example, incorporating host demography shows that the stabilization of a population after an outbreak depends on the age structure (Simon et al. 2022). In fact, we can develop mathematical models to directly test the strategies that increase host fitness when pathogens are already established in the population. Because the outcome of an outbreak is context-dependent, an agent-based approach is necessary to better understand the factors driving population dynamics.

Dynamic optimization models can identify the optimal defense strategy (i.e., a strategy that minimizes the cost of infection) at the individual level (Shudo \& Iwasa 2004). These models are built considering the underlying process of the observed relationships; thus, we can use them to express a hypothesis mathematically and hence provide predictions for comparison
to empirical patterns (Mangel \& Clark 1988; McCauley et al. 2000). Here, we used dynamic optimization models to evaluate how the growth-defense energy allocation tradeoff affected individuals' fitness.

Although pathogens and parasites evidently trigger tradeoffs between energy-demanding processes, the magnitude of their effect on fitness varies among life history stages and environmental conditions. Life history theory predicts pre-reproductive allocation strategies will determine future fitness by influencing the state (phenotype) of an individual at maturity (McNamara \& Houston 1986; Stearns 2000). At early life stages, pathogen exposure can have carryover effects on survival by affecting condition-dependent traits like growth, even after individuals successfully clear infections (Burrowes et al. 2008; Garner et al. 2009; Rumschlag \& Boone 2020). On the other hand, pathogen exposure and infection are often mediated by environmental conditions such as seasonality. Indeed, seasonal disease outbreaks are pervasive across animal and plant communities (Altizer et al. 2006). Changes in abiotic conditions modulate critical aspects of activating immune responses against pathogens (Le Sage et al. 2021) and the recruitment of beneficial symbionts from the environment (Altizer et al. 2006; Longo et al. 2015; Nelson 2004). Seasonality also mediates vector abundance and behavior (Agha et al. 2017; Nguyen et al. 2019), which in turn affects host-pathogen or parasite interactions. In addition, shifts in resource availability (Rumschlag \& Boone 2020; Stewart \& Woolbright 1996) and host foraging success (Alvarado-Rybak \& Azat 2021; Rumschlag \& Boone 2020) between seasons may result in variation in nutritional status with further effects on growth, development (Guyer 1988; Schiesari et al. 2006), and the maintenance of the immune system (Huang et al. 2020; Merino et al. 2000; Motte et al. 2019). Despite this knowledge, few studies have attempted to model the trajectories of wild individuals with seasonal infection dynamics and resource availability using dynamic resource allocation models.

The overarching goal of this study is to understand how the level of pathogen infection and local seasonality interact to mediate host growth rates at early life stages (Fig. 1a). First, we
identified host strategies that maximize fitness until sexual maturity. We hypothesized that individuals at early life stages allocate energy for growth at lower infection levels but shift energy to activate and maintain immunological defenses as the pathogen-mediated damage increases. Second, we parametrized an agent-based model to follow the trajectories of individuals with seasonal infection dynamics using the energy allocation strategies that maximized fitness. We hypothesized that lower growth rates of infected individuals would result from shifts in energy allocation to immune defense (i.e., control infection), whereas higher growth rates would allow rapid reproductive maturation if the level of infection is tolerable (Fig. 1b). Third, we evaluated whether shifts in resource availability and pathogen exposure between seasons exacerbated these tradeoffs. We hypothesized that differences in growth result from the host response to severe infections, which are exacerbated during seasons characterized by decreased foraging success (Fig. 1b). Therefore, we expected increased mortality in scenarios where individuals are born during suboptimal conditions. Understanding energy allocation shifts from growth to control infection will allow us to make inferences regarding inter- and intraspecific competition, fitness effects, and survival rates. Incorporating seasonality to understand the fitness consequences of these tradeoffs is particularly important considering the global rise of emerging and re-emerging diseases due to climate change (El-Sayed \& Kamel 2020). Our findings provide the modeling structure to measure mismatches in reproductive activity, food availability, and differing infection exposure within a seasonal context.

## Methods

We developed two dynamic state variable models to determine the pattern of energy allocation that maximizes future fitness. Note that we used survival and body size as a proxy for future fitness under pathogen infection. We estimated the expected future fitness at the end of our time horizon: one year. The discrete state variables of interest in our models were time $(t)$,
size $(S)$, and level of infection $(I)$. Given that not all individuals have the same fate within a population, we considered heterogeneity in the model by incorporating the following probabilities: obtaining different units of energy per week from foraging $(E)$, an uninfected individual becoming infected $\left(P_{I}\right)$, and the probability of dying from causes other than infection as a function of both, body size $\left(M_{S}(S)\right)$ and the level of infection $\left(M_{I}(I)\right)$. In the basic model, parameter values were constant across time, while in the second (hereafter, the seasonal model), the probabilities of obtaining energy $(E)$ and of becoming infected $\left(P_{I}\right)$ depended on the season (Warm/Cool). This set of generic units for variables and parameters can be applied to multiple scenarios across taxa, but their values must be relative to the specific system that is been studied (Breckling 2002; Mangel \& Clark 1988).

We used available field data on the host Eleutherodactylus coqui and the pathogen Batrachochytrium dendrobatidis ( $B d$ ) to parameterize a two-season model (Box 1, Table 1). The host is a terrestrial species that reproduces all year around; its life history as well as the hostpathogen dynamic with $B d$ have been well characterized among seasons in nature and laboratory experiments (Box 1). We modeled frog energy allocation when faced with $B d$-infection during development as juveniles, starting with hatching from the egg. Specifically, we identified the state-dependent allocation to growth and immune function that maximized the expected future reproductive success at the end of the time horizon. Then, with the predicted frog energy allocations that maximize future fitness, we implemented an individual-based model to simulate populations of individuals using these optimal strategies to describe the growth trajectories (Breckling 2002; Graham et al. 2021). We also compared between seasons by solving the model and simulating cohorts of individuals hatching at different times of the year (see below).

## Building the basic model

We used life history data to establish the time horizon and the length of each time step for the model (see Box 1, Fig. 1, Table 1). We modeled the growth of individual frogs using one-week
time intervals, starting at hatching, such that the maximum time ( $T$ ) was 52 weeks (Box 1). The individual frogs in this model were juveniles and early adults (young of the year). We modeled discrete size states $(S)$ ranging from 1 to 208, corresponding to different measurable-length unit increases between juveniles and adults. Size categories were treated as fixed constants, where Unit 1 represents size upon hatching, Unit 50 represents size at reproductive maturity, and Unit 208 represents the maximum size reported for this species. At Unit 50, there is a change in growth rate for a given amount of energy to reflect that juveniles and adults grow constantly but at different rates; thus, each size state reflected an increase of 0.44 mm for juveniles and 0.22 for adults (Fig. 1a, Box 1, Guarino et al. 2019; Joglar 1998; Stewart \& Woolbright 1996). Because we were mainly interested in juveniles' growth, we used average mean growth between sexes after maturity. The level of infection ( $I$ ) was modeled logarithmically with eleven states increasing from 0 to 10 , with 0 representing an uninfected individual and 1 to 10 corresponding to $10^{1}$ to $10^{10} \mathrm{Bd}$ zoospores. This topmost number of zoospores is greater what is previously reported for the species (Longo et al. 2010, 2013), but it can be used as a relative scale for tolerant species. Considering that foraging success is stochastic, we assumed frogs obtained 0,2 , or 4 generic units of useable energy $(E)$ per week, with equal probability, after fulfilling their maintenance energy cost. Individuals must allocate these energy units to one of the three strategies: grow ( $i=G$ ), control infection $(i=C)$, or split energy between these two processes $(i=B)$ (Fig. 1b). In all cases, size states $(S)$ increased in proportion to the energy allocated to growth depending on the strategy (equation 1),

$$
S_{t+1}(i)= \begin{cases}S_{t}+E, & \text { when } i=G  \tag{1}\\ S_{t}+0, & \text { when } i=C \\ S_{t}+\frac{1}{2} E, & \text { when } i=B,\end{cases}
$$

where $i$ represents the energy allocation strategy and $E$ the generic energy units from foraging. Likewise, the level of infection ( $I$ ) will inherently increase one unit reflecting pathogen exponential growth, which we assumed is not affected by external factors. It will only decrease
in proportion to the amount of energy allocated towards pathogen control (equation 2), and remain as 0 when the individuals do not get infected.

$$
I_{t+1}(i)= \begin{cases}I_{t}+1-0, & \text { when } i=G  \tag{2}\\ I_{t}+1-E, & \text { when } i=C \\ I_{t}+1-\frac{1}{2} E, & \text { when } i=B\end{cases}
$$

In the model, we did not assume acquired immunity because the host can clear infections and be re-infected in this system. The probability of an uninfected individual becoming infected $\left(P_{I}\right)$ was 0.445 , which is the mean Bd-prevalence across the year (Box 1, Fig. S3). Although we acknowledge that growth rates are associated with temperature (Zuo et al. 2012; Álvarez \& Nicieza 2002), we assumed constant temperature-independent growth because this relationship may obscure the effect of the food availability between seasons. An individual could clear an early infection with sustained investment in immunity but only at the expense of growth. We considered that infection levels increased the probability of host death (Longo et al. 2013). Thus, in addition to the probability of mortality based on size from causes independent of infection, $M_{s}(S)$, we also included the infection-based probability of mortality, $M_{I}(I)$. We modeled size-dependent mortality as a decreasing function of body size based on a log-logistic curve (equation 3, Fig. Sla),

$$
\begin{equation*}
M_{S}(S)=1-\left(\frac{M_{H}}{1+e^{d\left(S-S_{T}\right)}}\right), \tag{3}
\end{equation*}
$$

where $M_{H}$ describes the probability of dying in the time horizon, which in our model $M_{H}=0.80$ in one year. The survival probability in one year is very conservative with respect to what has been reported for adults in the species, approximately $94 \%$, considering that juveniles' survival should be lower than adults (Stewart 1995). The probability of dying on each time step decreases as size increases at a constant rate according to equation 3 where $d=0.05$, and where $S_{T}$ is the size with the median probability of dying, in this case $S_{T}=50$. An infected individual
probability of dying due to infection level $\left(M_{I}(I)\right)$ starts at $9 \times 10^{-5}$ and logarithmically increases every two levels of infection such as equation 4 (Fig. S1b),

$$
M_{I}(I)= \begin{cases}0, & \text { for } I=\{0\}  \tag{4}\\ 9 \times 10^{-5}, & \text { for } I=\{1,2\} \\ 9 \times 10^{-4}, & \text { for } I=\{3,4\} \\ 9 \times 10^{-3}, & \text { for } I=\{5,6\} \\ 9 \times 10^{-2}, & \text { for } I=\{7,8\} \\ 9 \times 10^{-1}, & \text { for } I=\{9,10\} .\end{cases}
$$

We assumed the expected future fitness was based on final size (i.e., size at time $T$ ) and current infection such that equation 5 ,

$$
\begin{equation*}
F(S, I, T)=\left(1-M_{I}(I)\right) \frac{1}{1+e^{-0.5(S-100)}} . \tag{5}
\end{equation*}
$$

The future fitness incorporates the expected benefits of being larger (S; Fig. S2) for reproduction and the probability of surviving expected due to infection $\left(1-M_{I}(I)\right)$. The optimal state-specific strategy $(i=\{G, C, B\})$ is the one that increases expected future fitness $(F)$, thus we calculated the fitness associated to each investment strategy $\left(v_{i}\right)$ and selected the maximum value (equation 6),

$$
\begin{equation*}
F(S, I, t, T)=\max \left(v_{i}\right) \text { where } i\{G, C, B\} . \tag{6}
\end{equation*}
$$

The optimal strategy reflects how the state variables size and infection, may change from one time step to another based on the amount of energy frogs find and the energy they allocate to growth and or control the infection. Calculating $v_{i}$ takes into account the probability of survival as a function of size $\left(1-M_{S}\right)$ and infection $\left(1-M_{I}\right)$, the probability of finding different amounts of allocatable energy units, the future fitness $F(S, I, t+1, T)$, and the probability of getting infected if uninfected $\left(P_{I}\right)$. Therefore, equation 6 expanded as detailed in equations 7 and 8 for uninfected and infected individuals, respectively.

Uninfected individuals are constrained to allocate all available energy to grow, but they can become infected during that time step. Thus, $v_{i=G}$ for these uninfected individuals is as in equation 7 . We solved the equation to demonstrate how size and infection change in a onetime step, as detailed below,

$$
v_{i}(S, I=0, t, T, i=G)=1-M_{S(t)}\left\{\begin{array}{c}
p(E \mid E=0) \times  \tag{7}\\
P_{I(t)} \\
F\left[S_{t+1}=S_{t}, I_{t+1}=1, t+1\right] \\
+p(E \mid E=2) \times \\
F\left[S_{t+1}=S_{t}+2, I_{t+1}=1, t+1\right] \\
+p(E \mid E=4) \times \\
F\left[S_{t+1}=S_{t}+4, I_{t+1}=1, t+1\right] \\
p(E \mid E=0) \times \\
1-P_{I(t)} \\
F\left[S_{t+1}=S_{t}, I_{t+1}=0, t+1\right] \\
+p(E \mid E=2) \times \\
F\left[S_{t+1}=S_{t}+2, I_{t+1}=0, t+1\right] \\
+p(E \mid E=4) \times \\
F\left[S_{t+1}=S_{t}+4, I_{t+1}=0, t+1\right]
\end{array}\right) \text { get infected }
$$

The first term corresponds to the case that an individual becomes infected and refers to the individuals that survive $\left(1-M_{S}\right)$ and get infected during the current time step $\left(P_{I}\right)$; future fitness $(F)$ depends on the amount of allocatable energy $(E)$. As a result, the future fitness ( $\mathrm{F}\left[S_{t+1, I}\right.$, $\left.I_{t+1, I}, t+1\right]$ ) sets the value of the state variables ( $S, I, t$ ) on the next time iteration. The second term refers to those individuals that do not get infected during the current time step, indicated by the probability of not getting infected $\left(1-P_{I}\right)$; as a result, the level of infection remains zero.

In contrast, infected frogs will choose the strategy that maximizes the future fitness $(F)$ among the three energy allocation strategies; thus, equation 6 expands, and changes in state variables are reflected accordingly in equation 8 ,

$$
v_{i}(S, I>0, t, T, i)=\left(1-M_{S(t)}\right) *\left(1-M_{I(t)}\right)\left(\begin{array}{c}
p(E \mid E=0) \times  \tag{8}\\
F\left[S_{t+1, i}, I_{t+1, i}, t+1\right]+ \\
p(E \mid E=2) \times \\
F\left[S_{t+1, i}, I_{t+1, i}, t+1\right]+ \\
p(E \mid E=4) \times \\
F\left[S_{t+1, i}, I_{t+1, i}, t+1\right]
\end{array}\right) i=\{G, C, B\} .
$$

In this equation, the probability of getting infected $\left(P_{I}\right)$ is one because individuals are already infected, thus, it only has one term. However, it considers two mortality probabilities, the probability of surviving due to external causes $\left(1-M_{S}\right)$ and the infection ( $1-M_{I}$ ). Because infected individuals can choose among the three energy allocation strategies, the future fitness $\left(F\left[S_{t+1, I}, I_{t+1, I}, t+1\right]\right)$ will depend on the energy they forage and the chosen strategy.

We solved these equations to generate a matrix of state-specific optimal decisions for all possible combinations of the three states: size, infection level, and time (Fig. 2a). Next, using state variable elements of the decision matrix, we simulated a population of 100 individuals using Monte Carlo chains to predict realized differences in growth rates, time to maturity, and survival after the growing season in populations following the optimal strategy set. We chose this population size because it is akin to the field data generated from population genomic estimates (Torres-Sánchez \& Longo, 2022).

## Extending the basic model to include seasonal effects

Direct-developing frogs, like many other taxa, reproduce year-round (Bignotte-Giró et al. 2021; Joglar 1998; Townsend \& Stewart 1994), which suggests that they can experience suboptimal conditions at some point during their growing period. To examine the cost of the interaction of growing at suboptimal times and the level of infection, we generated new parameter sets for each season (Table 1), solved the models for the optimal behavior, then simulated and evaluated the effects of starting life at four points during the year. The four temporal scenarios corresponding to frogs that hatch at different times of the year differ in how the seasons occur
on the time horizon. Seasons differ in terms of the probability of becoming infected $\left(P_{I}\right)$ and the probability of gaining energy $(E)$ from foraging bouts corresponding with the seasons; two variables that are affected by the seasonality (Box 1, Table 1). We used the prevalence of infection in each season to parameterize the probability of getting infected $\left(P_{I}\right)$ based on the proportion of infected individuals found each season (Box 1, Fig. S3). In addition, the number of prey and foraging success vary between seasons (Box 1). Therefore, we assigned a higher probability of acquiring more energy during the warm season, such that the probability of obtaining 0,2 , or 4 units of energy $(E)$ per week from foraging was $0.45,0.45$, and 0.10 , respectively, in the cool season and $0.10,0.45$, and 0.45 , in the warm season. Changing the probability of finding none to four energy units between seasons is a simplistic way to represent the difference in the amount of energy individuals can obtain from foraging between seasons which can be scaled based on the study system without requiring more data processing capacity.

To evaluate the role of the interaction between seasonality and infections on individuals' fitness, we compared the results among four seasonal scenarios that represent frogs hatching on November-CCWW, February-CWWC, May-WWCC, and August-WCCW. Specifically, we compared among the seasonal scenarios: 1) the set of optimal strategies, 2) the relationship between growth rate (i.e., differences in size states weeks 13 and one for each period divided by 13) and the mean level of infection between cool and warm seasons, and 3) three variables associated to fitness: time to maturity $(\mathrm{S}=50)$, and the size and survival at the end of the simulation $(\mathrm{t}=$ 52). Models, simulations, and graphs were built in $R$ (Team 2022), setting the seed number to 854354. The code is available on GitHub
(https://github.com/ZuaniaColon/Modeling-costs-of-seasonal-infections.git).

## Results

We found that size and level of infection influenced the selected strategy in the optimization model (Fig. 2). When infection levels were very low, the strategy that maximized fitness was to allocate all the energy to growth (Fig. 2, $\mathrm{I}=1$ ). When infection levels were moderate, the best strategy (except for the largest individuals) was to split energy between growing and controlling infections. In contrast, larger size classes typically defended against the pathogen (Fig. 2, I = 2:3). Finally, when levels of infections were high, most individuals, regardless of size, opted to invest exclusively in immune function (Fig. 2; $\mathrm{I}=4: 10$ ).

Our forward simulations revealed the tolerated infection thresholds as individuals always kept levels of infection below six (Fig. 3a-e). The optimized shifts in energy allocation resulted in increased growth rates when individuals carried low infections (lighter colors) and decreased with higher ones (darker colors) (Fig. 3a). Consequently, individuals were smaller at the end of the time span of 52 weeks when their mean level of infection across time was high. In addition, we found that incorporating seasonality in our optimization model affected optimal strategies at given specific state variables (Fig. 2b-d). The best strategy to increase future fitness was to grow or grow/ control infection during the warm-wet season and mainly control infection during the cool-dry season when pathogen levels were between $10^{2}-10^{3}$ zoospores ( $I=2$ or 3 ). However, when the pathogen level reached $10^{4}$ zoospores $(I \geq 4)$, hosts allocated energy to suppress the infection, except when the frogs were near the end of their growing season ( $>48$ weeks) (Fig. 2). The different strategies selected in both models are also reflected in growth rates. The growth rate curve from the simulation using the optimized strategies from the basic model was linear (Fig. 3a). In contrast, the slope's steepness differed between seasons in the seasonally-explicit optimization models (Fig. 3b-e). Overall, our results showed that the seasons in which frogs hatched significantly influenced their growth trajectories.

As expected, our between-model comparisons of growth rates and mean level of infection
accurately captured the differences between models and seasons (Fig. 3f-j). In both models, the growth rate decreased with the individuals' mean level of infection. However, whereas the decrease in the basic model is constant (Fig. 3f), the slope and the intercept varied between seasons (Fig. 3g-j). For example, models showed differences in the intercept between seasons and more variation in infection intensities during the cool season (blue points on Fig. 3g-j).

Our models indicated that the best time to hatch for $E$. coqui is at the beginning of the warm season (Fig. 4; W-W-C-C). Although frogs can achieve similar sizes at the end of the growing season (Fig. 4b), they reach maturity earlier (Fig. 4a) and increase their likelihood of survival given the seasonal pattern (Fig. 4c). In contrast, the worst scenarios occurred when frogs hatched at the beginning of the cool (C-C-W-W) or at the end of the warm seasons (W-C-C-W), because fewer individuals reached maturity within one year (Fig. 4a) and the likelihood of surviving the 52 weeks was lower (Fig. 4c).

## Discussion

Hosts across taxa show variation in their physiological and immunological responses to epizootics of emerging pathogens (Genersch \& Aubert 2010; Huot et al. 2014; Kohl et al. 2016; Longo et al. 2023; Malpica et al. 2006; Soler et al. 2003; Webster et al. 2017; Wilder et al. 2011). Although mathematical models have been previously used to understand host-pathogen interactions on a population scale, our dynamic state variable approach explicitly showed what individuals must do to increase their fitness and how those decisions affect population dynamics. We demonstrated that: 1) high levels of infection trigger changes in energy allocation between growth and immunological defenses; 2) differences in energy availability between seasons exacerbate the effects of this tradeoff; and 3) this tradeoff increases time to maturity and decreased survival when individuals experienced the cool season right after hatching.

## Identifying tradeoffs using dynamic optimization models

Our results suggest that individuals opted to tolerate infection as long as possible so they could invest in growth and only turned to serious defenses when infection levels were high, close to the sub-lethal threshold (Fig. 2). In nature, this pattern is expected because the cost of the immune response is higher than the cost of maintenance (Derting \& Compton 2003). Individuals increased the probability of survival by allocating energy to control and/or clear the infections, but at the cost of growth, which resulted in delayed maturity (Fig. 3). Surprisingly, we did not observe a large variability in size between simulations; however, individuals with a higher mean level of infection were smaller within each simulation, suggesting that differences in growth rates can result in smaller individuals (Burrowes et al. 2008). These results mirror other systems where individuals exhibit elevated healing capacity at the cost of lower growth rates (Korfel et al. 2015). Body size and time to maturity are associated with fitness in many species, which also influences recruitment (Hilderbrand et al. 2019; Townsend \& Stewart 1994; Wise \& Jaeger 2021). Therefore, we must include future fitness when evaluating population viability after disease outbreaks.

Although our model emphasized the tradeoff between energy allocated to control the infection versus growth, we recognize that a mosaic of interacting mechanisms can result in size differences between infected and non-infected individuals. Frogs could be experiencing a downward-spiral in which infection does not allow them to acquire the appropriate energy level because their appetite or foraging success decreases with disease symptoms (Carter et al. 2020; Peterson et al. 2013; Venesky et al. 2009). Diversity in the immune repertoire could also increase with age, with larger individuals carrying more receptors related to acquired resistance (Savage \& Zamudio 2011). We propose experiments manipulating the amount of food intake followed by pathogen exposures to confirm which mechanisms are responsible for these growth-defense tradeoffs.

## Seasonality exacerbates the growth-defense tradeoffs

We expected seasonality would exacerbate differences in growth rate because host-pathogen dynamics and food availability vary by season (Longo et al. 2010; Stewart \& Woolbright 1996). We did not find differences in frog body size at one year across models when data were analyzed at the population level; because they chose to tolerate the infection and invest in growth, which is more critical at early stages (i.e., 100 individuals simulated per seasonal scenario). Because size is essential for survival and reproduction, it is common for individuals to compensate for size using two mechanisms: increasing growth rate after a period of poor nutrition and reduced growth (spline pattern driven by higher growth rates during warm seasons in Fig. 3b-e and S4b-e) or by delaying maturity (Fig. 4a) (Finkielstain et al. 2013; Metcalfe \& Monaghan 2001). Higher temperatures during the warm season increase individual growth rate (Colón-Piñeiro 2017). Compensation for growth after a period of poor nutrition provides short-term advantages but comes at a cost, ranging from locomotion performance to reduced lifespan (reviewed in Metcalfe \& Monaghan 2001). Consistent with previous studies in natural frog populations (Longo et al. 2010), higher levels of infections near and above $I=4$ were only observed during the cool season when seasonality was included. Drought-related stress makes frogs more susceptible to pathogens (Longo et al. 2010) and Bd operates optimally at lower temperatures during the cool-dry season (Van Rooij et al. 2015). Future empirical research could help test our theoretical assumptions and predictions in these models (Grainger et al. 2022).

## Poor parental decisions influenced future fitness traits

We demonstrated that seasonality affects frogs' time to maturity and survival (Fig. 3a-e, S2, and 4a,c), which can have carryover effects on long-term population viability (Cabrera-Guzmán et al. 2013). Hatching at the end of the warm season was unfavorable, probably due to synergies between the probability of dying because of the disease, size, and the high probability of getting
infected. Because parents determine the seasonal period in which eggs hatch, our models indicate that continued reproduction during the cool season results in lower fitness per offspring for the parent. We speculate that reproduction at suboptimal times can result from individuals with high fitness reproducing for a second time during the year or individuals with low fitness that could not successfully compete to mate during the warm season. Regardless of the quality of these individuals, reproduction during the warm-wet season will expose neonates to more diverse microbiomes upon hatching because adults likely host more beneficial symbionts than in the cool-dry season (Le Sage et al. 2021; Longo et al. 2015).

These interactions are particularly important for population recruitment because models predict more extreme events due to climate change (Planton et al. 2008; Ummenhofer \& Meehl 2017). For example, prolonged droughts can severely impact animal communities, including frogs and their prey (Lister \& Garcia 2018). Climate predictions anticipate dry seasons becoming longer and more irregular (Neelin et al. 2006; Nurse \& Sem 2001; Team et al. 2015), and amphibians might not be able to cope with the pace of these changes. Our model approach could be a useful tool to evaluate such scenarios. These shifts can drive extinctions, especially in those species recovering from initial $B d$ outbreaks.

## Potential applications of dynamic models in conservation

Our model can be extended to other endangered taxa providing key insights into conservation. Because the state variables are relative to the system, our dynamic model allows to predict interactions between different scenarios, including outbreaks and extreme droughts, by changing parameter values. Multiple agencies have been joining efforts to breed threatened species exsitu for reintroduction, for example, amphibian species threatened by $B d$; however, the success of these programs is debatable (Harding et al. 2016). Extensions of this model may allow researchers to predict the best time to release individuals into the wild, given a priori information about amphibian reproductive phenology, development, and infection risk.

## Conclusions and future directions

Our results demonstrate that having plastic energy allocation strategies promotes survival and increases fitness under different pathogen or parasite pressures. Individuals prioritize growth over fighting infection by tolerating infection rather than sacrificing growth more than absolutely necessary. Frogs only allocated energy to control the infection at sub-lethal levels. In these cases, the latency in growth resulted in delayed maturation which can have detrimental long-term effects on fitness. Our models also demonstrated that individuals were able to slightly compensate for a "bad start" because of seasonality by growing faster during seasonal transitions or delaying maturity. Because our approach relied on mathematical models, commongarden experiments can provide additional empirical evidence for these results. For example, experiments quantifying growth while varying the amount of available food according to seasonal patterns could reveal more details on the consequences of infection across life-history stages. In addition, modeling the reproduction-defense tradeoffs in adults can be coupled with our model to increase our understanding of how pathogens drive population dynamics in different climatic scenarios across taxa. Our research demonstrates the utility of dynamic state variable models, which can be extended to multiple species and conditions (e.g., extreme droughts, pathogen outbreaks, and species reintroduction for conservation) by adjusting parameter values with empirical data collected from experiments or field observations.
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## Box 1

Natural history: Eleutherodactylus coqui, the coqui, is a tropical direct-developing frog endemic to Puerto Rico. Direct-developing frogs evolved to bypass the tadpole stage and emerge from the egg as miniature adults in terrestrial environments. Reproduction occurs throughout the entire year (Bignotte-Giró et al. 2021; Joglar 1998; Townsend \& Stewart 1994), fertilization is internal (Townsend et al. 1981), and male parents take care of the clutch during the entire pre-hatching developmental period and even a few days after hatching (Joglar 1998; Townsend et al. 1984). Thus, we expect fitness costs to have their greatest effects during early life-history stages, particularly when newborn frogs hatch at suboptimal times. The likelihood of survival in juveniles is further diminished by environmental stress because individual mortality is expected after prolonged dry periods of five days (Stewart 1995). Coqui frogs hatch at a snout-to-vent length (SVL) of 6 mm on average and take approximately nine months to one year to reach maturity (Joglar 1998; Woolbright 1983) at $\approx 28 \mathrm{~mm}$, independent of sex (Colón-Piñeiro 2017; Stewart \& Woolbright 1996; Townsend \& Stewart 1994). Like many amphibians, coquis constantly grow until reaching sexual maturity, when growth rates decrease and vary between sexes (Guarino et al. 2019; Stewart \& Woolbright 1996); the maximum size reported for an adult female is 63 mm (Joglar 1998J). In addition, parental care can increase infection risk of the offspring due to close contact of newborns with sloughing skin from the male.

Despite less drastic temperature changes in the tropics than in temperate zones, the diversity and abundance of amphibians' prey change over time (Garrison \& Willig 1996). Likewise, field studies have demonstrated reduced stomach content of tropical frogs during the dry season (Pough et al. 1983; Stewart \& Woolbright 1996; Woolbright \& Stewart 1987). Collectively, these findings suggest seasonal differences in resource availability for coqui frogs.

Host-pathogen dynamics: In our previous studies, we have primarily shown pathogen infection affecting adult mortality, but identified infected juveniles as a vulnerable life-history stage
(Langhammer et al. 2014; Longo \& Burrowes 2010; Longo et al. 2015). Coqui frogs can become reinfected after clearing the pathogen, suggesting no acquired immunity (unpublished data, Longo \& Burrowes). The coqui- $B d$ interactions vary between seasons, where the prevalence of infection is higher during the warm periods (unpublished data, Longo \& Burrowes). Bdinfected frogs are expected to be more prevalent when water is available because the fungus has an aquatic zoospore that takes around five days to complete its life cycle (Berger et al. 2005; Van Rooij et al. 2015). However, identifying the mortality threshold and associated level of infection is difficult in the field. We have quantified $10^{10} \mathrm{Bd}$ ITS copies from individuals in natural populations (unpublished data, Longo \& Burrowes), and moribund individuals have been reported with a level of infection as low as $10^{4}$ and $10^{5}$ zoospores (Longo et al. 2013). Finally, infection with $B d$ is more common in smaller-sized adults in nature (Burrowes et al. 2008), suggesting infected direct-developing frogs incur a tradeoff between growth and immune response.

Table 1: Description of parameters used in the models and associated values.

| Parameter | Description | Values |
| :---: | :---: | :---: |
| $t$ | Time steps reflecting an increase of one week each for one year. It also indicates the current time step. | \{1:52\} for 1:52 weeks |
| $t+1$ | Indicates the next time step. | \{2:52\} for weeks 2:52 |
| $S$ | Size states, each reflecting an increase of 0.44 mm in juveniles and 0.22 mm in adults SVL (snout-to-vent length). | juveniles $\{1: 50\}$ for $6: 28 \mathrm{~mm}$ adults $\{51: 208\}$ for $28: 63 \mathrm{~mm}$ |
| I | Level of infection reflecting a tenfold increase in the number of $B d$-zoospores as a measure of the pathogen burden. | $\{0: 10\}$ where $0=$ non-infected $\{1: 10\}=\left(10^{1}: 10^{10}\right)$ zoospores |
| $i$ | Strategies to allocate their available energy each week. | $\{G, C, B\}$, where $G=$ Grow $C=$ Control infection $B=$ Grow / control infection $\{0,2,4\}$ energy generic units |
| $E$ | Weekly energy units obtained from foraging based on probability as a function of the model and season. | $\begin{gathered} \text { No season }=\{0.33,0.33,033\} \\ \text { Cool season }=\{0.45,0.45,0.1\} \\ \text { Warm season }=\{0.1,0.45,0.45\} \end{gathered}$ |
| $P_{I}$ | Probability of an uninfected individual becoming infected. | No season $=0.45$ <br> Cool season $=51$ <br> Warm season = 39 |
| $M_{S}(S)$ | Probability of dying due to causes other than the infection estimated as a function of size. | Defined in equation 3 |
| $d$ | Decreasing constant rate of the probability of dying as a function of size. | 0.05 |
| $S_{T}$ | Constant indicating the size at the mid probability of dying. | $50$ |
| $M_{I}$ | Probability of dying due to the level of infection, the value increases onefold every two levels of infection. | $\begin{gathered} \left\{0: 10^{-1}\right\} \text { where } \\ M I_{0}=0, M I_{1: 2}=9 * 10^{-5}, \\ M I_{3: 4}=9 * 10^{-4}, M I_{5: 6}=9 * 10^{-3}, \\ M I_{7: 8}=9 * 10^{-2}, M I_{9: 10}=9 * 10^{-1} \end{gathered}$ |

## Figure legends

Figure 1. Diagram illustrating:(a) expected growth rates at different life stages and (b) the grow-defense tradeoff hypotheses during the time horizon examined using dynamic optimization models. In a, juveniles grow at a constant rate independently of sex, growth rate decreases after maturity, and it can vary between sexes. Because we focused on the development of juveniles, we used the mean growth rate (dashed line). The growth rate graph was adapted for E. coqui from Joglar (1998). In b, differences in prey diversity and abundance between seasons determine energy intake, and the difference in pathogen spreading capacity influences the probability of an uninfected individual to become infected. Whereas, the infection status affects energy allocation towards growth or pathogen defense. As a result, growth rate will be higher when individuals allocate all their energy to grow, thus reaching maturity earlier. The arrows' width is proportional to the amount of energy intake allocated to each process. Words in grey indicate no energy allocated to the process, and the relative size of the frogs illustrates growth rates.

Figure 2. Decision matrices for different infection levels and seasonal scenarios. Our models include the basic model (a) and different seasonal scenarios (b-d) in which the cool (C) and warm (W) periods are alternated. Colors indicate the best strategies to increase future fitness generated by the model. Each graph's size states increase from the bottom to the top (0-208) and time from left to right (1-52 wks). For the level of infection, 0 indicates uninfected, and 1 to 10 corresponds to $10^{1}$ to $10^{10} \mathrm{Bd}$ zoospores. Each panel corresponds to a specific level of infection for each model-scenario combination.

Figure 3. Forward simulations (a-e) and the relationship between growth rate and mean level of infection (f-j) based on optimized strategies for 100 individuals inferred by the basic (a and f) and seasonal (b-e and g-j) models. Parameter values change based on the model and seasonal scenarios in which the cool (C) and warm (W) seasons are alternated. Each line in (a-e)
represents one single frog, the colors indicate the level of infection at each time step, and the (x) shows when the individual died. Vertical grey lines separate the year into four periods of 13 weeks, which in the seasonal model correspond to a specific season; dashed-horizontal lines indicate the size state at which individuals reach maturity ( $\mathrm{S}=50$ ). Solid black lines track the mean growth rate trend for each simulation. Each point in $\mathbf{f} \mathbf{- j}$ represents a period of 13 weeks for each individual.

Figure 4. Fitness-related values for the basic (No seasons) and the seasonality models including: (a) time to maturity, (b) size at week 52, and (c) percentage of individuals surviving in week 52. Data correspond to the forward simulations of the dynamic optimization models with 100 individuals per simulation for the base and seasonality models, including seasonal alternations between cool (C) and warm (W) periods. Larger black points in (a) and (b) indicate the mean values, and the $n$ values in (a) are the number of individuals that reached maturity.

Figure S1. Probability of dying as a function of discrete (a) size- $S$ and (b) infection-I states based on equations 3 and 4, respectively. The probability of dying as a function of size is due to natural causes and not based on the level of infection. Note they are in a $\log _{10}$ scale.

Figure S2. Forward simulations (a-e) based on optimized strategies for 100 individuals inferred by the basic (No seasons) (a) and seasonal (b-e) models using the size of the individuals (snout-to-vent length - SVL) instead of the size states of the model. We calculated size based on the following formulas: for size states $\geq 50[(S-1) * 0.44+6]$ and for size states $>50[6+(49 * 0.44)+$ $(S-50) * 0.22)]$. Parameter values change based on the model and seasonal scenarios in which the cool (C) and warm (W) seasons are alternated. Each line represents one single frog, the colors indicate the level of infection at each time step, and the (x) shows when the individual died. Vertical grey lines separate the year into four periods of 13 weeks, which in the seasonal model correspond to a specific season; dashed-horizontal lines indicate the size state at which individuals reach maturity (SVL=28).

Figure S3. Prevalence of $B d$-infected individuals at Palo Colorado Forest in El Yunque, Puerto

Rico. Prevalence was calculated by monthly sampling for over a year (unpublished data, Longo \& Burrowes).

Figure S4. Forward simulations based on optimized strategies for 100 individuals inferred by the basic (No seasons) (a) and seasonal (b-e) models. Parameter values change based on the model and seasonal scenarios in which the cool (C) and warm (W) seasons are alternated. Each line represents one single frog, the colors indicate the level of infection at each time step, and the (x) shows when the individual died. Vertical grey lines separate the year into four periods of 13 weeks, which in the seasonal model correspond to a specific season; dashed-horizontal lines indicate the size state at which individuals reach maturity ( $\mathrm{S}=50$ ).
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